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Introduction  
 
The field of machine learning is concerned with the question of how computers can 
improve automatically through experience. Our secondary masters program in Machine 
Learning is designed to give students a deep understanding of the computational and 
statistical principles that underlie learning processes, an exposure to real-world 
applications of machine learning, and an opportunity to design novel machine learning 
algorithms that advance the state of the art.  As the only Machine Learning Department 
in existence, our goal is to produce graduates who go on to become leaders in this 
rapidly growing field.  Our graduates have already gone on to take faculty positions in 
top-ranked Computer Science departments, Statistics departments, and Engineering 
departments at other universities, as well as positions in major industrial research 
laboratories. 
 
The Secondary MS program is run by the Machine Learning Department which is part of 
Carnegie Mellon's School of Computer Science. This program builds on ML's world-
class faculty, which includes a number of faculty with cross-appointments in diverse 
areas ranging from Statistics, Language Technologies, Philosophy, Psychology to the 
Tepper Business School. 
 
Department Head of Machine Learning:  
Tom Mitchell, Fredkin Professor of Artificial Intelligence and Learning.  
 
Student Advising  
The ML Secondary MS program is supervised by two faculty co-directors. Graduate 
students can meet with these co-directors to discuss their curriculum or research.  
 
Co-Directors of the program:  
Geoffrey Gordon, Associate Research Professor, Machine Learning Dept. 
Email: (ggordon@cs.cmu.edu) Phone: x7399 
 
Rob Kass, Professor, Statistics Dept. 
Email: (kass@stat.cmu.edu) Phone: x8723 
 
 
Administrative Support:  
Diane Stidle, Graduate Programs Manager (diane@cs.cmu.edu) x1299  

 
  

mailto:ggordon@cs.cmu.edu
mailto:kass@stat.cmu.edu
mailto:diane@cs.cmu.edu
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Program Requirements 
 
Prerequisites, Computer Science:  
 
15-150 Principals of Functional Programming 
An introduction to programming based on a "functional" model of computation. This course is an 
introduction to programming that is focused on the central concepts of function and type. One 
major theme is the interplay between inductive types, which are built up incrementally; recursive 
functions, which compute over inductive types by decomposition; and proof by structural 
induction, which is used to prove the correctness and time complexity of a recursive function. 
Another major theme is the role of types in structuring large programs into separate modules, and 
the integration of imperative programming through the introduction of data types whose values 
may be altered during computation. NOTE: students must achieve a C or better in order to use 
this course to satisfy the pre-requisite. 
 
 
15-210 Parallel and Sequential Data Structures and Algorithms 
Teaches students about how to design, analyze, and program algorithms and data structures. 
The course emphasizes parallel algorithms and analysis, and how sequential algorithms can be 
considered a special case. The course goes into more theoretical content on algorithm analysis 
than 15-122 and 15-150 while still including a significant programming component and covering a 
variety of practical applications such as problems in data analysis, graphics, text processing, and 
the computational sciences. NOTE: students must achieve a C or better in order to use this 
course to satisfy the pre-requisite.  
 
Previously offered Computer Science courses 15-211 and 15-212 would also fulfill the 
prerequisite requirement. 
 
 
Prerequisites, Statistics:  
 
36-225: Introduction to Probability Theory  
This course is the first half of a year-long course which provides an introduction to probability and 
mathematical statistics for students in economics, mathematics and statistics. The use of 
probability theory is illustrated with examples drawn from engineering, the sciences, and 
management. Topics include elementary probability theory, conditional probability and 
independence, random variables, distribution functions, joint and conditional distributions, law of 
large numbers, and the central limit theorem. A grade of C or better is required in order to 
advance to 36-226. Not open to students who have received credit for 36-625. 36-217 Probability 
Theory and Random Processes, will also be accepted as a prerequisite. 
 
 
36-226: Introduction to Statistical Inference 
This is mostly a theoretical course in statistics. First, we will give a formal introduction to point 
estimation and consider and evaluate different methods for finding statistical estimates. Then we 
will discuss interval estimation and hypothesis testing, which are necessary for most statistical 
analyses. In this first part of the course, the emphasis will be on definitions, theorems and 
mathematical calculations. Once we have covered the mathematical foundations of statistical 
inference, we will focus on the use of these concepts in concrete statistical situations. We will 
study statistical modeling and specific models such as ANOVA and regression. Emphasis will be 
placed on understanding the qualities of a good statistical analysis, specifying correct models, 
assessing model  
assumptions and interpreting results. 
 
Previously offered Statistics courses 36-625 and 36-626 would also fulfill the prerequisite 
requirement. 
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Core Courses:  

The three core courses listed below:  
 

1. 10-701: Introduction to Machine Learning 
This course is designed to give students a thorough grounding in the methods, 
mathematics and algorithms needed to do research and applications in machine 
learning. Students entering the class with a pre-existing working knowledge of 
probability, statistics and algorithms will be at an advantage, but the class has 
been designed so that anyone with a strong numerate background can catch up 
and fully participate.  
 
OR 

 
1. 10-715: Advanced Introduction to Machine Learning 

This course will give students a thorough grounding in the algorithms, 
mathematics, theories, and insights needed to do in-depth research and 
applications in machine learning. The topics of this course will in part parallel 
those covered in the general graduate machine learning course (10-701), but 
with a greater emphasis on depth in theory and algorithms. The course will also 
include additional advanced topics such as RKHS and representer theory, 
Bayesian nonparametrics, additional material on graphical models, manifolds and 
spectral graph theory, reinforcement learning and online learning, etc. Students 
entering the class are expected to have a pre-existing strong working knowledge 
of algorithms, linear algebra, probability, and statistics. 
 
Note: Students who took 10-701 in Spring 2014 or earlier can use it as a core 
course, even if they weren’t part of the MLD PhD program at the time they took 
10-701. 

 
2. 10-705: Intermediate Statistics 

Some elementary concepts of statistics are reviewed, and the concepts of 
sufficiency, likelihood, and information are introduced. Several methods of 
estimation, such as maximum likelihood estimation and Bayes estimation, are 
studied, and some approaches to comparing different estimation procedures are 
discussed.  

 
 

3. 10-702: Statistical Machine Learning  
This course builds on the material presented in 10-701/10-715, introducing new 
learning methods and going more deeply into their statistical foundations and 
computational aspects. Applications and case studies from statistics and 
computing are used to illustrate each topic. Aspects of implementation and 
practice are also treated.  
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Plus any two of the following courses: 
 
10-708 Probabilistic Graphical Models 
This course will provide you with a strong foundation for both applying graphical models 
to complex problems and for addressing core research topics in graphical models. The 
class will cover three aspects: The core representation, including Bayesian and Markov 
networks, and dynamic Bayesian networks; probabilistic inference algorithms, both exact 
and approximate; and, learning methods for both the parameters and the structure of 
graphical models. Students entering the class should have a pre-existing working 
knowledge of probability, statistics, and algorithms, though the class has been designed 
to allow students with a strong numerate background to catch up and fully participate. 
  
10-725 Convex Optimization 
This course is designed to give a graduate-level student a thorough grounding in the 
formulation of optimization problems that exploit such structure, and in efficient solution 
methods for these problems. The main focus is on the formulation and solution of 
convex optimization problems.  
 
 
15-826: Multimedia Databases and Data Mining  
The course covers advanced algorithms for learning, analysis, data management and 
visualization of large datasets. Topics include indexing for text and DNA databases, 
searching medical and multimedia databases by content, fundamental signal processing 
methods, compression, fractals in databases, data mining, privacy and security issues, 
rule discovery and data visualization.  
 
15-750 Graduate Algorithms  
or  
15-853 Algorithms in the Real World 
This course covers how algorithms and theory are used in "real-world" applications. The 
course will cover both the theory behind the algorithms and case studies of how the 
theory is applied. It is organized by topics and the topics change from year to year. 

 
Electives:  
Electives may be chosen from Carnegie Mellon's large number of graduate courses, in 
consultation with the student's advisor, to fit with the student's educational program.  
Elective choices are subject to review by the co-directors. Elective courses may be 
counted toward a simultaneous PhD degree at CMU, but not toward any other Masters-
level degree. List of already approved electives can be found at: 
http://www.ml.cmu.edu/current-students/Electives%20for%20PhD%20Students.html 
 
For those candidates seeking an academic position after completing the ML M.S. 
degree, the thoughtful selection of these three elective courses is particularly important. 
  
Double Counting Courses: 
Any course counted toward another master-level or bachelor-level degree may not be 
counted toward our Secondary Master in Machine Learning. If a course is counted 
toward your PhD degree it may also be counted in our Secondary Master in Machine 
Learning, so long as such double-counting is permitted by your PhD department. 

http://www-2.cs.cmu.edu/afs/cs.cmu.edu/academic/class/15750-s03/www/
http://www-2.cs.cmu.edu/afs/cs/phttp:/www-2.cs.cmu.edu/~guyb/realworld.html
http://www.ml.cmu.edu/current-students/Electives%20for%20PhD%20Students.html
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Data Analysis Project (DAP) 
 
Once admitted into the secondary Masters degree program in ML, students have 
until the end of the following semester to identify an advisor in ML who will serve 
as their DAP advisor. 
 
Students are required to demonstrate their grasp of fundamental data analysis and 
machine learning concepts and techniques in the context of a focused project.  The 
project should focus on a substantive problem involving the analysis of one or more data 
sets and the application of state-of-the art machine learning and data mining methods, or 
on suitable simulations where this is deemed appropriate.  Or, the project may focus on 
machine learning methodology and demonstrate its applicability to substantial examples 
from the relevant literature.  The project may involve the development of new 
methodology or extensions to existing methodology, but this is not a requirement.  
 
Machine learning and data mining methods are exemplified by, but not limited to, those 
covered in the core courses 10-701/10-715, 10-702, and 15-826. In particular, the 
analysis methods should be adequately justified in terms of the theory taught in these 
courses.  
 
The project is not intended for purely theoretical or methodological investigations, but 
these may form the heart of a project in appropriate cases.  (In such cases, the project 
should also contain a component of applying the new theoretical or methodological tools 
to data.  This component does not have to contain novel results; instead, its goal is to 
characterize how well or poorly the tools perform for the given data.) Students are 
encouraged to seek out a project (co)advisor who can provide access to data or 
substantive applications, or can use data sets to which they already have access 
through one of the core courses, through the literature and archives, or through their 
PhD advisor.  Other resources for this purpose include the Immigration Course, faculty 
home pages, and the ML Research Projects webpage. 
 
The Data Analysis Project is to be carried out under the supervision of a Machine 
Learning Department faculty member, and possibly under joint supervision of a subject 
matter expert.  It is to be concluded by a written report.  The ideal report would 
demonstrate an ability to approach machine learning problems in a way that cuts across 
existing disciplinary boundaries. It should demonstrate a capacity to write about 
technical topics in machine learning in a cogent and clear manner for a professional and 
scientific audience.  
 
All DAPs are presented during the ML Journal Club. You may register for 10-915 ML 
Journal Club or just make sure you contact the instructor early before the semester 
begins to reserve a date to give your DAP presentation during the class.  

DAP Committee 
Student must form an official "DAP committee" of three faculty to evaluate the document. 
The committee will consist of the advisor, the Journal club instructor(s), and one other 
faculty member selected by the student. The third member is often someone with an 
interest in the analysis of the data set, and does not have to be an expert in ML or part of 
the student's thesis committee. The student should form the committee as early as 
possible during the DAP research process, and inform Diane of who the members are.  
2 of 3 DAP Committee members, one of whom is the DAP advisor, must be in 
attendance for the DAP presentation. 
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DAP Prospectus 
 
Student must write a 1-2 page prospectus, including the DAP’s title, general topic, 
proposed data source, and a brief summary of proposed analysis methods, and circulate 
it to the committee. The student should do this as early as possible, preferably when the 
student forms the committee. 
 
The intent is that the Data Analysis Project will be less formal in structure and more 
flexible in focus than a typical Masters thesis + defense requirement might allow. The 
Project is a requirement for those in other departments receiving a MS degree in 
Machine Learning as well as for PhD students in Machine Learning. The requirement will 
typically be completed during a student’s 2nd year in the program. 
 

DAP Requirements: 
 

1) A presentation of the work during the Machine Learning Journal Club course. 
The presentation stands in lieu of a defense of the Data Analysis Project, and 
helps to disseminate the work to the rest of the Machine Learning community. 
There will be a limited set of dates available for such presentations---generally, at 
most one per week---so students should be sure to sign up early in the Machine 
Learning Journal Club. The presentation should be suitable for a general 
machine learning audience, i.e., it should provide sufficient background for a non-
domain-expert to understand the results, and should adequately summarize the 
relationship of the project to previous work. 2 of 3 DAP Committee members, one 
of whom is the DAP advisor, must be in attendance. 
 
 

2) A stand-alone, single or “lead author’ written paper that is approved by the faculty 
member(s) advising the Project. The paper should be of high quality, both in 
terms of exposition of technical details and overall English and organization. It 
should be suitable for submission to a journal or refereed conference. But, unlike 
some conference papers, it should be completely self-contained, including all 
descriptions necessary for a general machine learning audience to follow the 
theoretical development and reproduce the experimental results. This 
requirement may (but does not have to) result in the project paper being 
substantially longer than a conference proceedings paper on which it is based. 
Although it does not have to be published, publishing the paper may be desirable 
and helpful to the student. Project papers will become part of the MLD archives,  
and will serve as examples to future students. 
 

3) The student must provide a near-final draft of the DAP document (approximately 
15 pages) at least one month before the oral presentation to the DAP Committee. 
Both student and committee must certify that this draft is substantially complete. 
Within two weeks of submission, the instructor(s) will either approve the project 
for presentation (at which point the presentation can be advertised to the 
members of the department), or notify the student that changes will be required 
before presentation. This approval is for the general topic and content, and not 
for the final contents of the document. The final version of the paper, 
incorporating any feedback received at the oral presentation, should be  
submitted for review no later than one month after the oral presentation. 
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Machine Learning Journal Club 
 
10-915 the ML Journal Club: 
Course website: http://www.cs.cmu.edu/~journalclub/ 
 
This course provides a forum for students in Machine Learning to practice public 
speaking and technical reading skills. In addition, it will provide a venue for satisfying the 
MLD oral part of the Data Analysis Project. All requirements talks will be open to the 
public and advertised on the relevant seminar lists.  
 
The course will include brief workshops embedded throughout the semester to cover 
such things as: effective structure of presentations, how to give a short talk (think NIPS 
spotlights), "elevator" talks, structure of a research paper, conference presentations, 
proposal writing (think thesis and beyond), slide crafting, posters, critical evaluation, and 
public communications for research. 
 
Sign up in advance to schedule your talk 
We will open up the sign-up sheet for talk slots in advance of the course start date: you 
must sign up for a slot in order to register for the course. Those students who have 
already taken 10-915 twice and still need to finish a talk requirement must sign up in 
advance for a talk but are not required to register for a third time. 
 
Advisor Attendance 
Advisors are to attend the student's DAP oral. Student must check with their Advisor to 
make sure they will attend. 
 
Student Attendance 
If registered for the course, students are required to attend all lectures in order to pass, 
unless they get permission from the instructor(s) to skip (a small number of) lectures due 
to travel, etc. 
 
  

http://www.cs.cmu.edu/~journalclub/
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Student Evaluation  
 
The faculty meet at the end of each academic semester to make a formal evaluation of 
each student in the program. For historical reasons this meeting is called "Black Friday." 
The co-directors and faculty research advisors communicate in written and oral form the 
assessment from these Black Friday meetings to the graduate students.  
 
Evaluation and feedback on a student's progress are important both to the student and 
to the faculty. Students need information on their overall progress to make long range 
plans.  
 
At each semi-annual “Black Friday” meeting, the faculty review the student's previous 
semester's research progress and the student's next semester's research plans to 
ensure that the student is making satisfactory progress. The evaluation of a student's 
progress in directed research often depends on the student having produced some 
tangible result; examples include the implementation of pieces of a software system, a 
written report on research explorations, an annotated bibliography in a major area, or, as 
part of preparation for doing research, a passing grade in a graduate course (beyond the 
required 96 required units).  
 
The purpose of having all the faculty meet together to discuss all the students is to 
ensure uniformity and consistency in the evaluation by all of the different advisors. The 
faculty measure each student's progress against the goal of completing the program in a 
reasonable period of time. In their evaluation the faculty consider courses taken, directed 
research, teaching if applicable, skill, development, papers written and lectures. 
 
The faculty's primary source of information about the student is the student's advisor. 
The advisor is responsible for assembling the above information and presenting it at the 
faculty meeting. The student should make sure the advisor is informed about 
participation in activities and research progress made during the semester. Each student 
is asked to submit a summary of this information to the advisor at the end of each 
semester. 
 
Based on the above information, the faculty decide whether a student is making 
satisfactory progress in the program.  If so, the faculty usually suggest goals for the 
student to achieve over the next semester. If not, the faculty make more rigid demands 
of the student. 
 
Ultimately, permission to continue in the program is contingent on whether or not the 
student continues to make satisfactory progress in their home department and toward 
the ML degree. If a student is not making satisfactory progress, the faculty may choose 
to drop the student from the program.  
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Terms of progress in Black Friday letters from faculty: 
 
SP = In the semiannual evaluation of all our students the faculty reviewed your progress 
toward the Ph.D. We are happy to report that you are in good standing in the Machine 
Learning PhD program. 
 
USP = We have determined that your current level of progress is unsatisfactory: 
 
N-2 = We have determined that there are significant problems with your current level of 
progress. Accordingly, this is an N-2 letter: you are in danger of receiving an N-1 letter 
next Black Friday unless you improve your rate of progress toward a Ph. D.  In 
particular: 
 
N-1 = This is an N-1 letter.  You may not be allowed to continue in the PhD program past 
the next Black Friday meeting unless you satisfy the following conditions: 
 

Financial Support 
This Secondary MS program does not offer any type of financial support. Tuition support 
comes from your home PhD department or through staff benefits. If your status changes 
with the university and you are no longer eligible for tuition benefits or support through 
your PhD department for tuition, you must leave this secondary MS program. 

 
Grievances  
In case of grievances, the Machine Learning Department follows University grievance 
procedures; please refer to those procedures for more information.  
http://www.cmu.edu/graduate/policies/Summary%20of%20Graduate%20Student%20Ap
peal%20and%20Grievance%20Procedures.html 

 
Seminars 
The Machine Learning Department sponsors seminars by researchers from within and 
outside Carnegie Mellon, which are attended by faculty, staff and graduate students. 
Students are encouraged to meet and interact with visiting scholars. This is extremely 
important, both to get a sense of the academic projects that are pursued outside of 
Carnegie Mellon and to get to know the leaders of such projects. That applies not only to 
seminars directly relevant to a student's research interests: the seminars provide an 
opportunity to widen one's perspective on the field.  
 
 

http://www.cmu.edu/graduate/policies/Summary%20of%20Graduate%20Student%20Appeal%20and%20Grievance%20Procedures.html
http://www.cmu.edu/graduate/policies/Summary%20of%20Graduate%20Student%20Appeal%20and%20Grievance%20Procedures.html
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