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Background. Residential electricity consumption data contain a wealth of information about both household-level, and electric power system-level characteristics. A growing literature attempts to use such data to understand changes in household electricity consumption behavior. However, such data often lack important household characteristics, such as the presence of air conditioning (AC), a major driver of summer electricity consumption.

Aim. We aim to identify the presence of AC in households on the basis of monthly electricity consumption data, which is available from the billing records of most US electric utilities.

Data. We use aggregate and appliance-level measurements of electricity consumption, in kWh, from 482 households in and around Austin, Texas, of which 449 have AC. We couple this with local temperature data. Electricity consumption readings are available at one-minute resolution, which we aggregate to monthly electricity consumption to emulate widely available monthly data.

Methods. We identify the presence of AC using three methods. First, we fit a line to electricity consumption and monthly average temperature for warmer months of the year and classify households based on the slope of that line. Second, we apply random forest classification, using mean-normalized electricity consumption in each of the twelve months of one year as features. Third, we apply k-means clustering to the above dataset and create a classifier from these clusters.

Results. The linear and random forest classifiers perform comparably out-of-sample, with 97% positive predictive value (PPV) in each case, and 67% and 71% negative predictive value (NPV) respectively. The clustering analysis finds that households without AC tend to have relatively constant electricity consumption throughout the year. The resulting clusters yield a classifier with out-of-sample PPV of 98%, and NPV of 40%.

Conclusions. These results demonstrate that monthly household electricity consumption is a strong predictor of the presence of AC, at least among these households in Austin, Texas. Improvements in NPV, the ability to predict the absence of air conditioners, are likely necessary before these methods can be incorporated into econometric research of electricity consumption behavior. Flexible models, such as the random forest have strong potential. However, a simple linear model has similar performance and likely greater external validity. This line of inquiry shows promise, but larger datasets are likely needed before these methods can be used by econometricians and electric utilities, e.g. to analyze AC adoption patterns.
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1 Introduction

Households account for 37% of all US electricity consumption EIA (2016), corresponding to roughly 21% of US greenhouse gas emissions EPA (2016). Understanding determinants of electricity consumption is a key component of any attempt to promote efficiency. Residential electricity consumption data, such as those available to electric utilities, contain a wealth of information about both household-level and electric power system-level characteristics. A growing literature in the machine learning community attempts to learn these characteristics, often deriving an approximate breakdown of household electricity consumption by end use from smartmeter data, with hourly resolution or better Wytock and Kolter (2014); Giri and Berges (2015); Baker et al. (2016). These techniques, known as non-intrusive load monitoring (NILM), are useful both as a tool for encouraging household energy conservation Ehrhardt-Martinez et al. (2010), and for electric utilities aiming to understand air conditioner adoption patterns, and determinants of electricity demand more broadly.

In parallel, a growing number of econometric studies use smartmeter data or monthly billing data to evaluate energy efficiency programs ex-post Boomhower and Davis (2016); Fowlie et al. (2015); Meyer et al. (2017). Such studies are an indispensable component of efforts to realize high levels of cost-effective energy efficiency required to mitigate the effects of climate change. These econometric studies, particularly those that attempt to understand changes in electricity consumption patterns throughout the day, would ideally control for the presence of major time-dependent loads such as air conditioning.

Unfortunately, utility data generally do not report such household-level characteristics. There is as yet no established method of determining the presence of air conditioning within a household using widely available electricity consumption and ambient temperature data. Existing NILM techniques generally use sub-hourly electricity consumption data, often at 1-minute or even 1-second intervals. In the econometric literature, Boomhower & Davis attempt to verify the presence of residential air conditioning through inspection of electricity consumption data over time Boomhower and Davis (2016).

We apply standard machine learning techniques to identify the presence of air conditioning in households using monthly electricity consumption data, which are available to any US utility and many academic researchers, together with publicly available temperature data. In addition, we cluster households on the basis of monthly electricity consumption to see whether households with air conditioning or other distinctive features coincide with the learned clusters.

In addition to assisting with econometric studies of electricity consumption, a reliable air conditioner identification algorithm can help utilities improve targeting in program outreach, e.g. for air conditioner-specific demand-side management programs.

2 Background

For more than thirty years, researchers have been attempting to use household electricity consumption data to learn about the presence of electrical appliances within households, and the corresponding breakdown of household electricity consumption. This practice is called non-intrusive load monitoring (NILM). Much of this work focuses on electricity consumption data with sub-hourly
Identifying air conditioners using monthly household electricity consumption resolution, with measurements every fifteen minutes, every minute, and in some cases every second or less Wytock and Kolter (2014); Giri and Berges (2015); Drenker and Kader (1999); Cominola et al. (2017); Lin et al. (2016); Hart (1985); Esa et al. (2016); Anderson et al. (2011); Kalluri et al. (2016); Chahine et al. (2011); Farinaccio and Zmeureanu (1999); Figueiredo et al. (2012); Amenta and Nina (2015); Tsai and Lin (2012); Batra et al. (2014); Zeifman and Roth (2011); Biansoongnern and Plungklang (2016); Perez et al. (2014); Norford and Leeb (1996); Marceau and Zmeureanu (2000); Su et al. (2016); Rahimpour et al. (2015); Parson et al. (2012); Aladesanmi and Folly (2015). Many of these papers explicitly estimate the presence of air conditioning with high accuracy Drenker and Kader (1999); Norford and Leeb (1996); Marceau and Zmeureanu (2000). Others attempt to disaggregate air conditioner electricity consumption, often implicitly identifying the presence of an air conditioner Wytock and Kolter (2014); Su et al. (2016); Aladesanmi and Folly (2015); Biansoongnern and Plungklang (2016); Zeifman and Roth (2011); Batra et al. (2014). However, none do so using data with coarser than hourly resolution, let alone monthly resolution. In the building energy efficiency literature, estimating building parameters, such as thermostat set-points, is common practice Fels (1986); Enriquez et al. (2017); Smullin (2016). Enriquez et al. (2017) estimate building-level thermal parameters, such as building air exchange rates, using minute-resolution data. Fels (1986) estimates thermostat set points and the sensitivity of a building’s electricity consumption to temperature using monthly electricity consumption data, with Smullin (2016) doing the same with minute-resolution data. However, neither attempt to learn the presence of air conditioning in a household with out-of-sample predictive methods.

We attempt to combine these literatures, predicting the presence of air conditioning from monthly electricity consumption and monthly average temperature data using three methods. First, we compare estimated building sensitivity to high temperature values using the regression. Next, we apply a random forest classifier to monthly electricity consumption. Finally, we cluster monthly electricity consumption profiles to determine to what extent these learned clusters correspond to several household features.

### 3 Problem statement

Electric utilities and energy researchers seeking to understand determinants of electricity consumption often have access to residential electricity consumption data, at least at a monthly level, but do not have data on the presence of air conditioning, an important factor in such analyses. We develop a method to predict the presence of air conditioning in a household using monthly residential electricity consumption data and publicly available temperature data. We hypothesize that it is possible to classify such households with at least 95% accuracy out-of-sample.

### 4 Data

We use residential electricity consumption data from Pecan Street Inc., which provides electricity consumption information for 1,429 households, including appliance-level electricity consumption measurements for 690 households, primarily in and around Austin, Texas. Appliance-level data
are collected using devices installed on each monitored appliance. The data are then transmitted remotely back to Pecan Street Inc. Data are available at www.pecanstreet.org. Participants are recruited on a voluntary basis by Pecan Street Inc. Data collection began at some households in 2012, with additional households recruited on an ongoing basis. We use electricity data through December 2015. The sample is fairly wealthy, with a mean household income of $157,000, and a standard deviation of $145,000 Glasgo et al. (2016). Although the sample itself may not be representative of typical households in Texas, or anywhere else, we expect that signatures of the presence of air conditioning in this sample likely have external validity, at least to households with air conditioning in similar climates within the United States.

The dataset contains information regarding the presence of air conditioning, as well as many other appliances, along with other household-level features, such as the type of building, square footage, year of home construction, and participation in energy-related programs.

We aggregate these data to monthly electricity consumption to match the resolution available to electric utilities without smartmeters. The Pecan Street dataset includes households which are not submetered, and thus may have air conditioning even if the data do not say so explicitly. To account for this, we include only households that have submetered electricity consumption data for at least one non-air conditioning appliance. We include only households with at least 12 months of valid data. We exclude households listed as containing air conditioning that do not have any recorded air conditioner use. This leaves 482 valid households, 449 with central or window air conditioning, and 33 without AC.

For this subset of the data, mean monthly electricity consumption for all households is 856 kWh, with a 5th percentile of 301 kWh and a 95th percentile of 1,783 kWh. Of this, electricity consumption from the air conditioners themselves has a mean of 240 kWh, with a 5th percentile of 0 kWh and a 95th percentile of 562 kWh. This whole-year average is likely a low estimate of air conditioner electricity consumption in summer months. For households with air conditioning, mean monthly electricity consumption is 916 kWh, with a 5th percentile of 315 kWh, and a 95th percentile of 7,831 kWh. For households without air conditioning, mean monthly electricity consumption is 456 kWh, with a 5th percentile of 207 kWh, and a 95th percentile of 1090 kWh.

Within our sample, the mean household with air conditioning has 27 months of data, with a minimum of 12 months, and a maximum of 48 months. The mean household without air conditioning has 21 months of data, with a minimum of 14 months, and a maximum of 41 months.

We believe all households labeled as containing air conditioning are correctly labeled, as the dataset includes submetered air conditioner electricity consumption data. We are not convinced that all households labeled as not containing air conditioning do not in fact contain air conditioning. Electricity consumption in some households labeled as non-AC increases sharply in warmer months in a way that we believe is unlikely in the absence of air conditioning, which tends to be by far the largest heat-sensitive load.

We add temperature data collected from the KATT weather station in Austin, Texas. These data are available at www.wunderground.com/history. These data include daily high, low, and average temperature, as well as humidity and a number of other metrics. We use average monthly temperature in our analysis.
5 Methods

We perform three classes of analysis. The first attempts to classify households with and without air conditioning using an engineering-inspired regression of electricity consumption v. temperature. The second applies the random forest to a version of the same data. The third clusters households on the basis of electricity consumption data, and tests the descriptive capabilities of these clusters for several household characteristics, such as the presence of air conditioning or solar photovoltaics. All three analyses draw from the 482 households from in and around Austin, Texas. We remove all monthly electricity consumption measurements of less than 2.5 kWh, roughly equivalent to electricity consumption from a single 14W compact fluorescent lightbulb over one week.

We randomly divide the data into training, validation, and test sets. We stratify the randomization, separately allocating households with and without air conditioning. We place one third of the households with air conditioning in the training (149 households), validation (149 households), and test (151 households) datasets. For households without air conditioning, we place 3/7 of households (15 households) in the training set, with 2/7 each in the validation (9 households) and test (9 households) datasets. We incorporate more non-AC households into the training dataset to improve training capabilities, leaving enough non-AC households in the validation and test datasets to produce meaningful out-of-sample prediction results.

Because non-AC households are such a small fraction of the sample, training on based on simple classification accuracy would place a much higher penalty on the false negative rate, AC homes classified as non-AC, than the false positive rate, non-AC homes classified as AC. We address this by optimizing the negative predictive value (NPV) of our classifiers, where NPV is the ratio of correctly-classified non-AC households to total non-AC classifications. We constrain this optimization to ensure that at least 50% of non-AC households are correctly classified. This ensures that the resulting classifiers correctly classify a substantial fraction of non-AC households with meaningful predictive power.

We train all classifiers on the training dataset, and test preliminary out-of-sample classification accuracy on the validation dataset. To ensure our estimates do not overfit to the training data, we test out-of-sample classification accuracy on the test set only after finalizing the form and parameter values of a classifier.

Our engineering-inspired analysis takes advantage of the positive correlation between ambient temperature and air conditioner electricity consumption, commonly estimated to begin at 65 degrees Fahrenheit Eto (1985). For each household, we fit a line to monthly electricity consumption as a function of mean monthly ambient temperature for all months with mean temperature above 65 degrees. The regression has the following form for each household:

\[ kWh_m = \beta t_m + \epsilon_m \]  

Where \( kWh_m \) is monthly household electricity consumption in month \( m \), measured in kWh. \( t_m \) is mean monthly temperature in month \( m \), in degrees Fahrenheit. \( \epsilon_m \) is a random error term, assumed to have mean zero. A month, \( m \), is only included in the regression if \( t_m \geq 65^\circ F \).

We then predict the presence of air conditioning based on the slope of this fitted line, \( \beta \). We select a classification threshold, \( \gamma \) to maximize NPV while correctly classifying at least 50% of households.
without air conditioning. We then test prediction accuracy on the test dataset.

Our second classification method selects the final twelve months of electricity consumption for each household, and treats electricity consumption in each month as a separate feature. We include only households for which the final twelve months of data have no missing months. As a result, the training dataset contains 155 households, 140 with air conditioning and 15 without; the validation dataset contains 152 households, 143 with air conditioning and 9 without; the test dataset contains 150 households, 141 with air conditioning and 9 without.

For each household, we normalize by average electricity consumption over the 12-month period to control for differences in the overall level of electricity consumption between households. Because all households in this sample come from the same city, weather is essentially the same across the sample, although not all households use the same twelve months. We then fit a random forest classifier to the training households using the `randomForest` package in R, using the default settings for Breiman’s classification algorithm \cite{Liaw:2002}; Breiman (1999). We select the random forest due to its flexibility in learning complex functional forms.

The likely presence of noise in our labels adds another layer of difficulty to this classification task, which already has a small set of households without air conditioning. We expect that this will pose particular difficulties for classical machine learning methods, such as the random forest, which risks overfitting to noise.

In the clustering analysis, we use the same dataset as in the random forest analysis, and apply the Hartigan-Wong k-means clustering algorithm using an squared-error distance metric \cite{R Core Team:2013,Hartigan:1979}, selecting the lowest total within-cluster sum of squares from 1000 iterations. We select the number of clusters by maximizing NPV for the presence of air conditioning for at least 50% of households. We use both the training and test datasets for training in this analysis. We then tabulate overlap between a household’s assigned cluster, and the presence of air conditioning and other appliances, as well as other household-level features, such as the square footage, year of home construction, and the presence of solar photovoltaics. We then check whether such a clustering analysis points to informative underlying predictive patterns in the data, which can be exploited for future analysis.

Finally, we compare the above AC identification techniques with human classification using the same electricity consumption and temperature data used in the linear model. A human classifies each household based on a plot of average electricity consumption vs. monthly average temperature, similar to Figure 1. The human knows the number of households with and without AC in advance, but households are displayed in random order, and the human does not see these labels, or the household identification numbers during the classification tasks. Given a dataset, and the number of non-AC households, N, the human selects the N households they believe most likely do not contain AC. We term classifications based on this set as “Fixed Number”. The human also selects a larger subset of households that they believe may also not contain AC. We term classifications based on this set as “Ambiguous→no AC”, because all ambiguous cases are classified as non-AC. The human completes this classification task for the training, validation, and test datasets in that order, evaluating predictive performance after classifying each of the three datasets.

When assigning households to the training, validation, and test sets, we use an R random seed of 100, in version 1.0.136 of RStudio, and version 3.3.2 of R.
6 Analysis

In our engineering-inspired regression analysis, we classify households as containing an air conditioner if their slope coefficient, $\beta$, from equation 1 is greater than or equal to a threshold value, $\gamma$. We determine $\gamma$ from the training data, selecting a value that maximizes negative predictive value (NPV), the number of correctly-predicted non-AC households as a fraction of the total number classified as non-AC, for at least half of the 15 non-AC households in the sample. We consider thresholds in increments of 0.25$\text{kWh}/^\circ\text{F}$. We test the classification accuracy on the validation dataset, which was also used for exploratory analysis. After the model has been finalized, we test classification accuracy on the test dataset.

We then apply the random forest classification algorithm described in the Methods section to the training dataset, considering the final twelve months of data for all households without missing electricity consumption data during their final twelve months. We consider twelve features, representing household electricity consumption in each month of the year, divided by mean household electricity consumption over the twelve-month period considered. As in the linear analysis, we test the classification accuracy on the training dataset, which was also used for exploratory analysis. After the model has been finalized, we test classification accuracy on the test dataset.

Finally, we cluster the data using the k-means algorithm described in the Methods section. We select the number of clusters that produces a classifier that maximizes NPV for at least half of the households without air conditioning. Such a classifier classifies households as AC if they are in one set of clusters, and non-AC if not. We constrain this classifier to correctly classify at least half of all non-AC households. We train on the combined training and validation datasets, as this method is not primarily aimed at producing out-of-sample predictions. We then assign households within the test dataset to the nearest of these clusters using a squared-error distance metric, and test the out-of-sample classification positive predictive value (PPV) and NPV of the clustering-based classifier. PPV is the number of correctly-classified AC households divided by the total number classified as AC.

We also test the classification performance of the same clusters for several other household-level features, the presence of rooftop photovoltaics, an electric car charging port, a pool pump, a year of construction greater than or equal to the in-sample median year of 2007, and household square-footage greater than the in-sample median of 1720 sq. ft. We use the combined training and test data to compute classification accuracy. Many of these quantities have far more false than true values, or vice versa. For this reason, we use the same classification metric as for air conditioning. For whichever condition has fewer instances, either the true or false case, we select the clusters that maximize predictive value for at least 50% of instances of that case. If there are more negatives than positives, we maximize PPV. If there are more positives, we maximize NPV. By construction, these clusters will perform at least as well as chance in-sample.
7 Results

7.1 Linear method

In our engineering-inspired regression, equation 1, we find that during warmer months, with average temperature above 65°F, monthly electricity consumption in households in the training dataset increases by an average of 39 kWh/°F. Following equation 1, we use $\beta$ to denote this household-level quantity, the increase in monthly electricity consumption per °F increase in temperature. The standard deviation is 33 kWh/°F, with 25th and 75th percentile values of 13 kWh/°F and 53 kWh/°F respectively, and maximum and minimum values of 277 kWh/°F and −7 kWh/°F. For households with AC, the mean is 42 kWh/°F, with a standard deviation of 32 kWh/°F. For non-AC households, the distribution is skewed, with a median of 2/°F, but a mean of 7 kWh/°F, a standard deviation of 20 kWh/°F, and a maximum of 78 kWh/°F. Figure 1 shows an example of these fitted lines, and the underlying electricity consumption and temperature data, for example households with and without AC.

![Figure 1: Monthly household electricity consumption v. monthly average temperature for one household with air conditioning (AC), blue, and one without, red. The blue and red lines are fitted to all months for each household with an average temperature of at least 65°F.](image)

We attempt to classify households by thresholding on $\gamma$. We find that a threshold of 4.5 kWh/°F maximizes negative predictive value (NPV), the number of correctly classified households without air conditioning divided by the total number of households classified as not having AC, while correctly classifying at least 50% of households without air conditioning. Here, in-sample NPV is 71%, correctly classifying 12 of 15 households without AC. Positive predictive value (PPV) is 98%, correctly classifying 144 of 149 households with AC. The confusion matrix of this predictor is shown in Table 1. Recall that within the training data, there are 149 AC households, or 91% of
the total, and 15 non-AC households, or 9% of the total.
Among the test households shown in Table 1, we see a decline in predictive performance, with PPV at 96%, in part due to the smaller number of non-AC households, and NPV declining to 50%, with 6 of 9 non-AC households misclassified. Regardless, a decline in predictive performance on the test dataset is expected, as the threshold parameter, $\gamma$, was optimized for the training dataset, and thus runs a risk of overfitting.
After selecting the final model, parameters, and data format using the training and test datasets, we test the classification accuracy of this linear method on the test dataset, which had not been used for any prior analysis. We find similar results to the training data, with a PPV of 97%, and an NPV of 67%, correctly classifying 4 of 9 non-AC households, and 149 of 151 AC households. In Table 1, we show the resulting confusion matrix.

**Table 1:** Linear method predicted (rows) v. labelled (columns) presence of air conditioning in the training, validation, and test households. Quotes denote predictions. Bottom row is positive predictive value (PPV) for AC households, and negative predictive value (NPV) for non-AC households.

<table>
<thead>
<tr>
<th></th>
<th>AC</th>
<th>no AC</th>
<th>Validation</th>
<th>AC</th>
<th>no AC</th>
<th>Test</th>
<th>AC</th>
<th>no AC</th>
</tr>
</thead>
<tbody>
<tr>
<td>“AC”</td>
<td>144</td>
<td>3</td>
<td>“AC”</td>
<td>146</td>
<td>6</td>
<td>“AC”</td>
<td>149</td>
<td>5</td>
</tr>
<tr>
<td>“no AC”</td>
<td>5</td>
<td>12</td>
<td>“no AC”</td>
<td>3</td>
<td>3</td>
<td>“no AC”</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>% Correct</td>
<td>97%</td>
<td>80%</td>
<td>% Correct</td>
<td>98%</td>
<td>33%</td>
<td>% Correct</td>
<td>99%</td>
<td>44%</td>
</tr>
<tr>
<td>PPV/NPV</td>
<td>98%</td>
<td>71%</td>
<td>PPV/NPV</td>
<td>96%</td>
<td>50%</td>
<td>PPV/NPV</td>
<td>97%</td>
<td>67%</td>
</tr>
</tbody>
</table>

7.2 Random forest

The random forest predicts perfectly in-sample on the training data, as shown in Table 2. Prediction on the validation dataset, also shown in Table 2, has a PPV of 100%, meaning that all AC households correctly identified, and an NPV of 33%. The test dataset has a PPV of 97%, and an NPV of 71%, with five of nine households without AC correctly classified.
The two most important months selected by the random forest, using a Gini index metric, are July and November, indicating, unsurprisingly, that the random forest is comparing electricity consumption in Summer and Fall.

**Table 2:** Random forest predicted (rows) v. labelled (columns) presence of air conditioning in the training, validation, and test households. Quotes denote predictions. Bottom row is positive predictive value (PPV) for AC households, and negative predictive value (NPV) for non-AC households.

<table>
<thead>
<tr>
<th></th>
<th>AC</th>
<th>no AC</th>
<th>Validation</th>
<th>AC</th>
<th>no AC</th>
<th>Test</th>
<th>AC</th>
<th>no AC</th>
</tr>
</thead>
<tbody>
<tr>
<td>“AC”</td>
<td>140</td>
<td>0</td>
<td>“AC”</td>
<td>143</td>
<td>6</td>
<td>“AC”</td>
<td>139</td>
<td>4</td>
</tr>
<tr>
<td>“no AC”</td>
<td>0</td>
<td>15</td>
<td>“no AC”</td>
<td>0</td>
<td>3</td>
<td>“no AC”</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>% Correct</td>
<td>100%</td>
<td>100%</td>
<td>% Correct</td>
<td>100%</td>
<td>33%</td>
<td>% Correct</td>
<td>99%</td>
<td>56%</td>
</tr>
<tr>
<td>PPV/NPV</td>
<td>100%</td>
<td>100%</td>
<td>PPV/NPV</td>
<td>96%</td>
<td>100%</td>
<td>PPV/NPV</td>
<td>97%</td>
<td>71%</td>
</tr>
</tbody>
</table>
7.3 Clustering

In the clustering analysis, we find that a setup with 22 clusters maximizes NPV for at least half of all non-AC households at 62%. Figure 2 shows normalized electricity consumption for the 22 cluster centers, and the breakdown within each cluster of households with and without AC.

Figure 2: Learned clusters of monthly household electricity consumption, with counts of the number of households in each cluster with and without air conditioning (AC). The relatively flat Clusters 1 and 11, highlighted in red, contain the majority of households without AC. Most households with AC have a pronounced summer peak. All households without AC are highlighted in red.

Clusters 1 and 11, which have essentially flat electricity consumption throughout the year, contain 18 of 24 households without AC, as well as 11 of 283 with AC. Clusters 3, 6, 7, 9, 12, 13, 14, 16, 18, 19, and 20 all have pronounced summer peaks in electricity consumption, and collectively contain 227 of 307 households with AC, and only 3 of 24 households without AC. Clusters 4, 10, 17, 21, and 22, which have summer peaks alongside pronounced winter peaks, collectively contain 42 more households with air conditioning and 1 without. Clusters 2, 5, 8, and 15 have more unusual shapes, with sudden jumps in monthly electricity consumption. These clusters collectively contain 9 households with air conditioning, and 2 without. Overall, a classification strategy that classifies
households in Clusters 1 and 11 in as non-AC, and households in all other clusters as AC has an in-sample PPV of 98%, and an NPV of 62%.

We assign households in the test dataset to the fitted clusters using an L2 distance metric, and test the out-of-sample prediction accuracy of this clustering-based classification method. The test dataset, was not used during model training, testing, or model selection. In Table 3, we show that classifying all households in Clusters 1 and 11 as non-AC, and all other households as AC, yields a PPV of 98%, and an NPV of 40%, with a base rate of 94% AC and 6% non-AC.

**Table 3:** Predicted (rows) v. labelled (columns) presence of air conditioning in the combined training and validation (in-sample), test households (out-of-sample), using a clustering-based classifier. We classify all households in Clusters 1 and 11 as non-AC, and all others as AC. Quotes denote predictions. Bottom row is positive predictive value (PPV) for AC households, and negative predictive value (NPV) for non-AC households.

<table>
<thead>
<tr>
<th>Training + Test</th>
<th>AC</th>
<th>no AC</th>
<th>Test</th>
<th>AC</th>
<th>no AC</th>
</tr>
</thead>
<tbody>
<tr>
<td>“AC”</td>
<td>272</td>
<td>6</td>
<td>“AC”</td>
<td>132</td>
<td>3</td>
</tr>
<tr>
<td>“no AC”</td>
<td>11</td>
<td>18</td>
<td>“no AC”</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>% Correct</td>
<td>96%</td>
<td>75%</td>
<td>% Correct</td>
<td>94%</td>
<td>67%</td>
</tr>
<tr>
<td>PPV/NPV</td>
<td>98%</td>
<td>62%</td>
<td>PPV/NPV</td>
<td>98%</td>
<td>40%</td>
</tr>
</tbody>
</table>

We use the same clusters to classify households based on other features. The best-predicted feature is the presence of photovoltaics, with a PPV of 53% and an NPV of 72%, with an underlying breakdown of 38% of households with photovoltaics, and 62% without. Predictions of household area greater than or equal to the median have a PPV of 58% and an NPV of 61%, with an underlying breakdown of 49% of households greater than the median size, and 51% smaller. Predictions of the presence of an electric car charging port have a PPV of 35% and an NPV of 91%, with an underlying breakdown of 84% with, and 16% without. For pool pumps, PPV is 20% and NPV is 95%, with an underlying breakdown of 94% of households without pool pumps, and 6% with.

The author completed the human identification task, described in the Methods section. Tables 4 and 5 show performance for “Fixed Number” and “Ambiguous→no AC” human classification respectively. Human classification performs similarly, but slightly worse than the linear and random forest techniques in essentially all cases, and by all metrics.

**Table 4:** Human “Fixed Number” classification, predicted (rows) v. labelled (columns) presence of air conditioning in the training, validation, and test households. Quotes denote predictions. Bottom row is positive predictive value (PPV) for AC households, and negative predictive value (NPV) for non-AC households.

<table>
<thead>
<tr>
<th>Training</th>
<th>AC</th>
<th>no AC</th>
<th>Validation</th>
<th>AC</th>
<th>no AC</th>
<th>Test</th>
<th>AC</th>
<th>no AC</th>
</tr>
</thead>
<tbody>
<tr>
<td>“AC”</td>
<td>143</td>
<td>6</td>
<td>“AC”</td>
<td>145</td>
<td>4</td>
<td>“AC”</td>
<td>146</td>
<td>5</td>
</tr>
<tr>
<td>“no AC”</td>
<td>6</td>
<td>9</td>
<td>“no AC”</td>
<td>4</td>
<td>5</td>
<td>“no AC”</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>% Correct</td>
<td>96%</td>
<td>60%</td>
<td>% Correct</td>
<td>97%</td>
<td>56%</td>
<td>% Correct</td>
<td>97%</td>
<td>44%</td>
</tr>
<tr>
<td>PPV/NPV</td>
<td>96%</td>
<td>60%</td>
<td>PPV/NPV</td>
<td>97%</td>
<td>56%</td>
<td>PPV/NPV</td>
<td>97%</td>
<td>44%</td>
</tr>
</tbody>
</table>
Table 5: Human “Ambiguous→no AC” predicted (rows) v. labelled (columns) presence of air conditioning in the training, validation, and test households. Quotes denote predictions. Bottom row is positive predictive value (PPV) for AC households, and negative predictive value (NPV) for non-AC households.

<table>
<thead>
<tr>
<th></th>
<th>Training</th>
<th></th>
<th>Validation</th>
<th></th>
<th>Test</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AC</td>
<td>no AC</td>
<td>AC</td>
<td>no AC</td>
<td>AC</td>
<td>no AC</td>
</tr>
<tr>
<td>“AC”</td>
<td>138</td>
<td>2</td>
<td>141</td>
<td>3</td>
<td>144</td>
<td>4</td>
</tr>
<tr>
<td>“no AC”</td>
<td>11</td>
<td>13</td>
<td>8</td>
<td>6</td>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td>% Correct</td>
<td>92%</td>
<td>87%</td>
<td>% Correct</td>
<td>95%</td>
<td>67%</td>
<td>% Correct 95%</td>
</tr>
<tr>
<td>PPV/NPV</td>
<td>99%</td>
<td>54%</td>
<td>PPV/NPV</td>
<td>98%</td>
<td>43%</td>
<td>PPV/NPV 97%</td>
</tr>
</tbody>
</table>

8 Discussion

We find that monthly household electricity consumption and outdoor temperature data are useful predictors of the presence of air conditioning in a household. Both the quantitative and human predictors demonstrate there is indeed a signal in the data that is predictive of the presence of air conditioning. Both the linear and random forest methods have out-of-sample accuracy greater than the 95% level hypothesized. However, overall accuracy allows a high positive predictive value, close to 99%, to mask a substantially lower negative predictive value, closer to 50%. Based on these results, these methods show promise, but likely require further analysis with larger datasets, ideally with more certainty in the non-AC labels, before these methods can be used in econometric applications, such as analysis of air conditioner adoption behavior, which would likely require closer to 95% positive and negative predictive value.

The clustering analysis has lower predictive performance than the linear and random forest methods in terms of overall accuracy, and positive and negative predictive value. This analysis does, however, illustrate that households without AC overwhelmingly tend to have relatively flat electricity consumption throughout the year, at least within our sample. The resulting clusters do not produce particularly informative predictions of other household-level quantities, such as the presence of solar photovoltaics. This is unsurprising, given that air conditioning is both a particularly large, and particularly seasonal consumer of electricity, which makes it more easily discernible from monthly data.

9 Limitations

The Pecan Street dataset is an indispensable resource for research into energy consumption behavior. Still, the data introduce several limitations into our analysis. First, the sample is relatively small, consisting of less than 500 useable households, over 90% of which have air conditioning. This small sample size poses challenges both for training statistical learners, and reliably testing their performance.

The households are overwhelmingly from a single metropolitan area, Austin, Texas, and are collected on a voluntary basis, resulting in numerous selection effects, including relatively high income. Only some of these selection effects are, or even can be measured and controlled for. This introduces threats to external validity in different regions and for different subpopulations.
The presence of appliance-level electricity consumption measurements gives us confidence in the labels that indicate the presence of air conditioning. There is more room for error in non-AC household labels, as a household may have air conditioning that simply has not been noted in the metadata. We suspect this to be the case for roughly 10% of households labeled “non-AC” in our sample, as 4 of 33 have temperature v. electricity consumption lines with slopes above $40\text{kWh}/\degree\text{F}$, above the median value of $39\text{kWh}/\degree\text{F}$ for households with air conditioning. This could be explained by the presence of another large, temperature sensitive load, but we do not have a plausible hypothesis of what such a device would be, other than some form of air conditioning.

Even with perfectly labeled data, numerous behavioral and location-dependent factors introduce threats to internal and external validity. Summer vacations in the warmest months of summer, with a corresponding drop in electricity consumption, will have high leverage in the linear model, potentially masking the presence of air conditioning. The random forest, while more flexible in form, has the potential to rely on idiosyncratic predictors of the presence of air conditioning that may not translate well to other regions or population segments. For example, a predictor based on a June-August peak in electricity consumption would likely fail in a southern hemisphere contact, where summer occurs in January-March.

10 Conclusions

These results demonstrate that monthly household electricity consumption is a strong predictor of the presence of air conditioning, at least among relatively affluent households in Austin, Texas. Of the three classifiers tested, the linear model likely has the strongest external validity, as it is explicitly based on the well-understood relationship between outdoor temperature and air conditioner use. The random forest method likely has the most predictive potential of the three methods, due to its ability to learn complex relationships, but would likely need to be re-trained before it can be applied in a new climate. The clustering model provides useful insights into the electricity consumption profiles associated with air conditioning, but may have less potential as a classifier in its own right. Overall, this line of inquiry shows promise for econometricians seeking to understand the determinants of residential electricity consumption behavior, particularly adoption of air conditioning. However, improvements in negative predictive value, the ability to predict the absence of air conditioners, are likely necessary before these methods can be incorporated into such applications. Such improvements will likely require additional data, ideally from areas with different climates. In addition to econometric applications, an accurate air conditioner identification algorithm could help electric utilities better forecast changes in electricity demand growth and peak electricity demand, thus informing long-term infrastructure investment decisions, and energy efficiency and demand-side management program design.
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