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Abstract

We devise a novel technique to control the shape of polymer molecular weight
distributions (MWDs) in atom transfer radical polymerization (ATRP). This tech-
nique makes use of recent advances in both simulation-based, model-free reinforce-
ment learning (RL) and the numerical simulation of ATRP. A simulation of ATRP
is built that allows an RL controller to add chemical reagents throughout the course
of the reaction. The RL controller incorporates fully-connected and convolutional
neural network architectures and bases its decision upon the current status of the
ATRP reaction. The initial, untrained, controller leads to ending MWDs with large
variability, allowing the RL algorithm to explore a large search space. When trained
using an actor-critic algorithm, the RL controller is able to discover and optimize
control policies that lead to a variety of target MWDs. The target MWDs include
Gaussians of various width, and more diverse shapes such as bimodal distributions.
The learned control policies are robust and transfer to similar but not identical ATRP
reaction settings, even under the presence of simulated noise. We believe this work
is a proof-of-concept for employing modern artificial intelligence techniques in the
synthesis of new functional polymer materials.
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Chapter 1

Introduction

Most current approaches to development of new materials follow a sequential, iterative process
that requires extensive human labor to synthesize new materials and elucidate their properties
and functions. Over the next decades, it seems likely that this inherently slow and labor intensive
approach to chemical research will be transformed through the incorporation of new technolo-
gies originating from computer science, robotics, and advanced manufacturing.[’/, 27] A central
challenge is finding ways to use these powerful new technologies to guide chemical processes to
desired outcomes.[65] Recent advances in reinforcement learning (RL) have enabled computing
systems to guide vehicles through complex simulation environments,[57]] and select moves that
guide games such as Go and chess to winning conclusions.[91, 117,118} 119] For chemical prob-
lems, RL has been used to generate candidate drug molecules in a de novo manner,[101, [106]
and to optimize reaction conditions for organic synthesis.[152] This work investigates the ben-
efits and challenges of using RL to guide chemical reactions towards specific synthetic targets.
The investigation is done through computational experiments that use RL to control a simulated
reaction system, where the simulation models the chemical kinetics present in the system.

1.1 Atom transfer radical polymerization

In this work, the simulated reaction system is that of atom transfer radical polymerization (ATRP).[42,
82, 184, 185] ATRP is among the mostly widely used and effective means to control the poly-
merization of a wide variety of vinyl monomers. ATRP allows the synthesis of polymers with
predetermined molecular weights, narrow molecular weight distributions (MWDs),[25] and ad-
justable polydispersity.[35, (73} [74, (75, 76, [77), [105] The high degree of control allows the syn-
thesis of various polymeric architectures [83] such as block copolymers,[l12, 80, 81, [88]] star
polymers,[33, 168, 89] and molecular brushes.[34] Temporal and spatial control has also been ap-
plied in ATRP to further increase the level of control over the polymerization.[18, 108,140, 14 1]]
More recently, chemists have been working on ways to achieve MWDs with more flexible
forms,[[13} 135] as this may provide a means to tailor mechanical and processability of the re-
sulting plastics.[56]

In addition to its importance, ATRP is well suited to the computational experiments carried
out here. The chemical kinetics of ATRP are shown schematically in Figure Control of the
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Figure 1.1: Reaction mechanism of ATRP. Polymer species include radical chains P} and dor-
mant chains P Br with reduced chain length n and chains that terminated through recombination
P —P,.. L/Cu' and L/Cu"—Br are ATRP catalysts, where L represents the ligand. k,, ko, kq,
and k; are kinetic rate constants for chain propagation, activation, deactivation, and termination,
respectively.

polymerization process is related to the activation, k,, and deactivation, k4, reactions which inter-
convert dormant chains, P, Br, and active, free radical chains, P;. The active chains grow in length
through propagation reactions, k,. The equilibrium between dormant and active chains can be
used to maintain a low concentration of active chains, leading to more controlled growth and a
reduction in termination reactions, k;, that broaden the final MWD. These kinetics are sufficiently
well understood([39, [127] that simulations provide reliable results.[24, 26,159,160, 107, 134|135,
144, [151] It is also computationally feasible to carry out a large number of simulated reactions.
Figure[I.2]shows how the MWD evolves in a single reaction simulation, which finishes in about 1
minute on a 2.4 GHz CPU core. MWDs will be shown as the fraction of polymer chains (vertical
axis) with a specific reduced chain length (horizontal axis), where the reduced chain length refers
to the number of monomers incorporated into the chain.
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Figure 1.2: Evolution of polymer MWD in a simulated ATRP reaction.



1.2 Formulating controlled ATRP as a reinforcement learning
problem

ATRP reactions can also be manipulated in a large variety of ways because of the multiple in-
teracting chemical reactions, and the shape of the MWD provides a diverse set of targets. This
makes the system a good choice for evaluating the degree to which RL can guide a chemical
process to a desired synthetic target. ATRP reactions are typically carried out by creating an
initial mixture of chemical reagents and keeping the temperature and other reaction conditions
steady. However, a greater diversity of MWDs can be obtained by taking actions, such as adding
chemical reagents, throughout the polymerization process.[35] Here, we use RL to decide which
actions to take, based on the current state of the reaction system. In this manner, it is analogous
to having a human continuously monitor the reaction and take actions that guide the system to-
wards the target MWD. This use of a state-dependent decision process is a potential advantage
of using RL. Consider an alternative approach in which the simulation is used to develop a pro-
tocol that specifies the times at which to perform various actions. Such a protocol is likely to be
quite sensitive to the specific kinetic parameters used in the simulation. The RL controller may
lower this sensitivity by basing its decisions on the current state of the reaction system. Below,
the current state upon which the RL controller makes its decisions includes the current MWD.
The controller is then expected to succeed provided the correct action to take at a given time de-
pends primarily on the difference between the current MWD and the target MWD (Figure [I.2),
as opposed to the specific kinetic parameters. Ideally, an RL algorithm trained on a simulated
reaction may be able to succeed in the real laboratory with limited additional training, provided
the simulated reaction behaves like the actual one. Such transfer from simulated to real-world
reactions is especially important given the potentially large number of reaction trials needed for
training, and the inherent cost of carrying out chemical experiments. In our computational ex-
periments, we assess the sensitivity to the simulation parameters by including noise in both the
kinetic parameters used in the simulation and in the states of the current reaction system.

|Action probabilities|

1 |
| |

Reactor

012345

Policy network

m i |

Figure 1.3: Flow chart showing how the policy network of the RL controller selects actions to
apply to the simulated ATRP reactor.

Figure provides a schematic view of the RL controller. The current state is fed into
the RL controller (policy network), which produces a probability distribution for each of the

3



available actions. An action is then drawn from this probability distribution, and performed on
the reactor. The design of the RL controller is inspired by recent advances in deep reinforce-
ment learning,[2} 43, 67]] which use neural networks for the policy network and other compo-
nents. The combination of modern deep learning models, represented by convolutional neural
networks,[22, 158,161, [115] and efficient RL algorithms[37/, 138] such as deep Q-learning,[69, 91,
132] proximal policy methods,[116] and asynchronous advantage actor-critic (A3C)[31} 92]] has
lead to numerous successful applications in control tasks with large state spaces.[27, [71, [110]
The computational experiments presented here examine the use of modern deep reinforcement
learning techniques to guide chemical synthesis of new materials.

1.3 Related works

There have been many studies that control the state and dynamics of chemical reactors based on
classical control theory.[100] Model-based controllers,[6l] some of which employ neural networks,[49]
have been developed for a number of control tasks involving continuous stirred tank reactors, 3}
32,170,143, 1147, 148]] batch processes,[99, 121, [122]] hydrolyzers,[72] bioreactors,[8, [15,19] pH
neutralization processes,[44, [79, 94, 98] strip thickness in steel-rolling mills,[113] and system
pressure.[[131]] Model-free controllers trained through RL also exist for controlling chemical pro-
cesses such as neutralization[[125]] and wastewater treatment[[126] or chemical reactor valves.[20]]

Due to its industrial importance, polymer synthesis has been a primary target for the devel-
opment of chemical engineering controllers.[14] Some of these make use of neural networks to
control the reactor temperature in the free radical polymerization of styrene.[48] McAfee et al.
developed an automatic polymer molecular weight controller[87]] for free radical polymerization.
This controller is based on online molar mass monitoring techniques[30] and is able to follow
a specific chain growth trajectory with respect to time by controlling the monomer flow rate
in a continuous flow reactor. Similar online monitoring techniques have recently enabled con-
trolling the modality of free radical polymerization products,[63] providing optimal feedback
control to acrylamide-water-potassium persulfate polymerization reactors,[36] and monitoring
multiple ionic strengths during the synthesis of copolymeric polyelectrolytes.[145] However,
none of these works attempted to control the precise shape of polymer MWD shapes, nor did
they use an artificial intelligence (Al) driven approach to design new materials. The signifi-
cance of this work lies in that it is a first trial of building an Al agent that is trained tabula rasa
to discover and optimize synthetic routes for human-specified, arbitrary polymer products with
specific MWD shapes. Another novel aspect of the current work is the use of a simulation to train
a highly-flexible controller, although the transfer of this controller to actual reaction processes,
possibly achievable with modern transfer learning|5, (16} (102} (128} [139] and imitation learning
techniques,[ 109, [123] is left to future work.



Chapter 2

Controlling ATRP Simulation

2.1 Simulate ATRP by solving ordinary differential equations

We select styrene ATRP as our simulation system. Simulation of styrene ATRP may be done by
solving the ATRP chemical kinetics ordinary differential equations (ODEs) in Table[2.1][66] 107,
137, 1144] by method of moments,[[153]] or by Monte Carlo methods.[1} 95} 196, 104, 129, [130]
This work directly solves the ODEs because this allows accurate tracking of the concentration of
individual polymer chains while being more computationally efficient than Monte Carlo meth-
ods.

Table 2.1: ATRP kinetics equations. Cu' and Cu" stand for the ATRP activator and deactivator
L/Cu' and L/Cu" —Br, respectively.

Monomer M) = —k,[M] 321, [P]
Activator [Cul) = kg[Cul"] 2N, [PF] — ko [Cul] SOV, [P,Br]
Deactivator [Cu'") = k,[Cu'] 2N, [P,Br] — kq[Cu"] 32N [P?]
Dormant chains [P, Br]’ = kg[Cu][P?] — k,[Cu'][P,Br], 1 <n < N
Smallest radical ~ [P3) = —k,[M][P}] + ko [Cul][P,Br] — kq[Cul|[P}] — 2k,[P}] S, [P!]
Other radicals [P}’ = k,[M]([P}_,] — [P}]) + ko[Cu'][P,,Br] — ky[Cu""][P}]
— 2k (PN [P, 2<n< N

Terminated chains [T,]' = Y27 & [P?][P:_], 2 <n < 2N

In the ODEs of Table M is monomer; Py, P _Br, and T represent length-n radical
chain, dormant chain, and terminated chain, respectively. P,Br is also the initiator of radical
polymerization. k,, k,, k4, and k; are propagation, activation, deactivation, and termination rate
constants, respectively. NV is the maximum allowed dormant/radical chain length in the numer-
ical simulation. Consequently, the maximum allowed terminated chain length is 2V, assuming
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styrene radicals terminate via combination.[97] We set N = 100 in all ATRP simulations in
this work. This number is sufficiently large for our purpose as the lengths of dormant or ter-
minated chains do not exceed 75 or 150, respectively, in any of the simulations. We used a set
of well-established rate constants based on experimental results of the ATRP of bulk styrene at
110 °C (383.15 K) using dNbpy as the ligand[85] 86} 103, 138]]: %k, = 1.6 x 10%, k, = 0.45,
ks = 1.1 x 107, and k;, = 10® (units are M~ 's™'). It was assumed the reactor remained at
this temperature for the duration of the polymerization. Although the rate constants depend on
the degree of polymerization,[41] we assumed the same rate constants for polymer chains with
different lengths. This assumption does not bias the nature of ATRP qualitatively and has been
practiced in almost all previous ATRP simulation research.[66, [107, 136, [137, [144] In some of
our simulations, we altered the rate constants by up to +£30% to account for possible inaccura-
cies in the measurement of these values and other unpredictable situations such as turbulence
in the reactor temperature. We employed the VODE[9, (11} 46, 47, |50] integrator implemented
in SciPy 0.19 using a maximum internal integration step of 5000, which is sufficient to achieve
final MWDs with high accuracy. We chose the “backward differentiation formulas™ integration
method because the ODEs are stiff.

In practice, styrene ATRP is close to an ideal living polymerization,[86, [103] with termina-
tion playing only a small role in establishing the final MWD. Excluding termination from the
simulation reduces the the total number of ODEs by about 2/3 and substantially reduces the
computer time needed for the simulation. Therefore, in most of the cases, we train the RL agents
on no-termination environments to save computational cost. Note that we still evaluate their
performance on with-termination environments. Moreover, this strategy allows us to test the
transferability of control policies learned by the RL agent onto similar but not identical environ-
ments, which could be of great importance in later works where we need to apply control policies
learned with simulated environments to real, physically built reactors.

We assume that the volume of the system is completely determined by the amount of solvent
and the number of monomer equivalents (including monomers incorporated in polymer chains).
To calculate the system volume, we use a bulk styrene density of 8.73 mol/L as reported in early
works[[144] and a solvent density of 1.00 mol/L.

2.2 Using RL to control the ATRP reactor simulation

A reinforcement learning problem is usually phrased as an agent interacting with an environment
(Figure[2.1). In our case, the agent is an RL controller and the environment is the ATRP reactor
simulator. The agent interacts with the simulation at times separated by constant intervals, ..

The interaction between the agent and the environment consists of three elements, each of which

is indexed by the timestep (shown as a subscript ?):

State (s;) At each timestep, the agent is given a vector, s;, that is interpreted as the current
state of the reaction system. The state vector is used by the agent to select actions. Here,
sy includes: (i) the concentrations of the non-trace species: monomer, dormant chains
(P,Br, ---, PyBr), and Cu-based ATRP catalysts, (i1) the volume of the solution, and
(ii1) binary indicators of whether each of the addable reagents has reached its budget. Note
that we include the monomer quantity into the state vector by adding it onto the quantity

6
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Figure 2.1: A schematic diagram of applying deep reinforcement learning in the ATRP reactor
control setting.

of the initiator, or the shortest dormant chain.

Action (a;) The agent is given a set of actions, .4, from which to select an action, a, to apply
at timestep ¢. The set of actions is fixed and does not change throughout the simulation.
Here, the actions correspond to the addition of a fixed amount of a chemical reagent. The
set of actions, A4, also includes a no-op, selection of which means that no action is taken
on the reaction simulation environment. The addable reagents are listed in Table [2.2]
along with the amount that is added when the action is selected and the budget. When
a reagent reaches its budget, the agent may still select the corresponding action, but this
action becomes a no-op and does not alter the reaction simulation environment. Although
the simulation allows addition of solvent, the effects of this action are not examined here.
A very small amount of solvent is, however, used to initialize the simulation with a non-
zero volume of a non-reactive species. Inclusion of other actions, such as changes in
temperature, are possible but these are also not examined here.

Reward (r;) At each timestep, the agent is given a reward, r;, that indicates the degree to which
the agent is succeeding at its task. In many RL problems, rewards may accrue at any time
point. Here, however, the reward is based on the final MWD and so the agent receives
a reward only when the reaction has run to completion. In practice, we allow the agent
to interact with the simulation until all addable reagents have reached their budgets. The
simulation then continues for a terminal simulation time of t,mina = 10° seconds. The
simulation environment then provides a reward to the agent based on the difference be-
tween the ending dormant chain MWD and the target MWD. This reward is defined in a
two-level manner: when the maximum absolute difference between the normalized ending
MWD and target MWD is less than 1 x 10~2 the agent obtains a reward of 0.1, and when
this difference is less than 3 x 1073, the agent obtains a reward of 1.0. This two-level re-
ward structure was determined empirically, with the lower first-level reward helping guide
the agent in the early stages of training.

A single simulated ATRP reaction corresponds, in RL, to a single episode. Each episode
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begins with a small amount of solvent (Table and iterates through steps in which the agent
is given the current state, s;, the agent selects an action a, that is applied to the simulation, and
the simulation then runs for a time ¢y,,. When all addable reagents have reached their budgets,
the simulation continues for ,.,min = 10° seconds and returns a reward based on the difference
between the ending dormant chain MWD and the target MWD.

Table 2.2: The initial amounts, addition unit amounts, and budget limits used for simulating
styrene ATRP in this work. All quantities are in units of mol.

Addable reagents Initial Addition unit Budget limit

Monomer 0 0.1 10.0
Activator 0 0.004 0.2
Deactivator 0 0.004 0.2
Initiator 0 0.008 04
Solvent 0.01 0 0

To train the agent, we use the A3C algorithm, a recent advance in actor-critic methods[21]]
that achieved state-of-the-art performance on many discrete-action control tasks.[111] Actor-
critic[S3]] algorithms are a subclass of RL algorithms based on simultaneous training of two
functions:

Policy (g, (s:)) The policy is used to select actions, e.g., which chemical reagent to add at
time ¢. As shown schematically in Figure actions are drawn from a probability distri-
bution. The policy function generates this probability distribution, 7y, (a|s;), which speci-
fies, given the state of the ATRP reactor s;, the probability that action a,; should be selected.
The subscript ¢, represents the set of parameters that parameterize the policy function. In
A3C, where a neural network is used for the policy, 0, represents the parameters in this
neural network.[40, [124]

Value (Vy, (s;)) Although the policy function is sufficient for use of the RL controller, train-
ing also involves a value function, Vp, (s;). Qualitatively, this function is a measure of
whether the reaction is on track to generate rewards. More precisely, we define a return
Ry = ZtT,:t 4¥~tr, which includes not only the reward at the current state, but also future
states up to timestep 7'. This is especially relevant here, as rewards are based on the final
MWD and so are given only at the end of a reaction. A factor v, which is greater than
0 and less than 1, discounts the reward for each step into the future, and is included to
guarantee convergence of RL algorithms. The value function, Vj, (s;), approximates the
expected return, E[R;|s;], from state s;. A3C uses a neural network for the value function,
and 0, represents the parameters in this network.

Below, we compare results from two different neural network architectures, labeled FCNN and

ID-CNN (see Section 2.3).

During training, A3C updates the parameters, 6, and 6, of the policy and value functions.

The actor-critic aspect of A3C refers to the use of the value function to critique the policy’s ability

8



to select valuable actions. To update 0, policy gradient steps are taken according to the direction
given by Vg logmg, (as|s;)(R: — Vp,(s:)). Note that the current value function, Vj, (s;), is used
to update the policy, with the policy gradient step being in a direction that will cause the policy to
favor actions that maximize the expected return. This may be viewed as using the value function
to critique actions being selected by the policy. Moreover, the policy gradient becomes more
reliable when the value function estimates the expected return more accurately. To improve the
value function, the parameters 6, are updated to minimize the ¢2 error E (Rt -V, (st)) * between
the value function, Vj, (s;), and the observed return, R;. The observed return is obtained by using
the current policy to select actions to apply to the reaction simulation environment.

The training therefore proceeds iteratively, with the current value function being used to
update the policy and the current policy being used to update the value function. The param-
eter updates occur periodically throughout the course of an episode, or single polymerization
reaction. The current policy is first used to generate a length-L sequence of state transitions
{st, as, T4, Sti1, Qpi1, Teg1, -, Serrf. This length-L sequence is referred to as a rollout. At
the end of each rollout, the information generated during the rollout is used to update 6, and 6,,.
To take advantage of multi-core computing architectures, the training process is distributed to
multiple asynchronous parallel learners. A3C keeps a global version of 8, and ¢,. Each learner
has access to a separate copy of the reaction simulation environment and a local version of ¢,
and 0,. After a learner performs a rollout, it generates updates to 6, and 6,. These updates are
then applied to the global versions of ¢, and 6,, and the learner replaces its local version with
the global version. In this manner, each learner periodically incorporates updates generated by
all learners.

2.3 Implementation details

The neural networks used for the policy and value functions share a common stack of hidden
layers, but use separate final output layers. We compare results from two different network
architectures for the hidden layers. The first architecture, FCNN, is a simple fully-connected
neural network with two hidden layers containing 200 and 100 hidden units, respectively. The
second architecture, 1D-CNN, is convolutional. In 1D-CNN, the input feature vector is fed into
a first 1D convolutional layer having 8 filters of length 32 with stride 2, followed by a second
1D convolutional layer having 8 filters of length 32 with stride 1. The output of the second 1D
convolutional layer is then fed into a fully-connected layer with 100 units. All hidden layers use
rectifier activation. The final layer of the value network produces a single scalar output that is
linear in the 100 units of the last hidden layer. The final layer of the policy network is a softmax
layer of the same 100 hidden units, with a length-6 output representing a probability distribution
over the 6 actions. For a crude estimate of model complexity, FCNN and 1D-CNN contain 42607
and 9527 trainable parameters, respectively.

We implemented the A3C algorithm with 12 parallel CPU learners.[92]] The discount factor
in the return is v = 0.99, and the maximum rollout length is 20. The length of a rollout may be
shorter than 20 when the last state in the sequence is a terminal state. After a learner collects a
length-L rollout, {s;, at, 7+, St+1, Gt+1, Te41, -+ 5 Se+r}, it generates updates for 6, and 6, by
performing stochastic gradient descent steps for each ¢’ € {¢, --- , ¢t + L — 1}. Define the boot-
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strapped multi-step return R}, = Iy /"2~ Vi (sp40) + S0 v~V r; where Iy = 0if s, 1, is

the terminal state and 1 otherwise. The prime on 6/, in Vy, (s;1,) indicates that the value function
is evaluated using the local copy of the network parameters. The update direction of 6, is set
according to

df), = —Ve log ’/T%(at/’St/)(R;/ — Vggj(st/)) + BV%H(W%(St’))~

H (W@; (st,)) is the entropy of 7y, (sy) and acts as a regularization term that helps prevent o, (sy)
from converging to sub-optimal solutions. /3 is the regularization hyperparameter, for which we
use J = 0.01. 6, is updated according to the direction of

df, = Vo, (R — Vi (s1))".

Updates of the network parameters are done using the ADAM optimizer[54] with a learning rate
of 1 x 1074

Additionally, after each action is drawn from the probability distribution generated by the
policy, the agent repeats the action for 4 times before selecting the next action. This repetition
shortens the length of a full episode by a factor of 4 from the RL agent’s perspective and so
prevents the value function from exponential vanishing.[90]]

2.4 Results and discussion

2.4.1 Targeting Gaussian MWDs with different variance

Our first goal is to train the RL controller against some MWDs with simple analytic forms, for
which Gaussian distributions with different variances seem a natural choice. Seemingly sim-
ple, Gaussian MWDs exemplify the set of symmetric MWDs the synthesis of which requires
advanced ATRP techniques such as activators regenerated by electron transfer (ARGET).[73]
Living polymerization produces a Poisson distribution with a variance that depends only on the
average chain length, which is set by the monomer-to-initiator ratio. The variance from the
ideal living polymerization provides a lower limit to the variance of the MWD. Here, we choose
Gaussian distributions with variances ranging from near this lower limit to about twice that limit.
Increasing the variance of the MWD can have substantial effects on the properties of the resulting
material.[[78]]

0.08 MWD from untrained agent,

— With tstep = 100s

25 50 75 100
Reduced chain length

0.0

Figure 2.2: Superposition of 1000 ending MWDs from untrained agents when the time interval
between actions is 100 seconds. Vertical axis is fraction of polymer chains.
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— 02=52

Figure 2.3: Comparison of the human-specified target Gaussian MWDs with the average ending
MWDs given by trained 1D-CNN agents, with averaging being over 100 episodes. The horizon-
tal and vertical spacings between dotted line grids are 25 and 0.02, respectively.

For this task, we set the time interval between two actions to 100 seconds. This setting was
chosen for two main reasons. First, due to the choice of the addition unit amounts and budget
limits of addable reagents, it typically takes 300~400 simulator steps to finish one episode, and
so this choice of time interval corresponds to ~10 hours of real reaction time before the terminal
step. More importantly, it allows an untrained RL controller to produce a widely variable ending
MWD, as illustrated by the 1000 MWDs of Figure A widely variable ending MWD is
necessary for RL agents to discover strategies for target MWDs through self-exploration.[51,153]]

As specific training targets, we select Gaussian MWDs with variances (02’s) ranging from 24
to 52, which covers the theoretical lower limit of the variance to a variance of more than twice this
limit. Figure [2.3(a) shows the span of these target MWDs. A summary of the trained 1D-CNN
agents’ performance on this task is shown in Figure[2.3(b). Each ending MWD is an average over
100 episodes, generated using the trained 1D-CNN controller. Note that this MWD averaging is
equivalent to blending polymer products generated in different reactions,[63]] a common practice
in both laboratory and industrial polymerization.[23} 152} 162, [149] The trained 1D-CNN agent
used in these test runs is that which gave the best performance in the training process, i.e., the
neural network weights are those that generated the highest reward during the training process.
During training, termination reactions are not included in the simulation, but during testing,
these reactions are included. For all 8 target Gaussian MWDs, the average ending MWDs are
remarkably close to the corresponding targets. The maximum absolute deviation from the target
MWD is an order of magnitude less than the peak value of the distribution function. These
results show that control policies learned on simulation environments that exclude termination
transfer well to environments that include termination. This is perhaps not surprising because
ATRP of styrene is close to an ideal living polymerization, with less than 1% of monomers
residing in chains that underwent a termination reaction. Tests on changing other aspects of the
polymerization simulation are given in the following sections.

Transferability tests on noisy environments

To test the robustness of the learned control policies, the trained 1D-CNN agents were evaluated
on simulation environments that include both termination reactions and simulated noise.[4, 28,
45]] We introduce noise on the states as well as actions. On states, we apply Gaussian noise with
standard deviation 1 x 1073 on every observable quantity. (The magnitude of the observable
quantities range from 0.01 to 0.1.) In the simulation, we introduce three types of noise. First, the
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time interval between consecutive actions is subject to a Gaussian noise, whose standard devia-
tion is 1% of the mean time interval. Gaussian noise is also applied to the amount of chemical
reagent added for an action, again with a standard deviation that is 1% of the addition amount.
Lastly, every kinetics rate constant used in non-terminal steps is subject to Gaussian noise, with
the standard deviation being 10% of the mean value. Note that we crop the Gaussian noise in
the simulation at &30 to avoid unrealistic physics, such as negative time intervals, addition of
negative amounts, or negative kinetic rate constants. Once all budgets have been met, the simu-
lation enters its terminal step and the RL agent no longer has control over the process. During
this terminal step, we do not apply noise.

2 = Max deviation: 2 — Max deviation: 2 — Max deviation: 2 = Max deviation:
0T =24 One-run 4.5e-3 u] R One-run 2.3e-2 u One-run 1.1e-2 [0—36] One-run 8.3e-3
Average 2.4e-3 N Average 5.0e-3 A Average 3.2e-3 y Average 3.9e-3
Full span | [ \ [ /
=290% span| | \ b A
—Average \ /
-- Target o
02 =40 Max deviation: 02 =44 Max deviation: | (52 =48 Max deviation: 02=52 Max deviation:
[—] One-run 6.1e-3 L] One-run 7.5e-3 [—] One-run 8.3e-3 One-run 7.6e-3
Average 2.6e-3 ) Average 2.3e-3 Average 2.6e-3 Average 2.2e-3
y >

Figure 2.4: Performance of 1D-CNN agents trained on the target Gaussian MWDs of Figure [2.3
on simulation environments that include both termination reactions and noise. In each subplot,
the horizontal axis represents the reduced chain length and runs from 1 to 75, and the vertical
axis represents fraction of polymer chains and runs from 0.0 to 0.11.

Performance of the 1D-CNN agents, trained against the target Gaussian MWDs of Figure [2.3]
on noisy environments is shown in Figure[2.4] The trained agent is used to generate 100 episodes
and the statistics of final MWDs are reported in a variety of ways. The average MWD from the
episodes is shown as a solid dark blue line. The light blue band shows the full range of the 100
MWDs and the blue band shows, at each degree of polymerization, the range within which 90
of the MWDs reside. The control policies learned by 1D-CNN agents seem to be robust. The
deviation of the average MWD is an order of magnitude less than the peak value of the MWD.
Deviations of the MWD from a single episode can vary more substantially from the target MWD,
but the resulting MWDs are still reasonably close to the target MWD. On average, the maximum
absolute deviation between a one-run MWD and the target is still less than 5% of the peak MWD
value.

2.4.2 Targeting MWDs with diverse shapes

Beyond Gaussian MWDs, we also trained the 1D-CNN agent against a series of diverse MWD
shapes. We have chosen bimodal distributions as a challenging MWD to achieve in a single batch
process. Such bimodal distributions have been previously studied as a means to controlling the
microstructure of a polymeric material.[[112} (146, [150]

To enable automatic discovery of control policies that lead to diverse MWD shapes, it is
necessary to enlarge the search space of the RL agent, which is related to the variability in
the ending MWDs generated by an untrained agent. We found empirically that a larger time
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0.08 MWD from untrained agent,

—— With tsep = 5005

0.0

25 50 75 100
Reduced chain length

Figure 2.5: Superposition of 1000 ending MWDs from untrained agents when the time interval
between actions is 500 seconds. Vertical axis is fraction of polymer chains.

interval between actions leads to wider variation in the MWDs obtained with an untrained agent.
Throughout this section, the time interval between actions t,, is set to 500 seconds. Figure @]
shows 1000 superimposed ending MWDs given by the untrained agent with this new time interval
setting, and the span is much greater than in Figure 2.2) where ¢, = 100 seconds.

Bim ] Max deviation: | (Tailin Max deviation: tep right Max deviation:
ﬂ] One-run 8.8e-3 M,\ One-run 1.9e-2 [M] One-run 1.6e-2
Average 1.0e-3 /\. Average 4.2e-3 N Average 3.3e-3
AN Full span | L A
\ =™290% span / N
—Average | / N\ \

\—- Target i > N
Step left Max deviation: Flat-wide Max deviation: Flat-narrow| Max deviation:
w One-run 1.2e-2 ;] One-run 8.6e-3 One-run 1.5e-2
A Average 1.4e-3 Average 1.6e-3 == Average 1.7e-3

y 4 r P N

,,// I /

Figure 2.6: Performance of trained 1D-CNN agents on noisy, with-termination environments
targeting diverse MWD shapes. In each subplot, the horizontal axis represents the reduced chain
length and runs from 1 to 75, and the vertical axis is fraction of polymer chains and runs from
0.0 to 0.08.

The target MWDs with diverse shapes are manually picked from 1000 random ATRP simula-
tion runs (i.e., episodes under the control of an untrained agent). Agents trained on these targets
have satisfactory performance. The average MWDs over 100 batch runs match the targets nearly
perfectly. In addition, there is a large probability (90%) that a one-run ending MWD controlled
by a trained agent falls into a thin band whose deviation from the target is less than 1 x 1072
(Figure[2.6). All these agents are trained on noisy, no-termination environments and evaluated on
noisy, with-termination environments. The parameters specifying the noise are identical to those
used in the earlier sections. The results indicate that a simple convolutional neural network with
less than 10* parameters can encode control policies that lead to complicated MWD shapes with
surprisingly high accuracy. Again, adding noise to the states, actions, and simulation parameters
does not degrade the performance of the RL agents significantly. This tolerance to noise may
allow transfer of control policies, learned on simulated reactors, to actual reactors.
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Chapter 3

Sample Efficiency Improvements

3.1 Application of actor-critic with experience replay (ACER)
and observation space thermometer encoding

As an on-policy online RL algorithm, A3C typically requires many simulator steps to train. In
the above training processes, more than 10° simulated chemical experiments must be performed
in order to train towards a synthetic target. It is therefore desired to improve the sample efficiency
of the training algorithm. We attempt to improve the sample efficiency from both an algorithmic
perspective and a feature engineering perspective.

Actor-critic with experience replay (ACER)[142] is a variant of actor-critic that makes use of
off-policy training on an experience replay containing past transitions. By storing experienced
transitions in a replay memory and utilizing truncated importance sampling for off-policy cor-
rection, ACER greatly improves the sample efficiency comparing with A3C. Generally, ACER
replaces the state-dependent critic function Vj, (s;) with a state-action-dependent critic function
Vi, (st, a;) and performs off-policy corrections to transitions sampled from the experience replay
using a variant of the Retrace(\) correction scheme.[93] ACER achieved state-of-the-art results
on a number of discrete control tasks such as Atari games. We therefore experiment its appli-
cability on the ATRP synthesis tasks. In terms of implementation details, each training thread
contains a replay memory that can hold 1000 batches at maximum, and off-policy training begins
once the replay memory contains 100 batches. For each online batch learning step, we drew a
random integer from Poisson(4) and performed this number of offline, off-policy batch learning
steps. All the other settings are as same as our A3C settings.

Thermometer encoding is a dimension-expansion feature engineering method commonly
used in supervised learning tasks.[17] Recently, it has been applied to make neural networks
more robust against adversarial examples.[10] Thermometer encoding converts any real-valued
quantity to a vector of predefined length and therefore expands the dimension of the feature space
by 1. A raw observation from the simulated ATRP reactions is a 1D vector of concentrations of
species. After encoding, the observation space becomes a 2D array, and as a result we use 2D
convolutional neural networks for both the policy network and the value network. In contrast to
the discrete thermometer encoding scheme used in Ref. [10], here we use a smoothed encoding
scheme based on the sigmoid function o. Using notations similar to Ref. [10], we pick k equally-
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spaced quantization values 0 < b; < by < --- < b = 0.06. For a real-valued quantity v, the
thermometer-encoded vector is:
bl v — b2 v — bk

[o(5) o (5 o ()],

where h is a hyperparameter controlling the bin-width. In practice, we convert the concentrations
of polymer chains of various lengths into thermometer encoded vectors, and concatenate them
in the original order before feeding into the 2D convolutional layers of the policy and value
networks. Observation entries that are not concentrations bypass the convolutional layers and
directly go into the first layer of the fully-connected part of the networks. We use £k = 84
quantization values, encode concentrations for polymer chains of length 1 to 84, and set the
bin-width hyperparameter & = 0.001. With the observation space being thermometer encoded,
the corresponding policy/value networks becomes 2D convolutional neural networks. The first
convolutional layer contains 16 filters of size 8 x 8 with strides 4 x 4. The second convolutional
layer contains 32 filters of size 4 x 4 with strides 2 x 2. The third convolutional layer contains
32 filters of size 3 x 3 with strides 1 x 1. The output of the third convolutional layer is fed into
a fully-connected hidden layer with 128 units, and the hidden layer is then connected to the final
policy/value outputs. All layers use rectifier activation.

1.0 1.0
o | [[ATRP-bimodal] ol ATRP-stepright
s s
O o
) =
T T
2 2 — A3C
S S — ACER
‘ ‘ . ~— ACER+encoding
0.0 1.5 3.0 4.5 6.0 0.0 1.5 3.0 4.5 6.0
# simulator steps le7 # simulator steps le7

Figure 3.1: Effect of ACER and thermometer encoding on the training sample efficiency on the
ATRP-bimodal and ATRP-stepright environments.

We evaluate the effect of ACER and thermometer encoding on two selected simulated ATRP
synthesis learning environments, ATRP-bimodal and ATRP-stepright, corresponding to
the “Bimodal” and “Step right” synthetic targets in Figure Noticeably, the combination of
ACER and observation space thermometer encoding greatly reduces the number of simulator
steps needed to reach peak performance, by a factor that is greater than 10. ACER by itself
improves sample efficiency by a factor of 2 to 4 on the training environments we tested.

3.2 ACER with prioritized experience replay

To further improve sample efficiency, we make the algorithmic contribution of adding prior-
itized experience replay (PER)[114]] to ACER. Originally, PER was proposed for being used
with 1-step, value-based TD-learning methods. On the other hand, ACER and other actor-
critic based deep-RL algorithms such as A3C and IMPALA[29] makes use of multi-step, policy-
based TD-learning. The use of PER in ACER therefore requires a proper treatment of sequence
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prioritization,[114] as well as a prioritization scheme that is compatible with policy-based meth-
ods. It has been proposed that the absolute value of the TD-error can be used to prioritize Q-
learning, and the KL-divergence between the online distribution and the target distribution can
be used to prioritize distributional Q-learning. Yet it remains to be defined what quantities can
be used to prioritize off-policy actor-critic methods.

We propose two potential prioritization quantities for ACER. The first one is the naive ap-
proach of using the absolute value of the TD-error of the critic, or the value network. Since
TD-error is only defined for one transition, to make this approach compatible with multi-step
learning it is required to handle sequence prioritization. We use the simple method of using the
average of the absolute TD-error over the entire sequence for prioritizing the sequence.

The second one, which we refer to as “differential prioritization”, is an approach that in theory
generalizes to any TD-learning algorithms and is therefore also applicable to ACER. We propose
to use the £*-norm of the gradient of the loss with respect to the output of the neural network (re-
ferred to as “output-norm” from now on) being optimized. In our current experiments, the output
of the neural network refers to the linear output of the last layer before activation. It remains to
see whether it is better to use inactivated or activated output. Note that in 1-step Q-learning, this
“output-norm” reduces down to the absolute TD-error, if we directly use the linear output of the
neural network as the state-action-dependent Q-value. To understand this choice of prioritization
scheme, consider from an optimization perspective that we are trying to optimize the weights
in a neural network by training on batched samples coming from a population using stochastic
gradient descent.[114] Batches corresponding to large norms of the gradient of the loss with re-
spect to the neural network weights (referred to as “weight-norm”) lead to large improvements of
the minimization process (on average), whereas batches corresponding to small “weight-norms”
lead to small improvements. In principle, “weight-norm” should be a very natural choice of the
prioritization quantity. However, computing this norm requires a full backpropagation through
the entire neural network and is considered computationally expensive in most application sce-
narios. On the other hand, due to the nature of the backpropagation algorithm, “output-norm” is
usually a good proxy for “weight-norm”. Therefore, “output-norm” may be used as a prioritiza-
tion quantity that is essentially applicable to any TD-learning algorithm that involves training a
neural network. Another benefit of using the gradient norm of the loss as a prioritization quantity
is that it eliminates the need for the treatment of sequence prioritization. One can compute a
scalar loss value naturally from a sequence of transitions, and differentiating this loss with re-
spect to the batched output computed from this sequence always gives a well-defined gradient
vector, so long as the loss is differentiable.

A comparison of the effect of the proposed prioritization schemes is shown in Figure[3.2] We
evaluate their effects on various types of discrete control environments including a classical con-
trol environment CartPole, a Box2D simulator environment LunarLander, and simulated
ATRP synthesis environments ATRP-bimodal and ATRP-stepright. Using a uniform re-
play memory as in the original ACER algorithm leads to the lowest sample efficiency in any
of the four environments. On CartPole, uniform replay memory leads to unstable training.
On LunarLander, the RL agent consistently converges to a sub-optimal policy when trained
with uniform replay. On the two ATRP synthesis environments, prioritization improves sam-
ple efficiency by a factor of ~1/3. Noticeably, on both CartPole and LunarLander, while
prioritizing by critic absolute TD-error or by differential lead to similar sample efficiency and
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Figure 3.2: Comparison of the effect of different prioritization schemes on the learning curves.
For CartPole and LunarLander, learning curves from 30 independent runs are presented.

For ATRP-bimodal and ATRP-stepright we present learning curves from 10 independent
runs.

final optimal solution, the differential prioritization scheme is less susceptible to performance
collapses, as the agent trained with differential prioritization can consistently maintain its peak
performance in any of the 30 independent runs.

In terms of the details of the above experiments, the PER hyperparameters[114] are set to
a = 0.6 and 5 = 1.0. The other settings on the replay memory is the same as in the ACER uni-
form replay memory setting described in the above section. On CartPole, we set the sequence
length in multi-step learning to 2 and used a batch containing 16 sequences, with learning rate
10~% On LunarLander, we initialized the neural network weights to the same across different
training runs in order to establish comparable learning curves, scaled the rewards by 1/10 during
training and set multi-step learning sequence length to 8 and used a batch containing 4 sequences,
with learning rate 10~3. Sequences that are to be evicted from the PER are sampled each time
according to the inverse of the priority. The neural networks used for the ATRP synthesis envi-
ronments are the same as in the previous section. On CartPole and LunarLander, we used
a simple 1-layer fully-connected neural network with 100 hidden units.
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Chapter 4

Conclusion

This paper introduces a general methodology for using deep reinforcement learning techniques
to control a chemical process in which the product evolves throughout the progress of the re-
action. A proof-of-concept for the utility of this approach is obtained by using the controller
to guide growth of polymer chains in a simulation of ATRP. ATRP was chosen because this re-
action system allows detailed control of a complex reaction process. The resulting controllers
are tolerant to noise in the kinetic rate constants used in the simulation, noise in the states on
which the controller bases its decisions, and noise in the actions taken by the controller. This
tolerance to noise may allow agents trained on simulations of the reaction to be transferred to the
actual laboratory without extensive retraining, although evaluation of this aspect is left to future
work. This approach, of carrying out initial training of a controller on a simulation, has been
successfully applied in other domains such as robotics and vision-based RL.[16, |64, [111] Ad-
ditional work is also needed to better understand the extent to which the controller can achieve
synthetic targets when decisions are based on less detailed information regarding the state of
the reactor. The ability of the approach to target multiple properties,[[120, [133] such as targeting
MWD and viscosity simultaneously, or targeting more complex architectures, such as gradient or
brush polymers, also remains to be explored. Our efforts to optimize the reinforcement learning
methodology is still ongoing, and we hope to apply similar approaches to guide other chemical
reactions.

A developmental open-source implementation of our approach is freely available on GitHub
(https://github.com/spring0l/reinforcement_learning_atrp) under the GPL-
v3 license.
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