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Background. Transfer of learning, which is the extent that one is able to apply prior
experience and knowledge in a new but similar situation, has been studied extensively since
the beginning of the last century. Recent brain imaging studies have provided new insight
into how students are able to extend their previous problem solving skills to new but similar
problems.

Aim. We wish to determine what contributes to individual differences in the success
at transfer of learning, which is measured by consistency – the extent of agreement among
activated brain-image voxels from one brain region of interest (ROI) to another.

Data. 75 participants were familiarized with solving a set of mathematical problems
before being put into an fMRI scanner, where they were challenged to solve modified versions
of the same set of familiar problems. Brain activations were recorded as a time series of
volumetric structures of 8365 voxels for each fMRI scan.

Methods. A hidden semi-Markov Model identified the sequential structure of thought
when solving the problems. Brain consistencies at different levels of brain analysis were
characterized.

Results. Analyzing the patterns of brain activity over the sequence of states identi-
fied by the model, we observed that there was less brain consistency (agreement) among
weaker-performing subjects than among better subjects in an ANOVA analysis ( F (1, 73) =
20.40, p < .0005). In particular, early consistency was predictive of overall performance in
the experiment. In addition to looking at activity across all brain voxels and in pre-defined
brain regions, a data-driven approach over the whole brain was carried out as an alternative
analysis that verified the same observation.

Conclusion. Brain consistency is not just an indicator of subject performance during
transfer of learning, but also a predictor of overall performance using only a few observations
at the early stage of the experiment. The observed effect of consistency is due to perceived
similarity between the new problems and the trained problems during the transfer. The
results hold for alternative measures of brain consistency and for different levels of brain
analysis.

1 Introduction

There has been interest in understanding how the human mind is able to handle novel
instances of a familiar problem. While sometimes the learners are only skilled at what is
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exactly being taught, in many cases they are expected to transfer what they have learned to
new situations, in what we call transfer of learning. Transfer of learning is the application of
knowledge and experience gained in one setting to another setting [1]. It is the fundamental
assumption in education that what is learned will apply in similar but possibly different
situations [2]. A specific setting that has raised considerable interest is the transfer of
learning of mathematical problem solving.

For decades, different methods have been used to shed light on the underlying thought
processes during complex mathematical problem solving. Such efforts include protocol anal-
ysis that relies on verbal evidence and multi-voxel pattern analysis (MVPA) techniques that
recognize the representational structures in the brain. As functional Magnetic Resonance
Imaging (fMRI) is becoming a powerful instrument to collect vast quantities of data on
brain activity, a new procedure has emerged that combines MVPA and Hidden Markov
Model (HMM) algorithms [3] to better integrate the temporal patterns in the brain [4]. This
method is particularly effective in mathematical problem solving, where there is a rich mix-
ture of perceptual, cognitive and motor activities with distinct temporal characteristics. In
looking into the underlying thought processes of such a task, a hidden semi-Markov model
is used in our study to identify sequential structure and durations of problem solving.

In recent years, brain imaging studies have informed us about the neural basis and mecha-
nisms underlying transfer of learning [5] [6]. However, there remains an open question: what
are the sources of individual differences in successful transfer? This question is the focus of
our study. In our experiments, participants were trained in a mathematical problem-solving
task before they were scanned. In the fMRI sections of the experiments, they encountered
both Regular problems that were like those they had solved, as well as novel Exception
problems that required participants to devise modifications or partial replacements to their
learned procedure.

2 Problem being solved

This is a exploratory analysis in which we attempt to find an answer to the question: what
contributes to individual differences in transfer-of-learning performance?

3 Approach

Early evidence in behavior experiments demonstrated that the extent to which subjects
are able to relate the current task to the recalled learned task contributes to success in
transfer tasks [7]. There is a tendency to apply consistent strategies once the learned task
is recalled. We ask the question in our study: is there similar evidence at the brain level
that can be better quantified? Does consistency give us any information as to how well
someone is performing the transfer task? We start our investigation by characterizing what
are considered as brain consistencies. To be intuitively comparable to behavior experiments,
brain consistency is defined as the agreement in brain activation patterns amongst different
problems in an experiment for a given subject. These brain consistencies are first explored
on a set of pre-defined regions of interest (ROIs), then tested on a set of predictive brain
voxels, and lastly verified at the whole-brain level.
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4 Methods

4.1 Materials

We use a pyramid experiment – a type of mathematical problem solving – which uses a dollar
symbol as the operator, e.g., 4$3 = X. Here 4 is the base, which is also the first term in an
additive sequence; 3 is the height, which indicates the number of terms to add in a descending
manner, e.g., 4$3 = 4 + 3 + 2. This is an example of a ”Regular” problem. There are two
types of ”Exception” problems. One type has unusual numbers, being either negative, e.g.,
4$-3=X or large, e.g., 208$3 = X. The other type requires an unusual algorithm having the
unknown X on the left-hand side of the equation, e.g., X$4 = 30. The procedural details are
described in the original empirical report [8]. Here are some worked examples:

• 6 $ 5 = X → 6 + 5 + 4 + 3 + 2 = 20

• -9 $ 4 = X → -9 + -10 + -11 + -12 = -42

• X $ 4 = X → 2 + 1 + 0 + -1 = 2

4.2 Subjects

fMRI data was collected from 40 adults recruited at Carnegie Mellon University including
undergraduate students and graduate students (ages 19-35) and 35 children recruited from
local schools in Pittsburgh (ages 12-14).

4.3 Instructions to the subjects

There is a notation for writing repeated addition where each term added

is one less than the previous:

For instance 4 + 3 + 2 is written as 4 $ 3

Since 4 + 3 + 2 = 9 we would evaluate 4 $ 3 as 9 and write 4 $ 3 = 9

The parts of 4 $ 3 are given names:

4 is the base and reflects the number you start with

3 is the height and reflects the total number of items you add,

including the base

4 $ 3 is called a pyramid

In this session, you will solve a series of these problems. For

example, if you see 4 $ 3 = X, type 9 on the keypad and press enter.
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4.4 Procedure / Data Acquisition

Participants practiced solving a large number of Regular problems on a prior day outside
of the scanner, with the second day tested in an fMRI scanner with a mixture of Exception
problems and Regular problems. Each subject solved six blocks of problems with each block
consisted of 2 Regular problems and 9 Exception problems.

Images were acquired using gradient echo-echo planar image (EPI) acquisition on a 3T
Verio, then motion corrected and co-registered. The BOLD response recorded from fMRI is
de-convolved with a hemodynamic response function to produce an estimate of the underlying
activity signal using a Wiener filter [9]. The hemodynamic function is the difference of two
gamma bases [10].

4.5 Analysis

4.5.1 Dimensionality Reduction

Multi-voxel pattern matching (MVPA) was carried out as a step of dimensionality reduction,
as well as accommodating variations in anatomy over participants. Voxels are aggregated
into 2x2 larger regions, with those voxels showing extreme values removed. The Blood
Oxygenation Level Dependent signal (BOLD) response is calculated as the percent change
from a linear baseline defined from the first scan. This is de-convolved with a hemodynamic
response function to produce an estimate of the underlying activity signal. To further reduce
the dimensionality of 8365 voxels, a principal component analysis was performed with 67%
of the variance captured by the first 20 components that we eventually worked with. We
examined the BOLD brain activations of the 14 key regions of interest (ROIs) averaged over
the left side and the right side of the brain. The 14 ROIs are contained in the Appendix.

4.5.2 Discovering Mental States

Hidden Markov models (HMM) have been successfully used in modeling and analyzing com-
plex behavioral and neurophysiological data [11]. They make inference of unobserved pa-
rameters possible while taking into account the probabilistic nature of behavior and brain
activity. We conceive the participants as going through a sequence of mental states in the
pyramid experiments. The discrete mental states are hidden in the sense that we only observe
the brain activity, not the mental states themselves. The effectiveness of HMMs in modeling
such an experiment has already been demonstrated in a previous study [8]. The real inter-
est now is to discover the sequential structure within the problem-solving stage using the
HMM without the ground truth. The optimal number of states in problem solving has been
identified previously by applying a procedure of leave-one-out cross-validation (LOOCV).
Parameters are estimated by maximizing the likelihood for all but one of the participants,
and then used to calculate the likelihood of the data for the remaining participant. This
process is rotated through k subjects. A model with n+1 states is justified over an n-state
model if it increases the likelihood of the data for a significant number of subjects in this
LOOCV. Four states were identified as the optimal number in the previous study with the
same experiment. They are characterized as an encoding stage, a planning stage, a solving
stage and a responding stage, given their brain signatures [8].

Model specification. A specific extension of HMM, a hidden semi-Markov model
(HSMM), is used to model explicitly the state duration as a gamma distribution. Such
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a parametric distribution is not only more realistic and widely used in modeling response
latencies [12] but it also significantly reduces the number of parameters to estimate for the
model. The state duration is discretized to the nearest scan. The probability of spending m
scans in state i, given the length of each scan being 2 seconds, is as below:

G(m; vi, ai) =

∫ 2m+1

2m−1
g(t; vi, ai) dt

The fMRI activity considered in the model are the first 20 components obtained from the
Principal Component Analysis over all scans in the experiment. They are further normalized
to have mean 0 and standard deviation 1. The brain activity of the kth PCA component for
each state i is modeled as a normal distribution N(x;µik, 1). The probability of observing a
set of PCA components Fj = {fj1, fj2, .., fj20} for a particular scan j, at state i, is calculated
as below:

P (Fj;Mi) =
20∏
k=1

N(fjk;µik, 1)

We use only the first 20 PCA components, and we assume parametric distribution for
the same purpose of reducing the number of parameters. Let λ stand for the complete
set of model parameters. Other than the parameters that define gamma distribution G of
state duration and normal distribution P of observation distribution, λ also includes the
transition probabilities {amn}. We conceive the participants as going through a sequence of
mental states - Encode, Plan, Solve and Respond. Thus it is a left-right HSMM that adapts
a linear structure of 4 mental states plus a rest state. State skipping is allowed to account
for trials with very short length. The original scans have been inserted with rest scans in
between two trials to make sure that the model will be forced into the rest state during rest
scans and restart from the first state when a new trial starts.

Implementation. The implementation that we adapt in our HSMM is a redefined
forward-backward (FB) algorithm [13] that can avoid the underflow problem in practical
applications without being more complex than the most efficient FB algorithm proposed by
Yu [14]. In the FB algorithm, model parameters are re-estimated at each round through
maximum a posteriori (MAP) until the likelihood of the observations converges to a certain
value.

Trial-alignment by states. Modeling with an HSMM not only uncovers sequential
stages of problem solving, but also serves as an effective way to align fMRI data on a trial-
by-trial basis, as was pointed out in an earlier application of HSMM on EEG data studying
associative recognition [15]. Cognitive processes can be highly variable in their durations
from trial to trial and from person to person; it is challenging to have them aligned properly
before any further analysis. Conventionally, trials would be aligned to a fixed time point,
either the stimulus or the response. However, because different processes will occur at the
same time on different trials, the average signal will be uninformative [16] [17]. In our
analysis, after fitting all trials to the HSMM, state occupancies for each scan p(qt = i) can
be obtained. They are the probabilities of each scan belonging to each of the four states,
where qt is the state at time t, and i = 1,2,3,4. As is illustrated in Figure 1, brain activations
for each scan are converted to brain activations for each state through a weighted sum by
the state occupancies. These state-specific brain activations for each brain voxel will be used
throughout the analysis of our study. Detailed procedures for estimating parameters of the
HSMM are in the Appendix.
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Figure 1: State-specific brain activations for each of the 4 states in a single trial for different brain

regions, i = 1,2,3,4. (a) shows the brain activations for each scan for representative brain regions

in one trial. (b) shows the state occupancy estimated from the HSMM of that trial. (c) shows the

state-specific brain signatures calculated from weighted sums for each region in (a). (d) shows the

linear structure of the HSMM model. Each vertical line in (a) and (b) represents an fMRI scan.

4.6 Design

This section describes the three experiments conducted in this study:

• Experiment 1 is designed to test whether the better subjects have a higher brain
consistency, measured over 14 selected brain regions, than the weaker subjects.

• Experiment 2 is designed to test whether the better subjects have a higher brain
consistency, measured over pre-selected brain voxels, than the weaker subjects.

• Experiment 3 is designed to test whether the better subjects have a higher brain
consistency, measured over the entire brain volume, than the weaker subjects.

4.6.1 Experiment 1: the pre-defined brain regions

A set of pre-defined brain regions of interest (ROI) have been observed to play an important
role in the complex problem solving in our laboratory. We investigated how the consistency in
a participant’s activation predicted the proportion of problems that participants got correct
on this set of 14 ROIs. This consistency can be understood from two perspectives. It can
be either measured as the correlation between the subject mean and the population mean
(between-subjects consistency) or measured within each subject as the averaged correlation
between every pair of problems (within-subject consistency) across the 14 ROIs.
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An estimate of brain activations is obtained for the four states identified by the HSMM
(encoding, planning, solving, and responding). Correlation can be computed for each state.
Analysis is done on either the first 10 correctly solved problems or the last 10 correctly
solved problems for each subject, in order to compare the difference between the early stage
of experiment and the late stage of the experiment. To further quantify the individual
differences, a second level of correlation is carried out between the within-subject brain
consistency (average correlation) and the subject overall performance. The larger the value
is, the more correlated the measure of consistency with the subject performance. To see
how well we could use this within-subject brain consistency for prediction we used a Leave-
one-subject-out cross validation (LOOCV) procedure. In particular, the performance of an
unseen subject is predicted by weights trained from the rest of the subjects using multiple
regression analysis with Least Squares Fitting. The four independent variables (predictors)
here are the measures of consistency among the first 10 correctly solved problems for each of
the four states. The dependent variable (what we are predicting) is the subject performance.

4.6.2 Experiment 2: the selected brain voxels

Previously, brain consistency was measured as correlation across the pre-defined 14 ROIs.
Rather than focusing on these predefined regions, we can apply the within-subject con-
sistency analysis to the most predictive brain regions obtained from an initial exploratory
step. This is done by only considering the brain voxels whose average activation on the
first 10 correctly solved problems significantly correlated with the subject performance
(r = .2272, p < 0.05, two-tailed). To quantitatively examine how well the measure of con-
sistency can predict the subject performance, a similar procedure of leave-one-subject-out
cross validation (LOOCV) is used. For each state of each subject we calculate the within-
subject brain consistency – the mean correlation of activations in the selected regions over
every pair of problems during the early stage of the experiment. Then we regress the 4
mean correlations of the 74 subjects against their overall performance. This regression could
then be used to predict the performance of the 75th subject, given the 4 brain consistencies
corresponding to each state. To avoid selecting the seemingly most predicted brain voxels
by chance, the brain voxels are selected from the 74 subjects.

4.6.3 Experiment 3: whole brain parcellation

In this section, a different measure of brain consistency at the level of the whole brain is
proposed that includes the entire brain volume without a pre-selection procedure on voxels
or regions. Analysis based on a few regions of interest (ROIs) could potentially omit certain
information outside the regions. Definition of brain atlases partly address this issue by
providing a set of ROIs that cover the entire brain volume, the construction of which is
heavily based on an ontology of brain structures given current knowledge [18]. Besides the
concern that there exist multiple inconsistent brain atlases, it is also questionable whether
a given atlas may generalize well over the entire population [19].

To better account for individual differences, a data-driven approach – brain parcellation –
is often used before further analysis where functional homogeneous brain voxels are grouped
together. It is mostly used in the literature as a crucial step for data reduction, as one would
then only look at brain activation averaged over regions instead of those of all the brain
voxels [20]. It is also useful in deriving representative nodes before constructing a brain
network in carrying out functional connectivity analysis [21].
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In this study, however, we propose the use of data-driven brain parcellation as a method
for comparing the brain consistencies across different problems. The consistency of two
brain patterns here does not depend directly on individual response of voxel activations,
but on how similarly brain voxels are grouped together when spectral clustering is applied.
This is similar to an earlier approach where consistency of brain networks was measured by
similarity of identified key nodes with the Jaccard Index [22], but different in the sense that
there are multiple groups generated in the process of brain parcellation instead of only two
groups (key-nodes and non key-nodes) which will give more detailed characterization of local
brain information.

In our study, for each of the 8365 brain voxels, there are 4 brain activations for each
problem associated with states of Encode, Plan, Solve and Respond. Spectral clustering is
able to group the brain voxels with similar responses to the four states, while at the same
time taking into account a spatial constraint where only adjacent brain voxels could be
grouped together.

The Adjusted Rand Index (ARI) and Adjusted Mutual Information (AMI) both measure
how consistent two clusterings are to each other [23]. They are used to evaluate the consis-
tency between two brain parcellations that correspond to solving two different problems. An
estimation of brain consistency for any selected 10 problems is thus the averaged ARI/AMI
values across every pair of the problems. Detailed procedures of obtaining both the two
measures and the spectral clustering are described in the Appendix. We calculate brain
consistencies measured from each subject and then correlate them with the subject overall
performance.

5 Results and Discussions

5.1 Result 1: The Pre-defined Brain Regions

Experiment 1 was designed to test whether the better subjects have a higher brain con-
sistency, measured over 14 selected brain regions, than the weaker subjects. A number of
phenomena were observed.

5.1.1 Observation 1: the group of better subjects exhibits a higher level of
within-subject consistency than the group of weaker subjects, especially
at the early stage

The 75 subjects can be divided into two groups based on their performance – better subjects
(38) and weaker subjects (37). The problems correlated can be divided into the early stage
(the first 10) and the late stage (the last 10). As illustrated in Figure 2, at the early stage
of the problem solving, the group of better subjects exhibits higher level of within-subject
consistency than the group of weaker subjects. An analysis of variance (ANOVA) was
performed on these average correlations where the factors were group (better vs. weaker),
period (first 10 versus last 10), and state (encode, plan, solve, respond). There are significant
effects of all three factors (group: F (1, 73) = 20.40, p < .0005), period: F (1, 73) = 20.03, p <
.0001), and state: F (3, 219) = 45.51, p < .0001). There was also a significant interaction
between group and period (F (1, 73) = 5.06, p < .05) such that the difference between better
and weaker subjects decreases from (.611 versus .432) for the first 10 problems to a smaller
difference (.490 versus .392) for the last 10 problems as what is illustrated in Figure 2 .
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Figure 2: Brain consistency (within-subject) for the better subjects and the weaker subjects. (a)

shows that during the first 10 correctly solved problems the group of better subjects exhibits a

higher level of within-subject consistency than the group of weaker subjects. (b) shows that during

the last 10 correctly solved problems the effect is weaker. Error bars show the 95% confidence

interval of the population means.

To further quantify the relation at the level of individual difference, a second level of
correlation is carried out between within-subject brain consistency (average correlation) and
subject overall performance. The larger the values are, the more correlated the measure of
consistency with the subject performance. Brain activations in this analysis are obtained
with respect to each of the four states - Encode, Plan, Solve and Respond. An Overall
correlation is also obtained through collapsing the 4 states to a single vector of 56 (14x4)
regions. In our analysis, Pearson’s Correlation Coefficient of larger than 0.2272 is considered
significant (p < 0.05) under two-tailed probabilities with a sample of size of 75 (df = 73). As
is shown in Table 1, there is significant correlation between within-subject brain consistency
and subject overall performance for both overall and for each of the 4 states. This effect is
particular strong in the first 10 correctly solved problems than the last 10 correctly solved
problems.

HSMM states Encode Plan Solve Respond Overall
First 10 0.455 0.607 0.578 0.504 0.558
Last 10 0.164 0.336 0.364 0.360 0.365

Table 1: Pearson correlations between subject performance and the within-subject brain consis-

tency among either the first 10 correctly solved trials or the last 10 correctly solved trials, for each

of the four states: Encode, Plan, Solve and Respond. For example, the 0.455 indicates that there

is a significant correlation between subject performance and the within-subject brain consistency

among the first 10 correctly solved trials for the encode state. An overall correlation is also ob-

tained through collapsing the 4 states to a single vector of 56 (14x4) regions. Significant (p < 0.05,

two-tailed) correlations are in bold.
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5.1.2 Observation 2: The group of better subjects exhibits a higher level of
between-subjects consistency than the group of weaker subjects

There is also significant correlation between between-subjects consistency and subject overall
performance as shown in Table 2 analyzed in a similar manner as that of the within-subject
consistency. An analysis of variance (ANOVA) was performed on the correlations between
the subject mean and the global mean where the factors were group (better vs. weaker),
period (first 10 versus last 10), and state (encode, plan, solve, respond). There is significant
effect of the factor (group: F (1, 73) = 7.62, p < .01).

HSMM states Encode Plan Solve Respond Overall
First 10 0.241 0.316 0.330 0.336 0.335
Last 10 0.269 0.373 0.352 0.177 0.296

Table 2: Pearson correlations between subject performance and between-subjects brain consistency

among either the first 10 correctly solved trials or the last 10 correctly solved trials, for each of

the four states: Encode, Plan, Solve and Respond. For example, the 0.241 indicates that there is

a significant correlation between subject performance and the between-subjects brain consistency

among the first 10 correctly solved trials for the encode state. An overall correlation is also obtained

through collapsing the 4 states to a single vector of 56 (14x4) regions. Significant (p < 0.05, two-

tailed) correlations are in bold.

Figure 3 illustrates the above results as two point clouds. The two clouds represent
the first 10 problems of a better subject and of a weaker subject. Taking the population
mean as an estimation of how one should behave, the cloud of points that is located closer
to the population mean corresponds to the better subject with higher between-subjects
consistency. This observation relates to a previous study of the Space Fortress task where
a global definition of mental stages obtained from all the subjects can predict better the
mental stage of a particular scan for individual subjects [24].!

Better subject 

Weaker subject 

Global Average 

Figure 3: Illustration of the effects of within-subject consistency and between-subjects consistency.

Each point represents a problem, and each cloud of points represents a subject. The better subject

(left) has a higher within-subject consistency with a small dispersion of points, and also has a

higher between-subjects consistency being closer to the global average.

The dispersion of the points within each subject represents how similarly and consistently
the subject responds to the first 10 problems. The cloud of points with a smaller dispersion
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corresponds to the better subject with higher within-subject consistency. It is interesting
how the derivation of one’s brain response to the global average would say about how one
performs. However we will focus for the rest of the study on the examination of the within-
subject consistency whose effect is stronger, and argue that this effect arises specifically from
the transfer task.

5.1.3 Observation 3: Early consistency is predictive of the overall performance

To see how well we could use the within-subject brain consistency for prediction we used a
leave-one-subject-out cross validation (LOOCV) analysis. As is observed in Figure 4, there
is a considerable match between the predicted performance using LOOCV and the actual
accuracy of the subjects, with the correlation of the two being 0.561, and the mean squared
error (MSE) being 0.0399, which is also the leave-one-out cross validation estimate of the
predictive risk. Thus it can be concluded that the within-subject brain consistency among
the first 10 correctly solved problems is not only an indicator but also an effective predictor
of the performance of an unseen subject.
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r = 0.5605, MSE = 0.399

Figure 4: Leave-one-subject-out cross validation (LOOCV) performance prediction of 75 subjects

compared with the actual subject performance, using the weights of multiple regression analysis

obtained from the rest of the subjects. A total of 4 predictors are 4 within-subject brain consisten-

cies measured across 14 ROIs among the first 10 correctly solve problems for each of the 4 states.

(r = .5605, MSE = .0.399).

The same analysis was also carried out using the late brain consistency instead of the
early consistency, which gives 0.361 as the correlation between the predicted performance
and the actual accuracy, and 0.0786 as MSE. To statistically verify if a linear regression
model using 8 predictors, including both early consistency and late consistency, will produce
significantly better prediction than a linear regression model with only 4 predictors from late
consistency, an F-test is applied which gives p = 0.00018(< 0.05). Meantime, if we compare
a model using 8 predictors with a model using only 4 predictors from early consistency, the
F-test gives p = 0.517(> 0.05). It can be concluded that including the early consistency will
improve the prediction using the late consistency, but not vice versa.
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5.1.4 Observation 4: Individual difference is due to the perceived similarity be-
tween the trained (Regular) problems and the new (Exception) problems

Extending the problem solving procedure from a familiar problem to a new one is a challeng-
ing task. Subjects were trained on the Regular problems during pyramid experiments before
they were exposed to the Exception problems during the fMRI scanning. How successfully
they would be able to handle a similar but different situation after mastering the previous
task is within the scope of studying transfer of learning.

At the beginning of the last century, Thorndike and Woodworth proposed that the
amount of transfer depends on how many shared elements there are between the learned
tasks and the transfer tasks, which is now widely known as the theory of Identical Elements
[25]. This theory was later refined by Gick and Holyoak, when they brought out the concept
of perceived similarity [26]. Perceived similarity depends on not only the objective number
of shared elements, but also the knowledge or expertise of the person performing the transfer
task. Essentially, it was pointed out that the more a subject can relate the current transfer
tasks to the past learned tasks, and perceive them similarly, the more transfer will take place
[26].

In our pyramid experiment, though every subject was presented with the same set of
problems, these problems might be perceived very differently. It is likely that the consistency
at the neural level in our correlation analysis reflects how similarly the set of new problems
appear to the subjects, compared with the trained problems. The more one finds the new
and modified problems similar to the trained ones, the more one is able to use knowledge
about having solved the trained problems. Though the perceived similarity is not directly
measured between the Exception problems encountered during transfer tasks and the Regular
problems trained during learning tasks, it can be estimated with brain consistencies among
all problems during the transfer tasks. The fact that the subjects are able to respond to
different problems in a similar and consistent way reflects how much general learning has
already occurred.

HSMM states Encode Plan Solve Respond Overall
Regular-Exception 0.265 0.408 0.436 0.413 0.450

Exception-Exception 0.231 0.402 0.442 0.416 0.424
Regular-Regular 0.194 0.302 0.287 0.306 0.367

Table 3: Pearson correlations between the subject performance and the within-subject brain con-

sistency for each of the 4 states: Encode, Plan, Solve and Respond. Brain consistency is calculated

between the Regular and the Exception problems, among the Exception problems, and among the

Regular problems. For example, the 0.265 indicates that there is a significant correlation between

subject performance and the within-subject brain consistency between the Regular and the Excep-

tion problems for the encode state. An overall correlation is also obtained through collapsing the

4 states to a single vector of 56 (14x4) regions. Significant (p < 0.05, two-tailed) correlations are

in bold.

The next step is to verify if there is a significant correlation between the overall perfor-
mance and the brain consistency measured between the Regular problems and the Exception
problems, and if this effect can be estimated with the brain consistency measured among
the Exception problems when there are not enough Regular problems. One fifth of the prob-
lems during the scanning session were familiar Regular problems while the rest were new
Exception problems. If the brain consistency among all problems does reflect the consistency
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between new problems and familiar problems, the same effect should arise if we carry out the
correlation analysis between the Exception problems and the Regular problems. Since the
number of Regular problems is too small to be analyzed on only the first 10 correctly solved
problems, we take into consideration all the problems in the experiments for each subject.

Table 3 shows that there is a significant correlation between subject performance and the
within-subject brain consistency between the Regular and the Exception problems for the
encode state. It is obtained in a similar way as Table 1 except that the analysis is carried
out over the entire experiment on a group of problems of interest. To statistically verify
if a linear regression model using 8 predictors from brain consistency using both Regular-
Exception pairs and Exception-Exception pairs will produce significantly better prediction
than a linear regression model with only 4 predictors from Exception-Exception pairs, an F-
test on their Root Sum Squared (RSS) is applied which gives p = 0.394(> 0.05). Meantime, if
we compare a model using 8 predictors including both Regular-Exception pairs and Regular-
Regular pairs with that using only 4 predictors from Regular-Regular pairs, the F-test gives
p = 0.0137(< 0.05). Though in Table 3, using Regular-Exception pairs correlates better to
the subject performance than both Exception-Exception pairs and Regular-Regular pairs,
adding the Regular-Exception pairs will improve the prediction using only Regular-Regular
pairs, but will not improve significantly the prediction using Exception-Exception pairs. This
result is in accordance with our hypothesis that the amount of transfer in our task depends
on perceived similarity between new Exception problems and familiar Regular problems, and
that this effect can be estimated when using only pairs among Exception problems, thereby
justifying using brain consistency among all types of problems during the first 10 correctly
solved problems.

5.1.5 Observation 5: Within-subject consistency decreases towards the end of
the experiment

Another interesting observation from our results is the practice effect. As we examine closer
at the magnitude of the within-subject brain consistency across all subjects in Figure 2, we
can observe that there is a drop of brain consistency at the late stage of the problem solving
compared with the early stage, for both the group of better subjects and the group of weaker
subjects. This decreased consistency may account for the decreased correlation between the
brain consistency and the overall performance. However, if consistency indicates expertise,
with more training, why there would be decrease in its magnitude? It turns out that the
perceived similarity between different situations is not the sole factor that gives consistency.

There has been evidence in previous experiments, that behaviors that are more automatic
and impulsive are more consistent than behaviors that are relatively controlled and cogni-
tively mediated [27]. In our experiment, the early stage of the experiment when subjects are
first exposed to the new problems, their response could be more automatic when they adapt
a general strategy developed when solving the Regular problems before the fMRI scanning.
As the time goes on, after being exposed to sufficiently many novel Exception problems, the
subjects need to develop more diverse and problem-specific strategies as the problem solving
process becomes more cognitively controlled. The better subjects not only respond consis-
tently at the early stage of the experiment, but also have a larger decrease in consistency
as they develop more problem-specific strategies as is observed in Figure 2. Other than the
need to develop refined strategies after more practice, the decreased consistency might also
result from its weakened dependence on the perceived similarity.
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It has been demonstrated in a learning task that, as time goes on, the proportion of
reminding problems where consistency occurs is decreasing [7]. Reminding here is the process
where the subjects are able to relate the current task to the learned task. In the same
experiment, a similar observation is obtained that is very comparable to our results for
performance prediction. The extent that the subjects can relate the current task to the
learned one has predictable effect on the task performance. However, this reliance decreases
after more practice [7]. A few possible explanations were presented in the paper, such as the
increased interference after exposure to more episodes and more goal-oriented retrieval with
gained expertise.

5.2 Result 2: The Selected Brain Voxels

Experiment 2 was designed to test whether the better subjects have a higher brain consis-
tency, measured over selected brain voxels, than the weaker subjects.

Illustrated in Figure 5, selected brain voxels during the first 10 correctly solved problems
overlapped with some of the 14 pre-defined regions like the angular gyrus, prefrontal cortex,
anterior cingulate cortex and Brodmann area 10. The exact number of the selected voxels
differs at each run, but is around one tenth of the total number of voxels. As is observed in
Figure 6, there is a considerable match between the predicted performance using LOOCV
and the actual accuracy of the subjects, with the correlation of the two being 0.640 and
MSE being 0.029. LOOCV with selected brain voxels further improves the performance
prediction compared with previously using only the 14 ROIs with correlation of 0.561 and
MSE of 0.0399. Similar analysis is also done for the LOOCV prediction using only late
consistency which gives a correlation to performance of 0.278 and MSE of 0.074.

!
!

! !

! ! !

Figure 5: Visualization of the brain voxels in red whose averaged activations over the first 10 cor-

rectly solved problems are significantly (p≤ 0.05) correlated with the subject overall performance,

for a representative state - Encode. The rest of brain voxels are colored light green.
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Figure 6: Leave-one-subject-out cross validation (LOOCV) performance prediction of 75 subjects

compared with actual subject performance, using the weights of multiple regression analysis ob-

tained from the rest of the subjects. A total of 4 predictors are 4 brain consistencies measured

across selected brain voxels among the first 10 correctly solve problems for each of the 4 states. (r

= .6404, MSE = .0292)

5.3 Result 3: Spectral Brain Parcellation

Experiment 3 was designed to test whether the better subjects have a higher brain consis-
tency, measured over the entire brain volume, than the weaker subjects.

In this section, a different measure of brain consistency at the level of the whole brain
is proposed without a pre-selection procedure on voxels or regions. Though it is not clear
whether extending the analysis from selected regions to the whole-brain level would include
previously ignored important information or unnecessarily introduce redundant information,
it is of interest to verify if the same result still holds from an alternative perspective. In using
spectral clustering, brain consistency is measured as the consistency among selected/grouped
regions after considering local correlated regions. A representative clustering is shown in
Figure 7. Brain activations have been averaged within each clustered regions for better
visualization of the cluster boundaries.

First 10 Last 10
14 ROIs 0.558 0.365
Clustering(ARI/AMI) 0.414/0.430 0.267/0.255

Table 4: Averaged pairwise consistency of the first/last 10 trials in correlating with par-
ticipant performance under two different measures of consistency. Significant (p < 0.05,
two-tailed) correlations are in bold. It shows that there is a significant correlation between
within-subject consistency, measured either over the 14 pre-selected regions or the entire
brain, and subject performance.

It can be observed (see Table 4) that there is a significant correlation between within-
subject consistency, measured either over the 14 pre-selected regions or the entire brain,
and subject performance. To have the results from two different measures of consistency
comparable to each other, the Overall correlation between the brain consistency and the
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Figure 7: A represented spectral clustsering on the averaged brain activity of subject 1. Brain

activations have been averaged within each cluster.

subject performance across the 14 ROIs is used that has already been obtained in Table 1.
In both cases, the correlation between the brain consistency and the subject performance
is higher for the first 10 correctly solved problems than for the last 10 correctly solved
problems. As we found for the measure of within-subject brain consistency for previous
sessions, there is a significant difference between this measure brain consistency in better
subjects and weaker subjects in one-way between-subjects ANOVA (p < 0.0049 for both ARI
and AMI in F-test), and significant difference between early consistency and late consistency
in one-way within-subjects ANOVA (p = 0.001 for RI and p = 0.0016 for MI in F-test). This
observation is reassuring in two aspects. For one, a whole-brain level analysis ensures that
the obtained prediction effect is not dependent on focusing on selected brain regions. For the
other, an alternative measure of brain consistency based on brain parcellations ensures that
the obtained effect is not dependent on one single measure of consistency such as Pearson
correlation.

6 Conclusion

This study has shown that success in extending a human problem-solving procedure from
familiar to unfamiliar problems is reflected in how consistent subjects’ brain responses are.
This consistency refers to both how brain responses of one subject deviate away from the
global average (between-subjects consistency), and how consistently subjects respond to
different problems (within-subject consistency), with the latter one correlating stronger to
the subject overall performance and specific to the transfer task. Within-subject brain
consistency is most correlated with the subject performance when examining the early stage
of the problem solving, which can serve as an effective neural predictor. During the later stage
of the problem solving, subjects start developing problem-specific strategies that decrease
the brain consistency over time.

Though previous studies have explored the relation between consistency and subject
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performance during transfer of learning, our study is the first in identifying such effect at the
level of neural activity and further applying it in an attempt to predict performance. Section
5.2 showed that the accuracy of predicting subject performance has been further improved
by selecting the most involved brain voxels than only using the predefined 14 regions. In
Section 5.3 we used a data-driven approach to characterize brain consistency at the level of
the whole brain, and we found a similar correlation between the brain consistency and the
overall subject performance. Thus, all three approaches converge to the same conclusion
that subjects who have more consistent brain activation perform better.

We suggest that the relationship between subject performance and brain consistency is
due to the perceived similarity between the familiar problems that one has been trained on
(Regular problems) and the new problems (Exception problems). The more one finds the
new and modified problems similar to the trained ones, the more one is able to use knowledge
from having solved the trained problems. This explanation is supported by the observation
that there is significant correlation between the overall subject performance and the brain
consistency calculated over the entire experiment between the Regular problems and the
Exception problems.
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7 Appendix

7.1 Spectral clustering

Brain parcellation techniques are used to group the brain voxels into a set of non-overlapping
regions. It accounts for the functionally homogeneity of brain voxels from the data instead of
implementing any anatomical priors. Methods in the literature includes spectral clustering,
K-means [28], self-organizing maps [29], and hierarchical clustering [30]. Notably, spectral
clustering has been very successful in a couple of recent studies due to its capability to in-
corporate spatial constraints that will lead to spatially connected components of reasonable
and balanced sizes [31]. Before its popularity in brain imaging analysis, it was earlier demon-
strated in an image segmentation task to be able to effectively extract the global impression
instead of low-level cues of an image [32], which is in accordance of our purpose of character-
izing brain response on the level of whole brain instead of individual voxels. With spectral
clustering, brain parcellation is essentially re-formulated into a graph-partition problem. In
particular, fMRI is now represented as an undirected weighted similarity graph G =

(
V,E

)
,

where the set of nodes V includes all the brain voxels, and the set of edges E includes edges
between pairs of neighbor voxels. Weights of the edges are defined in a weighted adjacent
matrix W as below:

wij =

{
exp(−‖xi − xj‖2/(2σ2)), if ‖xi − xj‖ ≤ ε

0, otherwise

To incorporate the brain responses across different states, xi refers to a vector of brain ac-
tivations of the ith voxel that corresponds to 4 mental states. ε defines what are considered
adjacent locations in the graph G.

In a simplified case where the graph is to be partitioned into two disjoint sets A and B,
the disassociation between the two sets can be summarized in the total weight of removed
edges, which is called the cut:

cut(A,B) =
∑

u∈A,v∈B

w(u, v)

A successfully partitioning would be to minimize the cut value so as to maximize the inter-
set difference. With the same criteria, the problem of k-subgraph partitioning can be solved
by recursively finding the minimum cut that bisects the existing segments in a clustering
method proposed by Wu and Leahy [33]. However, the minimum cut criteria increases with
the number of edges across two sets of interest, thus favoring small isolated sets sometimes
as a single node. To avoid such partitioning, a modified criteria is used which is referred to
as the normalized cut (Ncut):

Ncut(A,B) =
cut(A,B)

assoc(A, V )
+

cut(A,B)

assoc(B, V )

where assoc(A, V ) =
∑

u∈A,x∈V w(u, x) represents the total connection between nodes in A
and all the rest of nodes in the graph G. It is not difficult to notice that:

cut(A,B) = assoc(A, V )− assoc(A,A) = assoc(B, V )− assoc(B,B)
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Minimizing this Ncut would be equivalent to maximizing the disassociation between the
two sets. Small isolated sets S would no longer have small Ncut since the total connection
assoc(S, V ) will be small too. Interestingly, from above, we can re-write Ncut as below:

Ncut(A,B) = 2− (
assoc(A,A)

assoc(A, V )
+
assoc(B,B)

assoc(B, V )
) = 2−Nassoc(A,B)

where Nassoc(A,B) is intuitively the sum of association within groups. In other words, when
minimizing the inter-set disassociation, intra-group association is also maximized. This is a
second advantage introduced by Ncut other than avoiding small isolated sets [32].

The optimized partition could be obtained by solving the generalized eigenvalue system:

(D −W )v = λDv

Spectral clustering solving an eigenvalue system corresponds to minimizing the cut, whereas
a normalized spectral clustering solving the generalized eigenvalue system corresponds to
minimizing the Ncut. The above distinction of normalized and unnormalized cut justifies
our use of spectral clustering with generalized eigenvalues where we will obtain reasonable
brain partitions with comparable cluster sizes. The detailed steps of the normalized spectral
clustering is summarized as below:

Algorithm

• Similarity graph G is constructed with W being its weighted adjacent matrix

• Compute the graph Laplacian matrix L = D −W

• Compute k generalized eigenvectors v1, v2,..., vk that correspond to the k smallest
eigenvalues of Lv = λDv

• Construct a matrix V ∈ Rnxk with columns being v1, v2,..., vk

• Apply k-means algorithm on rows of V to obtain clusters C1, C2,..., Ck

σ in the Gaussian similarity function controls the width of the neighborhood. If sigma is
too small, the graph will not be safely connected to apply spectral clustering; whereas if it is
large, the Gaussian similarity function will be too flat to capture any similarity. It has been
suggested in a previous application of spectral clustering that a practical guide on the choice
of σ is around the scale of the average distances between connected voxels which is around
0.01 in our case [31]. The number of clusters, k, need to be specified beforehand. k = 100 is
used since anatomical atlases usually propose a decomposition into about 100 regions [31].
ε is 7 (the size of a brain voxel being 2). This choice of ε is large enough to guarantees the
local connection, while at the same time small enough to not give rise to a graph too large
to have spectral clustering done in a reasonable amount of time.
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7.2 Measures for Comparing Clusterings

To extend the use of brain parcellation to characterize the changes of brain responses across
distinct experimental conditions, measures for comparing clusterings can be applied to indi-
cate the similarity/consistency of two brain responses. Two popular classes of measures are
pair-counting based and information-theoretic based [23].

For the first class, the most used measure is Rand Index (RI), which characterizes the
consistency of two clustering, U and V, by examining the co-occurrence of all the possible
pairs. In specific, let n00 represents the number of pairs that are present in different clusters
in both U and V; let n01 represent the number of pairs that are in different clusters in U but
the same cluster in V; let n10 represent the number of pairs that are in the same cluster in
U but in different clusters in V; let n11 represent the number of pairs that are in the same
cluster in both U and V. Rand Index is thus defined intuitively as the proportion of pairs
that consistently show up together or separately in two ways of clustering [34]:

RI(U,V) =
n00 + n11(

N
2

)
Despite that RI(U,V) has a range from 0 to 1, practically the range is much narrower because
Rand Index of two clusterings by chance is larger than 0. To facilitates interpretation and
comparison across different conditions, correction for chance is necessary. It is suggested
that the general form of a similarity index corrected for chance is [35]:

Adjusted Index =
Index− Expected Index

Max Index− Expected Index

which gives rise to the use of Adjusted Rand Index(ARI) [35]:

ARI(U,V) =
2(n00n11 − n01n10)

(n00 + n01)(n01 + n11) + (n00 + n10)(n10 + n11)

The second class builds upon fundamentals in information theory [36]. Given two clus-
terings U and V, mutual information (MI) measures how much knowing one of the clustering
can inform us about the other, which can be used as an indicator of how similar/consistent
two clusterings are. It could be quantified by how much uncertainty of U is reduced upon
observing V, which can be expressed as below:

MI(U,V) = H(U)−H(U |V ) =
R∑
i=1

C∑
j=1

nij

N
log

nij/N

aibj/N2

after using the facts that

H(U) = −
R∑
i=1

ai
N
log

ai
N

H(U |V ) = −
R∑
i=1

C∑
j=1

nij

N
log

nij/N

bj/N
.

A = {ai} where i = 1,2,3... B = {bj} where j = 1,2,3 ... are two clusterings on the same
set of data. nij represents the overlapping elements between cluster ai in clustering A and
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cluster bj in clustering B. Similarly, to adjust MI for chance [37], we have the Adjusted
Mutual Information(AMI):

AMI(U,V) =
I(U, V )− E{I(U, V )}

max{H(U), H(V )} − E{I(U, V )}

So that by chance AMI would be 0 and the largest one can obtain is 1.

7.3 14 Pre-defined Regions

ROIs
1 Fusi
2 Aural
3 Caud
4 PFC
5 Vocal
6 Parietal
7 ACC
8 Mot
9 AntIn
10 MidIn
11 BA10
12 AngGyr
13 Hips
14 PSPL
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