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Abstract

This paper uses machine learning tools to analyze press releases announcing company mergers and acquisitions. We find that acquisitions can be clustered into different groups based on their text similarities. The result of this paper shows that existing tools on document clustering can work on structurally highly similar documents, and benefit economic researchers in understanding mergers and acquisitions.

1 Introduction

1.1 Background

Researchers in economics, finance, and managerial science have long been interested in various aspects of mergers and acquisitions (M&A), including their reasons, patterns, and aftermath [7, 8, 17]. To have a better understanding of these aspects empirically, it is necessary to look into how merger pairs are formed, and in what way the characteristics of the buyers and targets are correlated. Since firms are not transparent by nature, it is not obvious what data we should use in our statistical analysis to answer each related question. Various empirical studies has been conducted using hard data about the merger pairs in known acquisitions [11, 12, 14]. Researchers have also utilized information from text to analyze different aspects of these transactions [16]. However, less attention has been paid to information disclosed by the firms about their own transactions [2]. This paper study the press releases announcing mergers and acquisitions.

Among all M&A transactions, the ones with particular interest are those with "technology synergies". Most typically, one party in such a merger owns a technology that can benefit the other’s business, the combination of the two can then create extra value compared with when they are separate firms. The relationship between these takeover activities and the innovation activities within firms thus become especially intriguing [5, 9, 15, 20]. Here we ask if firms specifically reveal their consideration of "technology synergies" in the announcement press releases, and we seek to provide such information to benefit the studies about innovation activities.

Figure 1 shows part of a typical press release of a "tech-oriented" acquisition. Besides the information about the buyer firm and the target firm (their industry, size, location, etc.), a typical press release also describes when and how the transaction takes place (cash or share exchange), and how this transaction could affect both firms in the future. Interestingly, different documents spend different efforts in describing each of the elements above. For example, one document could focus on how firm B provides technology solution to firm A, or how the combined firm has a greater share of the
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Figure 1: An example of acquisition press release

market. Meanwhile another document could focus on describing how many shares of firm A stock that firm B shareholders are going to receive per share of firm B stock they own, which is financially important. Despite possible strategic disclosure by firms to fool the market, here we assume the most emphasized aspect in the corresponding press release reflects the most important feature of a merger. As a consequence, intrinsically similar transactions will generate similar documents, which motivates us to study the similarities between press releases in the hope that it could lead us to some latent similarities between acquisitions. Specifically, the goal of this project is to apply document clustering in such way that it aligns with the cluster of acquisitions to the largest extent.

1.2 Approach

There are various existing ways of document clustering. [1] provides a comprehensive survey within this domain. While there are direct applications of general clustering algorithms [18, 22, 25], there are also algorithms that borrow from language modeling [4, 23]. Essentially all clustering algorithms seek to largely reduce the dimension of the feature vector representing a document, during which process interpretability will be inevitably lost, to different degrees. On the other hand, topic modeling [6], as well as other generative processes with latent variables, is known to be able to produce interesting qualitative and interpretable results. [24] integrated standard topic modeling with document clustering, where the interpretability is largely preserved, and the flexibility of the model is increased.

This paper applies two document clustering methods, both featuring topic modeling, on the target dataset. Firstly, we set LDA+Kmeans as the benchmark approach. Under this approach, naive LDA is first applied on the documents as in [6], and each document is represented as a distribution over the generated topics. Then we apply k-means++ algorithm [3] to cluster the documents. The second approach is the application of Multi-Grain Clustering Topic Model (MGCTM) in [24]. We compare the economic interpretability of the clusters generated by the two approach, since there is no ex-ante good criterion of evaluating a cluster assignment. More details of the second approach as well as deeper economic motivation will be discussed in Section 3.

2 Data Description

Transaction records are obtained from S&P Capital IQ [319]. In this paper, we restrict to M&A transactions announced between 2000-01-01 and 2016-12-31, where the buyer firm is a publicly traded firm in the United States. This dataset is hand-collected and contains identifying information of buyers and targets, and other features of the transactions, with possible errors, missing values, and even missing observations. Among the subset of 31,741 transactions, we try to locate the announcement press release of each of them through scraping the SEC Edgar database [389]. A match occurs if a within

https://www.sec.gov/edgar.shtml
the five-day window of the first announcement date of a transaction, the buyer/target firm files an 8-K report that mentions the name of the target/buyer firm, and attaches a press release as one of the exhibits. We then separate the exhibits containing the press releases and parse them into pure text documents. This part is done by imperfect hard coding and brings noise into the dataset. A public firm is only obligated to disclose its "significant" acquisitions through 8-K, which means the majority of the transactions are disclosed through other channels, or not disclosed at all. Following research with access to more complete or clean dataset from other sources are welcome to replicate the experiments in this paper.

The above data collection process gives us 6,237 press releases, each announces a transaction. The average length of a document is 1149 words. The raw dataset contains 84,475 unique words in the vocabulary. To reduce the effect of firm names on clustering, we replace firm names (full names and possible nicknames and acronyms) with the strings "buyerfirm" and "targetfirm" respectively. This ensures that we are focusing on the difference in content between documents. After removing stopwords, very common and uncommon words, we are left with a dictionary with 2,844 unique words. The average length of a document is now reduced to 495 words. Each document is then represented as a bag-of-words (bow) vector.

Buyer and target hard information are obtained from Compustat Fundamentals North America. It contains columnized information from the 10-Q and 10-K reports of firms that file these reports. This dataset, again, suffers from missing values and missing observations. Since all buyers are public firms, and presumably big enough to make acquisitions, almost all of them can be found in the Compustat dataset. On the other hand, only around 10% of the targets can be found in the dataset, which are the public firms or relatively big private ones. We collect the available quarterly information about the buyers and targets in the text dataset. Specifically, for each transaction, we collect data from two years before the announcement of the transaction to two years after the announcement.

3 Model

3.1 Model of transactions

We formalize the problem in 1.1 into the following generative process of acquisitions in Figure 2.

---

Some transactions are first announced when the definitive agreements are signed, while others are first announced upon closure of the transactions.

https://en.wikipedia.org/wiki/Form_8-K

---
$B$ is the pool of all potential buyers. Each time a transaction happens, a buyer $b_i$ is drawn from $B$ according to the distribution $\phi_B$. Similarly, a target $t_i$ is drawn from the pool of targets $T$ by a distribution conditioned on the buyer’s characteristics. In other words, buyers are choosing targets to some degree. The buyer and the target then jointly determine the type of this transaction $x_i \in 1, 2, \cdots, K$. $\gamma$ is the functional parameter that maps $b_i$ and $t_i$ into $x_i$. Each type of transactions has a black box of document generator. Note that although $b_i$ is marked as "observed" in the figure, the data is actually incomplete for some of the data, as is illustrated in Section 2. On the other hand, although $t_i$ is marked as "unobserved", we do know very limited things such as names of the targets. And for some of the targets, we have as much information as the buyers.

The question that interest economists is the arrow pointing from $b_i$ to $t_i$ in Figure 2. We are curious how M&A pairs are formed, how buyer features and target features within a pair is correlated. This problem is noisy, since we know very little about the targets, which is reflected by the graph. By inducing a discrete type $x_i$ and assuming that there are finitely many types of M&A transactions, we have reduced the complexity of the model relative to the limited data we have, which makes solving the problem more hopeful. Nevertheless, the type variable $x_i$ is unobserved as well. This paper then attempts to extract the information about the $x_i$’s from the text data. Although one way to pursue this is to combine the two processes together (i.e. Figure 2 and 3 which is to be explained) and estimate the gigantic latent structure of acquisitions and its press releases utilizing available data of the buyers and the documents, we take a step back and separate the problem into two halves. This project only focuses on the second half, document clustering, and is leaving the first half to future economic research. However, one particular type of mergers, the "tech oriented" ones, especially interests the author. Therefore an important criterion in evaluating a clustering method is whether it provides insights on the measurement of how tech-oriented each transaction is, or whether it is tech-oriented at all.

### 3.2 Model of documents

The benchmark approach is Kmeans, and it is not a generative model. This approach can be itself viewed as a two-step estimation, where in the first step LDA topics are estimated, and in the second step Kmeans is applied on the document-topic vectors. It is worth comparing this approach with a "full" or one-step method, where topic modeling and clustering are trained together, and can interact with each other. For this purpose, we borrow the MGCTM model from [24], and the document generating process is represented in Figure 3.

A type $x \in 1, 2, \cdots J$ is drawn from some unknown distribution, which can be thought of as the economic model in Figure 2 and can be simplified into a multinomial with parameter $\pi$. Each type has $K$ local topics, and a dirichlet prior $\alpha_j^x$ over the topics. Given the type $x$ and the prior of this type,
a multinomial $\theta^l$ over the $K$ local topics is drawn. At the same time, all types share $R$ global topics, which has a dirichlet prior $\alpha^g$. A multinomial $\theta^g$ is drawn accordingly. Further, a Bernoulli parameter $\omega$ is drawn from a Beta distribution with parameter $\gamma$. $x, \theta^l, \omega, \theta^g$ are document-specific parameters. To generate a word in such a document, a binary indicator $\delta$ is drawn from Bernoulli($\omega$). If $\delta = 1$, this word will be generated from a local topic. A topic $z^l$ is drawn from Multinomial($\theta^l$). Each topic is described by a multinomial $\beta^l_{j,k}$, a word is then drawn from this distribution. Similarly, if $\delta = 0$, this word will be generated from a global topic $z^g$ based on the distribution $\beta^g$.

The above model differs in the benchmark approach Kmeans in the following ways. Firstly, the proportion of "global" words in a document is independent with its type. This kind of flexibility might be a solution to the noises present in the documents. On the other hand, the model is limiting each type to its own local topics, which might lead to overall loss in fit. Taken together, the comparison of the performances of this model and the naive LDA+Kmeans can help us better understand the structure of our documents.

### 3.3 Challenges

It is challenging to cluster documents specific to this dataset and this task, where interpretability is the greater concern, instead of standard metrics for evaluating clustering. The clusters that best fit our purpose might not be the ones with the highest score. The following specifics demonstrate why this could particularly be a concern for press releases.

In general, the composition of all documents disclosed by public firms, not restricted to press releases, is decided by the joint force of mandatory disclosure regulations and voluntary disclosure incentives. The mandatory part results from SEC regulations ensuring firms do not lie, mislead investors, or hide important facts. The voluntary part refers to firms’ flexibility of adding content to the documents that investors could potentially be interested in. Note that different firms conditional on their status are subject to different levels of regulatory restrictions, and have different voluntary disclosure incentives. As a result, documents can differ in their proportion of mandatory and voluntary information. The following two extreme situations demonstrate why naive document clustering might not be successful.

- **Transactions A and B** have similar economic features, which both of them disclose in their documents. Due to regulatory requirements, half of A’s document is safe harbor statements, while B’s document has no safe harbor statements. Acquisition C has completely different economic features than A and B, while half of its document is also safe harbor statements.

- **Transactions A and B** have similar economic features. Despite both documents have disclosed these features and facts, A’s document is strategically extended (legally) and includes a CEO interview about how beneficial the transaction is, while B’s document misses this section. Acquisition C has completely different economic features than A and B, yet it has a “bragging” section just like A.

To handle these cases, an ideal algorithm in this task should have the flexibility in discarding "unimportant" features when measuring similarities between documents. The intuition is similar to removing stopwords in standard text processing, however we do not have the set of stopwords here, and do not have enough data to figure it out. In fact, if we had a large enough dataset, it would be interesting to experiment existing models with attention gates on the documents. On the other hand, it is as well likely that all the differences are caused by omitted fundamental economic features (e.g. bigger firms have longer safe harbor statements), in which case the most distinct feature in a document will reflect, maybe implicitly, the most distinctive economic feature of a transaction. This is especially a concern since there are fundamental features about the firms that are unobserved by nature, among which are "innovation ability", "organization efficiency", and "long term profitability", etc. Therefore, we should also remain cautious in relevance judgment.

---


9 Just an example, not necessarily true.
4 Experiments

4.1 LDA+Kmeans

We first run naive LDA\textsuperscript{10} with 35\textsuperscript{11} topics on the documents. We show the 10 words with the highest probabilities in 10 of the converged topics in Table 1. With the converged topics, we represent each document as a vector of distribution over topics. We then apply Kmeans\textsuperscript{12} to assign the documents to 5 clusters. The final "centers" of the clusters can be seen as 5 different vectors over topics. To visualize the cluster centers, we then collapse each of the center into a distribution over the vocabulary, which resembles a "topic". Figure 4 shows the weighted word cloud of the 5 cluster centers.

Based on the keywords and a little economics background, we recognize that cluster 0 is about "technology solutions", cluster 1 is about "income", cluster 2 is about "banks", cluster 3 is about "shareholders" and "proxy statements" (labeled as "stock"). However, cluster 4 is relatively ambiguous to label based on the top words only. The clustering assignment of each document-topic distribution vector is shown by the 2 dimensional t-sne graph in Figure 5. We observe that the most popular "unnamed" group, which refers to cluster 4, are mainly in the middle of all documents, while the other four clusters are different distinct corners of the distribution. Next we try to validate this economically using the outside hard information.

Firstly, we notice that cluster 1 mentions earnings related terms more frequently. The structural reason behind this can be found by the classification of their 8-K reports. 79\% of the transactions within this cluster are disclosed under the item "Results of Operations and Financial Condition", i.e. firms mention their recent acquisitions when announcing their earnings of the current quarter. In other words, the press releases that we collect about these transaction are mainly talking about earnings and income, instead of the acquisitions. Firms choose to disclose acquisitions in this way when they don’t feel necessary, and are not obliged, to make disclosures about the acquisitions individually. These acquisitions are usually not significant, and within the usual business operations of the firms. In other words, theses acquisitions are small, or less important relative to the size of the buyer. As a comparison, less than 5\% of the documents are under the item "Results of Operations and Financial Condition" in other four clusters. In fact, the majority of our documents are under the item "Entry into a Material Definitive Agreement".

Next, by looking at the top words of cluster 2, we infer that these transactions are bank mergers. In fact, around 87\% of the buyers in cluster 3 have SIC codes within "6020", "6021", and "6022", which refer to "Commercial Banks", "National Commercial Banks", and "State Commercial Banks". The remaining buyers are mostly within SIC codes "6035" and "6036", which refer to "Federal savings institutions" and "Savings institutions, except federal".

We now try to identify the economic features of cluster 3. One clue that we have is that documents in this cluster mention "proxy statement" and "stockholders" more often than other documents. When a potential buyer offers to acquire a target, the shareholders have to vote on whether to accept this offer. A proxy statement is required for soliciting the votes. Other top words in this cluster also indicate the discussion of the transaction details and paperwork, instead of the fundamentals of the companies. Naturally, the transaction process gets more serious and worth talking about when the merger is larger. A quick way to check this is to see how many of these targets can be found in the Compustat dataset (recall that most targets are not in this dataset). Figure 6a shows the proportion of targets in Compustat for each cluster. We can see that less than 10\% of the targets in the other 3 clusters are in Compustat, while bank targets have a higher chance. Targets in cluster 3 have a much larger probability of being in Compustat. It is also worth checking whether buyers in this cluster are larger than other buyers. We compare their average sales two years before the merger in Figure 6b. Apparently buyers in this cluster is also larger than other buyers in terms of sales. Firm size might not be the most direct variable linking to this cluster, but the above validation at least shows there is some correlation between this cluster and the economic features of firms.

Documents in cluster 0 mention technology related vocabulary more frequently. To validate this, we check whether the buyer firms of these transactions are more active in R&D activities than other buyers. Figure 7a shows the proportion of firms active in R&D (i.e. firms that report R&D expense

\textsuperscript{10}We use the ldamodel package in gensim \[21\].
\textsuperscript{11}The number of topics chosen here is to match the model complexity in MGCTM.
\textsuperscript{12}We use the kmeans cluster package in sklearn \[19\].
within the two year window prior to the transaction) in each cluster. In the bank cluster, almost none of the buyers conduct any R&D, which is consistent with our knowledge. In cluster 0, over 80% of the buyers are active in R&D activities. In the remaining 3 clusters, around 50% of the firms are active. Next we compare in Figure 7b the average R&D intensity among R&D active firms while filtering out the firms with R&D intensity above 1. We can see that the average R&D intensity of cluster 0 is still higher than other clusters.

Finally, we admit there is probably nothing special about cluster 4. Unlike transactions in other clusters, these mergers do not have a distinct economic, nor textual feature, which is why they tend to lie in the middle of all transactions.

4.2 MGCTM

As a contrast, We follow [24] and estimate the model using variational inference and EM algorithm. The model parameters are $\pi, \alpha^l, \beta^l, \alpha^g, \beta^g$ in Figure 3. In the E-step, we fix the model parameters and update the latent variables $x, \omega, \theta^l, \theta^g, \delta, z^l, z^g$. In the M-step, we update the model parameters by maximizing the lower bound of the likelihood taking the converged latent variables as given in E-step. The two steps are iterated until convergence. we set the number of groups to be 5, number of global topics to be 10, and number of local topics of each group to be 5.

The final weighted global topics and local topics of each group is represented as word clouds in Figure 8 and 9. This time the clusters are not as interpretable as in LDA+Kmeans, although we do see some overlaps. For example, group 0 resembles both center 2 and 3, which are about banks and proxy statements. Group 1 resembles center 1, both of which are about income and earnings. To better compare the two clustering assignment, we plot the group assignment in the same t-sne graph in Figure 10. This approach is not able to separate the "technology" cluster from the average group. Several factors might have caused the underperformance of the MGCTM approach. Firstly, the model might not be a very good characterization of the data. Technically speaking, this could mean the objective function is relatively flat around the optimal solution or have local maxima. Thirdly, there is the possibility that all hyperparameters are not properly tuned.

The comparison of the results from the two approaches has given us some insights. Firstly, we have understood that transactions disclosed in earnings releases should not be treated the same way as other M&A press releases. This might be a trivial finding ex-post, but it is still a relief to see that the data confirms our expectation. Similarly, we have learned that bank mergers have very different press releases than others, which is highly reasonable. On the other hand, we also do not see other industry-specific clusters at this level (may be they will reveal as we increase the number of clusters), which might partly explain why financial economists study bank mergers separately from regular M&As. Secondly, an interesting result is the formation of the cluster featuring "proxy statements" and "shareholders". A preliminary validation shows these transactions happen between bigger firms. One potential explanation would be that as the two parties in a merger become larger, the negotiation process gets more complicated, and more important to investors and shareholders. In other words, the details of the agreement start to dominate other economic fundamentals of the merger, and become the most distinguishable feature of a transaction, as well as its press release. Finally, as an economist particularly interested in tech-mergers, one lesson to draw is that we should probably restrict our attention to non-bank and smaller transactions disclosed in a press release discussing the mergers solely. The result from MGCTM shows that, instead of considering tech-mergers as generated by a different process than other M&As, we should consider the how tech-oriented a transaction is as a quantitative matter, although it is not entirely clear what the "tech" cluster is capturing in our LDA+Kmeans result.

5 Conclusion

This paper applies document clustering methods on press releases announcing M&A deals. We are able to obtain sensible clusters out of the LDA+Kmeans approach, which could benefit future research studying the structures of M&As. Specifically, we find that some mergers are disclosed in earnings releases, which are very different from other acquisition announcement press releases. We

---

13 R&D expense over Sales
also find that bank mergers have identifiable press releases among mergers in all industries. Some mergers emphasize the negotiation process and legal process of the merger in their press releases, one characteristic of which is that the firms involved are typically larger. Finally, we find that some information about the technology considerations of mergers is revealed in press releases. What these clusters are essentially capturing remains to be explored in further studies.
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