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Abstract

Machine learning (ML) is increasingly being used to support decision-making in critical settings, where predictions have potentially grave implications over human lives. Examples include healthcare, hiring, child welfare, and the criminal justice system. In this thesis, I study the risks and opportunities of machine learning in high-stakes settings. In the first chapter I focus on opportunities of ML to support experts' decisions when dealing with high-resolution multivariate data, a type of data that is particularly hard for humans to interpret. I propose methodology to discover latent complex multivariate correlation structures and illustrate its use in two different domains: (1) identification of radioactive threats in nuclear physics, and (2) prediction of neurological recovery of comatose patients in healthcare. In the second chapter, focused on algorithmic fairness, I demonstrate how societal biases encoded in historical data may be reproduced and amplified by ML models, and introduce a new algorithm to mitigate biases without assuming access to protected attributes. Finally, in the third chapter I characterize challenges that arise from the limitations of available labels in decision support contexts—such as the selective labels problem and omitted payoff bias—and propose methodology to estimate and leverage human consistency to improve algorithmic recommendations and human-machine complementarity.
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Introduction

In recent years, the use of machine learning to assist experts in high-stakes decision making has increased sharply. In this thesis, I study the risks and opportunities of machine learning in such high-stakes contexts.

Chapter 1 focuses on learning from high-resolution multivariate data, a type of data that experts often encounter and that is particularly hard for humans to parse. For example, physicians routinely make use of time-series collected via bedside monitoring to inform medical decisions. I propose novel methodology to learn from this type of data and show how it can be of use in two high-stakes settings: nuclear physics and healthcare. The proposed methodology, termed Canonical Autocorrelation Analysis, discovers multiple-to-multiple correlations within a set of features. Moreover, I also propose Canonical Autocorrelation Embeddings, a method for embedding sets of data points onto a space in which they are characterized in terms of their latent complex correlation structures, and where a proposed distance metric enables the comparison of such structures. This methodology is particularly fitting to tasks where each individual or object of study has a batch of data points associated to it, as in for instance patients for whom several vital signs or other health related parameters are recorded over time.

The discovered correlations can be used for anomaly detection, as in the case of radiation threat detection. In this domain, the proposed methodology enables the characterization of patterns of correlations between subsets of bins of gamma-ray spectra known to represent benign background radiation. Once such characterization is obtained, it is then possible to flag spectral measurements that do not follow the same patterns of correlations as anomalies potentially reflective of the presence of radiation threats. The resulting spectral anomaly detection technique performs substantially better than an unsupervised alternative prevalent in the domain, while providing valuable additional insights for threat analysis.

In addition, Canonical Autocorrelation Embeddings can also be used for classification. In this thesis, I apply the proposed methodology to characterize patterns of brain activity of comatose survivors of cardiac arrest, aiming to predict whether they would have a positive neurological recovery. Clinicians routinely face the ethically and emotionally charged decision of whether to continue life support for such patients or not. Both scenarios have potentially grave implications on patients and their close ones, so regardless of whether
they believe they have enough information, clinicians are often forced to make a prediction. The empirical results show that we can identify with high confidence a substantial number of patients who are likely to have a good neurological outcome. Providing this information to support clinical decisions could motivate the continuation of life-sustaining therapies for patients whose data suggest it to be the right choice.

The positive results shown in Chapter 1 highlight the opportunities that machine learning presents to assist expert decision-making. However, there are several risks associated to the use of machine learning for decision support. In Chapter 2, I focus on how standard ML methods may reproduce and amplify societal biases, and propose a new algorithm to mitigate biases without assuming access to protected attributes.

A domain in which the use of ML is increasingly popular—and in which unfair practices can lead to particularly negative consequences—is that of online recruiting and automated hiring. Through a large-scale study of gender bias in occupation classification, this thesis studies the potential allocation harms that can result from the use of predictive models in automated recruiting. A new dataset of over 400,000 online biographies written in third person was collected and made publicly available. This dataset was then used to study the biases present in algorithms trained to predict a person’s occupation from their online biography. Several algorithms and semantic representations were explored, ranging from a bag-of-words representation as input for a logistic regression, to a word embedding as input for a deep recurrent neural network. The empirical results show that differences in true positive rates between genders are correlated with existing gender imbalances in occupations, even when explicit gender indicators such as gender pronouns were “scrubbed” from the text. Moreover, this work provides a theoretical demonstration that whenever there is a positive correlation between differences in true positive rates across groups and previous group imbalances, imbalances will be compounded. That means that if a group is underrepresented in a certain occupation, it will be further underrepresented amongst the individuals who are correctly predicted to be in that occupation. This effect can be related to compounding injustices—an existing notion of indirect discrimination in the political philosophy literature that holds that it is a general moral duty to refrain from taking actions that would harm people when those actions are informed by, and would compound, prior injustices suffered by those people [1]. This work has important practical relevance at a time when automated recruiting is becoming widespread and companies are grappling with the consequences of these technologies.

Moreover, even before a supervised learning task is defined (such as predicting a person’s occupation), the choice of how to represent the data may itself lead to representational harms. Bias in word embeddings has received considerable attention in the past years, but until recently its study depended on querying for specific biases, such as determined re-

---

[1] Amazon scrapped a secret AI recruitment tool that showed bias against women: https://www.reuters.com/article/us-amazon-com-jobs-automation-insight/amazon-scraps-secret-ai-recruiting-tool-that-showed-bias-against-women-idUSKCN1MK08G
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relationships or pre-defined protected groups. The second part of Chapter 2 proposes an algorithm to automatically enumerate biases in word embeddings. The algorithm is highly unsupervised—it does not even require the sensitive features to be pre-specified. This is desirable because: (a) many forms of discrimination—such as racial discrimination—are linked to social constructs that may vary depending on the context, rather than to categories with fixed definitions; and (b) it makes it easier to identify biases against intersectional groups, which depend on combinations of sensitive features. The utility of the approach is demonstrated on publicly available word embeddings, and the output is evaluated using crowdsourcing. Through its application, a large number of offensive associations related to sensitive features such as race, religion and gender were found on widely used embeddings, including a supposedly “debiased” embedding. A crowd-sourcing evaluation shows that this associations aligned with societal stereotypes.

Characterizing the risks of using ML for decision support may help (i) inform policy, and (ii) frame novel research to tackle these challenges. The last section of Chapter 2 proposes one of the first methodologies to reduce bias in predictive models without requiring access to protected attributes. The underlying intuition of the proposed method is to “fight bias with bias”, leveraging the biases discovered in word embeddings to mitigate compounding imbalance effects in classification. The biases found in Section 2.2 are used to mitigate the bias characterized in Section 2.1. Specifically, the method penalizes correlations between the predicted probability of an individual’s true class in a classification task and a word embedding of their name. The results demonstrate that this strategy significantly reduces gaps in true positive rates across race and gender groups, thereby mitigating the compounding imbalances effect observed in our earlier work. By design, name information is only present during training, which means that no private information is required during deployment, and that gains extend to individuals for whom protected attributes may be poorly proxied by their name.

Finally, even if data does not encode societal biases, the sensitive task of developing decision support tools is complicated by several factors, many of which stem from the nature of the labels available for training predictive models. Chapter 3 focuses on the limits of learning from observed outcomes to train decision-support systems, and proposes methodology to overcome this. There are two central challenges this chapter focuses on: omitted payoff bias and the selective labels problem. First, it is often the case that experts care about constructs that are not well captured in the available labels. This leads to omitted payoff bias, where there is a disconnect between the prediction loss function and the true payoff function. Second, these tools are often constructed and validated on data that is the result of historical human decisions. In such settings we commonly observe labels only for certain decisions—a phenomenon known as the selective labels problem [2]—, and the decisions themselves may have affected the observed outcomes. These issues limit the validity and utility of predictive models learned from the data using standard methods.

To overcome these challenges, Chapter 3 introduces methodology to leverage information contained in the historical human decisions, a rich but messy source of information.
Drawing inspiration from the literature on crowd-sourcing and wisdom of the crowds, the aim is to tackle some of the limits of learning from observed outcomes alone by also learning from consistency amongst experts. However, while in crowd-sourcing the same instance is assessed by multiple people, in the settings considered here each instance observed in the historical data is assessed by a single expert, such as a physician or a judge. This Chapter proposes an influence-function-based method to estimate human consistency in this setting. Under the assumption that human consistency is indicative of correctness, this human knowledge can then be incorporated into a model trained to predict observed labels through *label amalgamation*, an approach introduced in this Chapter. Through semi-synthetic experiments, it is shown how the proposed approach successfully incorporates human knowledge in different decision-making scenarios. Empirical experiments conducted on data from a child abuse hotline setting indicate that the proposed methodology successfully incorporates human knowledge, increasing recall for cases whose risk is not well captured in the available labels. Finally, for domains where it cannot be assumed that consistency is indicative of correctness, this Chapter introduces an influence-driven second opinion recommender algorithm, which identifies which expert is most likely to provide an alternative opinion for a given case.
Chapter 1

Learning from multivariate high-resolution data

Chapter partially based on:

Introduction

In many domains experts are routinely tasked with interpreting high-resolution multivariate data as part of their decision-making process. Examples include physicians who track multiple vital signs of patients in intensive care units, and security experts who monitor gamma-ray spectra in order to identify potential radioactive threats. This Chapter presents Canonical Autocorrelation Analysis (CAA), a method for automated discovery of multiple-to-multiple correlation structures within a set of features. Through the introduction of a distance metric between CAA correlation structures it is possible to obtain a feature space embedding—termed Canonical Autocorrelation Embeddings (CAE)—where each individual/object is represented by the set of its multivariate correlation structures. This methodology is particularly fitting to tasks where each individual or object of study has a batch of data points associated to it, e.g., patients for whom several vital signs or other physiological measures are recorded over time. Using the proposed feature space embedding, traditional machine learning algorithms that rely on distance metrics, such as nonparametric clustering and k-nearest neighbors (k-nn), can be applied straightforwardly to leverage similarities or dissimilarities of correlation structures characteristic to individuals.
The first part of this Chapter introduces CAA and its application for anomaly detection, and illustrates its use in the context of radiation threat detection in nuclear physics. The second part introduces CAE and its use for supervised learning, demonstrating its use for predicting neurological recovery of comatose survivors of cardiac arrest. The relevance of the two application domains explored in this Chapter is explained below.

Nuclear physics  Ever since the invention of nuclear weapons, radiation threat detection has been a security priority around the globe. Even though the total number of weapons has declined since the Cold War, a continued investment in nuclear arsenal has increased the destruction capacity of existing warheads, thus the threats that characterized the Cold War are still a main concern for the international community [3]. Furthermore, a vast number of such weapons are tactical nuclear weapons, characterized by their incapability to inflict strategically decisive damage to the military or economy of the target, a trait that has kept them out of current nuclear arms control arrangements. Many of them are kept under dubious security standards, as is the case of many that are stored in remote, hard-to-defend locations. These small and portable warheads, although incapable of devastating a country’s economy in a single blow, would cause large-scale harms if used. Robbery of stolen fissile material that can be used to build radiological devices, commonly known as “dirty bombs”, is also a concern for governments [4]. This problem reached its peak after the collapse of the Soviet Union, when the risk of people who are unaware of the dangers of radioactive material getting hold of it was illustrated by the case of a man who died of radiation sickness after storing material stolen from a nuclear waste facility in a kitchen cabinet [5]. Such risks are still present; in 2015 international alerts were triggered after a container full of medical isotopes was stolen in Mexico, where two years earlier thieves accidentally got hold of a container with radioactive material used in medical equipment [6]. Even though the destruction capacity of such devices cannot be compared to that of a nuclear warhead [4], they could expose thousands of people to dangerous levels of radiation [7].

Thus, effectively monitoring borders to prevent smuggling of radioactive threats, as well as monitoring the interior for signatures of possible threats, are crucial needs for many countries. This, however, is not an easy task. Radioactive materials are typically shielded, and the shielding can be engineered to make detection harder. In addition, faint sources of potentially harmful radiation can be hard to detect in scenes where intensity and spectral characteristics of benign background radiation vary significantly, as is the case in human-made environments. An additional challenge comes from the fact that different types of threats follow different spectral patterns, and even if templates of some common threat types are available, relying on supervised analysis of field data is risky. Supervised detectors may fail to detect threats that were not present in the training data, or which were shielded in a particularly unexpected fashion. Therefore, efforts have been made to develop unsupervised methods that successfully detect threats without relying on source templates.
Applying CAA for radiation threat detection enables us to characterize harmless radiation with a structure of correlations spanning sets of energy bins. Once this characterization is established, it can be used for spectral anomaly detection, as threats can be expected to deviate from the correlations characterizing harmless ambience. The experiments show that the ability of CAA to identify parsimonious subsets of features and later use it to model background radiation variability makes it more robust at threat detection than one of the most popular unsupervised methods used in the domain: a Principal Component Analysis (PCA) spectral anomaly detection method that considers all dimensions of spectra in linear combinations corresponding to subsequent principal components [8].

**Healthcare** In the healthcare domain, characterizing the current state of a patient through correlation structures can make it possible to leverage potentially under-appreciated forms of information, such as the interdependencies and interactions between different parts of the human body. The utility of CAE in this domain is demonstrated by focusing on the specific example of predicting neurological outcomes for comatose survivors of cardiac arrest based on electroencephalographic (EEG) measurements.

Cardiac arrest is the most common cause of death in high-income nations [9]. In the United States alone, over 350,000 people suffer a sudden out-of-hospital cardiac arrest each year [10]. Despite advances in care, only a minority of patients that survive to hospital admission after cardiac arrest are discharged alive, and even fewer enjoy a favorable neurological recovery [10, 11]. Among non-survivors, the most common proximate cause of death is withdrawal of life-sustaining therapy based on perceived poor neurological prognosis [11, 12]. This decision may be motivated by the rarity of favorable neurological recovery, the emotional difficulty for families faced with even a few days of critical care of a comatose loved one, and fear of survival with severe disability.

Unfortunately, accurate neurological prognostication after cardiac arrest is challenging, particularly in the first 3 to 5 days after initial resuscitation [13]. Modalities to facilitate early prognosis of recovery have been explored [14, 15, 16], in an attempt to augment medical knowledge and provide decision support systems to inform physicians as they continually reassess whether to continue or withdraw life-sustaining therapy. However, current methods are inadequate. Life-sustaining therapy is still often withdrawn before prognosis is certain as a result of “therapeutic nihilism” that may undermine otherwise effective post-arrest critical care that could have resulted in good recovery [17, 11, 18, 19]. At the same time, patients with brain injury that will ultimately be deemed irrecoverable are often still supported for days while providers gather prognostic data.

Improving care and making better decisions requires more predictive power and a better understanding of the brain early after cardiac arrest. Although many modalities may inform neurological prognostication in these patients [20], of particular interest is the rich EEG data that may be obtained. Qualitatively, some EEG patterns such as seizures suggest severe brain injury [21]. Quantitatively, patterns with strong correlations between channels or over time, such as burst suppression with identical bursts, are suggestive of non-
survivable injury [22, 23]. Research indicates that there are EEG signals that can improve prediction accuracy [15, 24, 23]. Within EEG signals, as in many biological systems, entropy is a marker of information content [25]. By contrast, strong spatial or temporal correlations are an ominous predictor of severe brain injury [22, 23, 15]. Figure 1.1 shows an example of an EEG of a post-arrest patient with mild brain injury who goes on to enjoy a favorable recovery and an example of an EEG of a patient with severe brain injury, for which correlations across channels are very strong. However, in some cases these correlations may be subtle and complex, making them unapparent to physicians that qualitatively interpret an EEG recording. Motivated by this, our goal is to characterize patients in terms of their multivariate, non-linear structures of correlation and use the resulting featurization to predict their neurological outcome.

A proof of concept is presented to illustrate the potential utility of CAE by applying it to characterize electroencephalographic recordings from 80 comatose survivors of cardiac arrest, aiming to identify patients who will survive to hospital discharge with favorable functional recovery. The results show that with very low probability of making a Type 1 error, it is possible to identify 32.5% of patients who are likely to have a good neurological outcome, some of whom have otherwise unfavorable clinical characteristics. Importantly, some of these had 5% predicted chance of favorable recovery based on initial illness severity measures alone. Providing this information to support clinical decision-making could motivate the continuation of life-sustaining therapies for these patients.

Figure 1.1: Left: EEG of a post-arrest patient who goes on to recover. Right: EEG of a patient with poor neurological prognosis. Strong correlations across channels suggest severe brain injury.
1.1 Related work

Canonical Correlation Analysis (CCA) is a statistical method first introduced by [26], useful for exploring relationships between two sets of variables. It is used in machine learning, with applications to medicine, biology and finance, e.g., [27, 28, 29, 30]. Sparse CCA, an $\ell_1$ variant of CCA, was proposed by [30, 31]. This method adds constraints to guarantee sparse solutions, which limits the number of features being correlated. Given two matrices $X \in \mathbb{R}^{n \times p}$ and $Y \in \mathbb{R}^{n \times q}$, CCA aims to find linear combinations of their columns that maximize the correlation between them. Usually, $X$ and $Y$ are two disjoint matrix representations for one set of objects, so that each matrix is using a strictly different set of variables to describe them. Assuming $X$ and $Y$ have been standardized, the constrained optimization problem is shown in Eq. 1.1. When $c_1$ and $c_2$ are small, solutions will be sparse and thus only a few features are correlated.

$$\max_{u,v} u^T X^T Y v$$

$$||u||_2^2 \leq 1, ||v||_2^2 \leq 1 \quad ||u||_1 \leq c_1, ||v||_1 \leq c_2$$

for $0 \leq c_1 \leq 1, 0 \leq c_2 \leq 1$ (1.1)

The extension of Sparse CCA for discovery of multivariate correlations within a single set of features to study brain imaging has been previously explored in [27, 28]. Using the notion of autocorrelation, the authors attempt to find underlying components of functional magnetic resonance imaging (fMRI) and EEG, respectively, that have maximum autocorrelation. The types of data used in these works are ordered, both temporally and spatially. To find temporal autocorrelations, $X$ is defined as the original data matrix and $Y$ is constructed as a translated version of $X$, such that $Y_t = X_{t+1}$.

Canonical Autocorrelation Analysis (CAA), the methodology introduced in this Chapter, is a generalized approach to discovering multiple-to-multiple correlations within a set of features. Figure 1.2 illustrates the different use cases of Sparse CCA and CAA. The proposed formulation of CAA also allows for the user to select sets within which correlations are forbidden, which is useful when trivial correlations should be avoided.

Other methods for finding sparse representations of data comprised in a single matrix include the well-known Sparse Principal Component Analysis (Sparse PCA). While CAA resembles Sparse PCA in the sense that it finds sparse representations of data contained in one matrix, Sparse PCA maximizes retained variance of data in one-dimensional projections, while CAA finds two-dimensional projections where correlation across two subsets of features is maximized. CAA specifically seeks projections composed by pairs of strongly correlated linear combinations of features, enabling discovery of hidden characteristic correlations in data, which cannot be easily found with other methods such as Sparse PCA. Appendix A.2 explores the difference between the two methods in more detail and from a theoretical perspective.

Extraction of informative projections has been tackled in the past [32, 33]. The work presented in this Chapter differs from the existing methodology in two primary ways. First,
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Figure 1.2: Comparison between scenarios where Sparse CCA and CAA can be used. 

(Lef) Sparse CCA set up: $X$ and $Y$ are two matrices where the rows correspond to the same items but the columns represent separate sets of variables. Sparse CCA finds sparse multiple-to-multiple linear correlations between subsets of the features in matrix $X$ and subsets of features in matrix $Y$. 

(Righ) CAA set up: In cases where there is no natural or intuitive division of the features into two sets, a possible division represented by the dotted line is no longer given. Instead, all features are part of one matrix $X$. CAA finds multiple-to-multiple correlations between subsets of features in this matrix.

each of CAA projection axes is defined by a linear combination of features, rather than a single feature, which helps discover complex structures if they exist. Secondly, rather than finding projections where classes are well-separated, the proposed methodology is unsupervised and it is aimed at characterizing objects or individuals that have a batch of data points associated to them, yielding an embedding where standard machine learning methodologies can be used with minor modifications. In that sense, the extracted projections are different both in their form and in their purpose.

The comparison of correlation structures and principal components has been explored in the literature for decades. Most prominently, [34] discusses comparison of principal components between groups. To do so, they propose a metric inspired by the concept of congruence coefficient [35], which is nothing but the cosine of the angle between the two $p$-dimensional vectors. Also related is [36], where a metric between covariance matrices is proposed. The notion of a distance metric between canonical autocorrelation structures differs from these in that CAA finds a factorization of the correlation matrix where each portion of the correlation matrix is expressed as the outer product of a pair of orthonormal vectors, which define a bi-dimensional space in which the projected data follows a linear correlation. Section 1.3.4 discusses the proposed metric.
1.2 Data

1.2.1 Nuclear physics

Radiation is often characterized using gamma-ray spectra, which are typically represented as vectors of photon counts registered by the sensor at subsequent discrete and disjoint intervals of energy. These vectors, called in the application domain the energy spectra, become data points for analysis. In this Chapter, 128 energy bins are used, thus each data point is a vector in $\mathbb{R}^{128}$.

There are two types of data used in this research: harmless background and threat-infected background.

- **Harmless background** Over a period of five consecutive days a truck drove around downtown Sacramento, California, with a double 4x16” NaI planar detector on its back. The data contains approximately 70,000 one-second observations collected enroute, that reflect background radiation as well as any nuisance sources.

- **Threat-injected background** Synthetic threat injections done at the Lawrence Livermore National Laboratory. Simulated data mimics 15 types of sources. For each source, a data set of 10,000 observations is created by embedding synthetic threat signatures in harmless background data.

Once the model is trained using this data, it can be used on data collected by mobile detectors of radiation threat.

1.2.2 Prediction of neurological recovery

The data used in this study is derived from 451 comatose survivors of cardiac arrest treated at a single academic medical center between 2010 and 2015 [15, 37]. For each patient, quantitative EEG (qEEG) summary measures at one-per-second resolution are available for continuous EEG recordings averaging about 36 hours per patient. These qEEG features were calculated using FDA-approved clinical software (Persyst(R) Version 12, Persyst Development Corp, Prescott AZ), using standard signal processing engines. The total number of qEEG features is 66 and include seizure probability, amplitude-integrated EEG for the left and right hemisphere, spike detections, and suppression ratio, among other features that doctors have identified as clinically useful. The raw EEG data were not available. The full list of features can be found in Appendix A.7.

The data makes it known whether a patient survived to hospital discharge. For those who lived, it is known whether they experienced a functionally favorable recovery as measured by one of two standard outcome scales: the Cerebral Performance Category and a modified Rankin Scale. For those who died, the proximate cause of death is available. Figure 1.3 shows this information in detail. As it is discussed in more detail in Section 1.4, the data used in our experiments corresponds to the 80 patients who survived hospital
discharge and who were monitored for at least 36 hours, 40 of whom had a positive neurological recovery and 40 who did not.

![Figure 1.3: Patient labels. Survival and outcome (Left), and cause of death (Right).](image)

1.3 Methodology

1.3.1 Canonical Autocorrelation Analysis

The goal of Canonical Autocorrelation Analysis (CAA) is to find multivariate sparse correlations within a single set of variables, yielding multiple bi-dimensional projections where each axis corresponds to a linear combination of a subset of the features and the projected data follows a linear trend. In the Sparse CCA framework, this could be understood as having identical matrices $X$ and $Y$. Applying Sparse CCA when $X = Y$ results in solutions $u = v$, corresponding to Sparse PCA solutions for $X$ [31]. This issue is tackled by introducing a penalty for overlapping feature support. The resulting optimization problem for CAA is shown in Eq. 1.2.

$$\max_{u,v} u^T X^T X v$$

$$||u||^2_2 \leq 1, ||v||^2_2 \leq 1 \quad ||u||_1 \leq c_1, ||v||_1 \leq c_2$$

$$\sum_{i=1}^{m} |u_i v_i| = 0$$

for $0 \leq c_1 \leq 1, 0 \leq c_2 \leq 1$ (1.2)

Understanding this as a new generalization of the PMD decomposition [31], the solution for CAA is analogous to that of other PMD-based approximations, although necessary
adjustments have to be made to account for the additional constraint. Note that in the CAA optimization problem seen in Eq. \ref{eq:1.2}, the equality constraint can be seen as a weighted $L_1$ penalty when either $u$ or $v$ are fixed. Replacing the equality constraint by an inequality constraint gives a biconvex problem, while resulting in the same solution. Therefore, it can be solved through alternate convex search \cite{38}, as shown in Algorithm \ref{alg:1}.

\begin{algorithm}
\caption{CAA via alternate convex search}
\begin{algorithmic}
\State Initialize $v$ s.t. $\|v\|_2 = 1$;
\Repeat
  \State $u \leftarrow \arg\max_u u^T X^T X v$
  \State s.t. $\|u\|_2^2 \leq 1$, $\|u\|_1 \leq c_1$, $\sum_{i=1}^m |u_i||v_i| = 0$
  \State $v \leftarrow \arg\max_v v^T u^T X^T X v$
  \State s.t. $\|v\|_2^2 \leq 1$, $\|v\|_1 \leq c_1$, $\sum_{i=1}^m |u_i||v_i| = 0$
\Until $u$, $v$ converge;
\State $d \leftarrow u^T X^T X v$;
\end{algorithmic}
\end{algorithm}

At each iteration, the resulting convex problem can be solved through the Karush-Kuhn-Tucker (KKT) conditions. The pseudo-code for solving the convex problems at each iteration of the alternate convex search is provided in Algorithm \ref{alg:2}, where it is solved for $u$ without loss of generality. For a detailed derivation see Appendix A.1.

\begin{algorithm}
\caption{CAA alternate convex search iteration via KKT conditions}
\begin{algorithmic}
\State $\lambda_1 = \max_i \frac{|(X^T X v)_i|}{|v_i|}$;
\If $\|S_{\Phi(v_{\lambda_1}, 0)}(X^T X v)\|_2 \leq c_1$
  \State return $u = \frac{S_{\Phi(v_{\lambda_1}, 0)}(X^T X v)}{\|S_{\Phi(v_{\lambda_1}, 0)}(X^T X v)\|_2}$
\Else
  \State Binary search to find $\lambda_2$ s.t. $\|\frac{S_{\Phi(v_{\lambda_1}, \lambda_2)}(X^T X v)}{\|S_{\Phi(v_{\lambda_1}, \lambda_2)}(X^T X v)\|_2}||_1 = c_1$;
  \State return $u = \frac{S_{\Phi(v_{\lambda_1}, \lambda_2)}(X^T X v)}{\|S_{\Phi(v_{\lambda_1}, \lambda_2)}(X^T X v)\|_2}$
\EndIf
\end{algorithmic}
\end{algorithm}

To find multiple pairs of CAA canonical vectors, Algorithm \ref{alg:1} can be repeated iteratively, replacing $X^T X$ with a matrix from which the already found correlations are removed, as shown in Eq. \ref{eq:1.3}.

\begin{equation}
X^T X - d(uv^T + vu^T) \tag{1.3}
\end{equation}
1.3.2 CAA-based anomaly detection

How can the outcome of CAA be used once it has been applied to a matrix $X$? CAA produces several multiple-to-multiple linear correlation patterns. If the only goal is that of characterizing and understanding the data, one can analyze the coefficients in the canonical projections to understand which correlations are characteristic in a certain data set. Such projections can also be used as the basis of an anomaly detection method, introduced below.

CAA can be applied to a set $(X \in \mathbb{R}^{n \times m})$ of data points that are assumed to not be anomalous. The result will be $k \leq m$ pairs of canonical vectors, where the $i$th pair is referred to as $(u^{(i)}, v^{(i)})$, for $i = 1, \ldots, k$. Each of these vector pairs maps the data into a new bi-dimensional space, where the x-axis corresponds to $u^{(i)^t}X^t$ and the y-axis corresponds to $Xv^{(i)}$. The projection of the data onto the $i$th canonical space is defined as in Equation 1.4.

$$X^\text{proj}_i = (u^{(i)^t}X^t, Xv^{(i)})$$ (1.4)

The top canonical projections yield representations in which the training data shows a strong diagonal tendency if the underlying correlations indeed exist. The resulting distribution can be characterized by fitting a parametric density model (e.g., bivariate Gaussian) or using a non-parametric density model (e.g., kernel density estimation),

$$X^\text{proj}_i \sim F_i(\theta_i)$$ (1.5)

This yields a characterization of the non-anomalous data points by:

$$\{ \text{Canonical vectors } (u^{(i)}, v^{(i)}) \text{ for } i = 1, \ldots, k \}$$
$$\{ \text{Distributions } F_i \text{ parameterized by } \theta_i \text{ for } i = 1, \ldots, k \}$$

Given a new data point $x$, it can be projected onto the $k$ canonical projections and a score of anomalousness can be computed for each projection using the likelihood (Equation 1.6).

$$s_i(x) = \mathbb{P}(x|\theta_i)$$ (1.6)

Finally, a cumulative single score can be computed using an aggregation metric $M(\cdot)$, where the choice of this metric depends on the particular application (e.g., minimum or product), as shown in Equation 1.7.

$$S(x) = M_{i=1:k}(s_i(x))$$ (1.7)

For the experiments in this Chapter, it is assumed that the training data follows a bivariate Gaussian in each of the canonical projections, i.e,
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\[ X_i^{\text{proj}} \sim N(\mu_i, \Sigma_i) \]  

Therefore, the data set can be characterized by Equation 1.9.

\[
\{ (u^{(i)}, v^{(i)}) \quad \text{for} \quad i = 1, \ldots, k \quad k \leq n \} \\
\{ (\mu_i, \Sigma_i) \quad \text{for} \quad i = 1, \ldots, k \} 
\]

Each \( i \) yields a characterization of the training data that involves multiple features. A new data point \( x \) can be simultaneously mapped onto all \( k \) canonical spaces, and given the assumption of a bivariate Gaussian, a Mahalanobis distance metric can be used as an equivalent to the likelihood. Therefore, our score \( s_i(x) \) is given by

\[
s_i(x) = D_M(x_i^{\text{proj}})
\]

where \( x_i^{\text{proj}} = (u^{(i)} x_i^T, x_i v^{(i)}) \) (1.10)

\[
D_M(x_i^{\text{proj}}) = \sqrt{(x_i^{\text{proj}} - \mu_i) \Sigma_i^{-1} (x_i^{\text{proj}} - \mu_i)}
\]

Note \( D_M(\cdot) \) is the Mahalanobis distance from \( x_i^{\text{proj}} \) to \( N(\mu_i, \sigma_i) \), where \( x \) is the current observation.

If the new data point follows the same correlation patterns as the training data, all of the Mahalanobis distances computed for it should be small. It can be expected that a data point that is anomalous in the CAA sense would not match that behavior. It will likely fail to follow one or multiple of these characterizations, which will result in one or multiple large Mahalanobis distances. To marginalize the resulting distribution of scores into a total score \( S(x) \), one conceivable option is maximization, as in Equation 1.11.

\[
S(x) = \max_{i=1, \ldots, k} D_M(x_i^{\text{proj}})
\]

Maximization is only one of many possible ways to aggregate scores from multiple CAA projections. This approach has proved to be effective in the threat detection application because it is typically sufficient for a gamma-ray spectrum measurement to substantially deviate from the expectation in only a few energy bins to warrant attention. However, in other applications alternative forms of \( S(x) \) may be more relevant and effective.

The threat detection threshold is calibrated following [39], by assuming a particular rate of nuisance positives in training data (2-5%).

1.3.3 Non-linear and forbidden correlations

When looking for latent structures of correlation in data, it may often be useful to consider non-linear relationships. Stemming from Weierstrass approximation theorem [40], the most
straightforward way of doing so is by extending the feature space with subsequent powers of the original features. This increases the potential power of expression of the resulting models, but using it directly with the current formulation of CAA would likely result in each feature being trivially correlated with its own exponential transformations. Similar useless effects could be expected if the available data contains features that are already known to be mutually correlated by design. For example, in the data considered in this project, several features correspond to basic statistics of the amplitude integrated EEG.

To overcome those limitations, the optimization problem is modified to extend the concept of disjoint support to sets of features. Assuming each feature \( x_i \) has a subset \( S_i \) of associated indices of other features that should not be included as correlates of \( x_i \), the resulting optimization problem follows Eq. 1.12.

\[
\max_{u,v} u^T X^T X v \\
\|u\|_2^2 \leq 1, \|v\|_2^2 \leq 1 \quad \|u\|_1 \leq c_1, \|v\|_1 \leq c_2 \\
\sum_{i=1}^{m} \sum_{j \in S_i} |u_i v_i| = 0 \\
\text{for} \quad 0 \leq c_1 \leq 1, 0 \leq c_2 \leq 1
\]

The new constraint for disjoint support can still be understood as a weighted-L\(_1\) penalty at each iteration of the biconvex optimization algorithm. Hence, the problem can still be solved in the way presented in Section 1.3.1, with the only difference that the parameters of the soft-thresholding operator will change.

### 1.3.4 Canonical Autocorrelation Embeddings

CAA enables the discovery of bi-dimensional projections where the data closely follows a linear distribution. Each axis of these projections corresponds to a linear combination of the original features, and their respective coefficients are represented in a pair of vectors \( u, v \in \mathbb{R}^m \). Each pair \( u, v \) constitutes a CAA canonical space, and each CAA model may consist of one or more such canonical spaces.

Since the correlations discovered by CAA are defined by pairs of vectors in \( \mathbb{R}^m \), it is possible to measure the distance between two CAA canonical spaces in terms of Euler angles defining the rotation from one pair of axes to the other. Given that measuring the angle between two vectors is equivalent to measuring the arc between them, and that \( \|u^{(i)}\|_2 = \|v^{(i)}\|_2 = 1 \forall i \), the distance between two CAA canonical spaces \( C_1 \) and \( C_2 \) can be defined as shown in Eq. 1.13. Note that the minimum is simply used to find the best (the smallest angle) of two possible ways of aligning arbitrary \( C_1 \) and \( C_2 \).

\[
d(C_1, C_2) = \min(||u_1 - u_2||_2 + ||v_1 - v_2||_2 , ||u_1 - v_2||_2 + ||v_1 - u_2||_2) 
\]
It is easy to show that this metric satisfies the necessary conditions for a well-defined distance (see Appendix A.3 for the proof). Moreover, if two CAA canonical spaces represent the same correlation structure, the vectors defining them must be equal. This stems from the fact that such correlation structure would take the form of a matrix $C_o \in \mathbb{R}^{m \times m}$, therefore, Eq 1.14 can be seen as a system of linear equations with at most one solution.

$$C_o = uv^T$$ (1.14)

Even though Eq. 1.13 provides a distance metric that captures desired characteristics, this is not the only nor necessarily the best such metric, and it is appropriate to continue exploring alternatives. Appendix A.4 contains a short discussion of why the “principal angles”, one of the metrics most commonly used to measure distance between subspaces and which naturally comes to mind in this setting, is not well-suited for our current task.

### 1.3.5 Classification and K-Nearest Correlations

Having formulated a distance metric between pairs of CAA canonical spaces enables the use of a range of distance-based machine learning algorithms, such as k-means or hierarchical clustering or k-nn, to leverage similarities among correlation structures present in data. One complexity that arises while doing so is that each subset of data being compared may be represented by more than one CAA canonical space, and therefore more than one point in the embedding.

This setting can be incorporated into the k-nn framework by calculating the class probability for each correlation structure through the votes of their $k$ nearest neighbors, and then aggregating over all correlations associated to an object using log-odds, as shown in Eq. 1.15, where $n_{p,i,j}$ denotes the class label of the $j$th neighbor of the $i$th correlation of patient $p$.

$$q_i = \frac{\sum_{j=1}^{k} n_{p,i,j}}{k}$$

$$\hat{y}_p = \log\left(\prod_{i=1}^{m_p} \frac{q_i}{1 - q_i}\right)$$ (1.15)

However, it is likely that some type of correlation structures will be common to both classes, while others are discriminative. To reduce noise and allow for those discriminative correlations to lead the decision, a threshold $t$ is incorporated, so that log-odds are only calculated over those correlation structures with a class probability that is discriminative enough, as shown in Eq. 1.16. Incorporating this threshold also enhances interpretability of the comparisons, as it reduces the number of structures that are used for making a prediction, making it easier for practitioners to understand which correlations appear relevant.
for the task at hand. The parameters $k$, indicating the number of neighbors, and $t$ can be tuned through cross-validation.

$$\hat{y}_p = \log \left( \prod_{i=1}^{m_p} q \left( |q_i - 0.5| > t \right) \frac{q_i}{1 - q_i} \right)$$ (1.16)

1.4 Results and Analysis

1.4.1 Nuclear physics

Synthetic data

The first experiment aims to illustrate how known correlations can be successfully retrieved by CAA.

A Gaussian bivariate distribution is generated with an assumed mean and covariance, and 200 data points are sampled from it. A matrix $X$ of dimensions $200 \times 20$ is created such that there exist sparse vectors $u, v$, each with two non-zero components, for which $(u^T X^T, X v)$ correspond to the previously generated Gaussian. Next, 70% of data is used to train a CAA model and the rest is used for testing. Figure 1.4a contains a scatter plot of the data sampled from the Gaussian, where the axes indicate the linear combinations of columns of $X$ that map the original data onto the Gaussian. Figure 1.4b shows the

![Figure 1.4: Comparison between a synthetic correlation pattern and the correlation pattern retrieved by CAA. Equations have the form of $k_i X[i, i] + k_j X[j, j]$, where $X[i, i], X[j, j]$ are the $i$th and $j$th columns of $X$ and $k_i, k_j$ are the linear combination coefficients.](image)
projection of both training and testing data onto the space determined by the first pair of canonical vectors retrieved by CAA, where the equations on the axes correspond to the correlation they establish. Note that the method is able to successfully identify the existing multiple-to-multiple linear correlation, even though the features are not grouped identically as in the original design.

Nuclear physics

The radiation data used in our experiments is featurized into 128 disjoint energy bins, and reflects photon counts obtained from gamma-ray spectrometer measurements. There are 20,000 records available for harmless background data, and 10,000 records for each of 15 types of threat-injected data, to simulate various radiological threats.

As it was previously explained, PCA-based spectral anomaly detection assumes that the top few principal components represent the expected envelope of background variation, and uses the residual after removing these top components as a spectral anomaly score. In the case of CAA, multiple-to-multiple combinations of energy bins that are well correlated provide a characterization model for background radiation. This model can be used as the basis of the anomaly detection method described in Section 1.3.2, which identifies threats when radiation spectra depart from the expected patterns of correlation.

Figure 1.5: Projection of background radiation and threat-injected background radiation measurements onto space determined by one pair of CAA canonical vectors. The equations indicate the multiple-to-multiple linear correlation that defines this projection. Data point labeled with black $x$ corresponds to the individual threat case analyzed in Figure 1.6.
For evaluation purposes, the CAA-based anomaly detector is compared to the PCA-based anomaly detector, a widely used approach in the domain. The PCA-based spectral anomaly detector, based on [41], works by calculating the magnitude of the residual after a background-subtracting projection. The background-subtracting is a strict projection onto the subspace spanned by the top few principal components of the covariance matrix. An alternative way of finding this projection is by a dilation modified projection where the correlation (not covariance) matrix is used to learn the low dimensional projection and then appropriate scaling of the measurement dimensions is performed before projection and scaled back after the projection. In any case, the transformation computes the estimated background contribution to a radiation measurement, assuming that the top few principal components represent expected typical background variation. After projection, the magnitude of the residual essentially provides the PCA-based spectral anomaly score, as it should be negligibly low for spectra consistent with training data distributions. Appendix A.5 contains the PCA spectral anomaly detector algorithm. Additionally, a Sparse PCA anomaly detector was designed and implemented for comparison. The algorithm is analogous to the PCA alternative, with some minor modifications that enable the exchange of PCA for Sparse PCA in the pipeline. The algorithm is described in detail in Appendix A.6.

All three models were trained using 10,000 background records, and the resulting models were evaluated on 15 types of radiation threats. Each of the 15 test sets contained 10,000 samples of injected data corresponding to a particular threat type, combined with the remaining 10,000 background records. Three performance comparison metrics were used: area under the ROC curve (AUC), recall at a fixed low false discovery rate, and false discovery rate at a fixed recall rate of 50%. Figure 1.7 and Tables 1.1 and 1.2 summarize the results, and Appendix A.8 contains ROC curves for all 15 threat types used in the experiments, with the false positive rate axis in logarithmic scale to enhance view at low false positive rates, where most applications tend to reside. For ten of these fifteen threats CAA performs significantly better than PCA and Sparse PCA according to all three performance metrics, and only for one type of threat is another method significantly better than CAA according to all metrics. This is threat type A, where PCA performs best, which can be potentially explained by the fact that sparsity is apparently not very useful in this case and a larger number of bins is necessary to detect this particular type of threat. When the algorithms are applied to all threats combined into a single batch, CAA is by far better than the other two competitors.

Figure 1.5 shows an example of the mapping onto the space determined by a pair of CAA canonical vectors \((u, v)\). The data points corresponding to background radiation, as well as those corresponding to a particular threat, are mapped onto this projection. This particular pair \((u, v)\) is used most often to score the data points belonging to this particular type of threat (listed as type “L” in table labels), meaning the one where the maximum Mahalanobis distance to the Gaussian characterizing background radiation is found most often, as defined in Equation 1.17.
\[(u, v) = \arg \max_{u_i, v_i} D_M((u_i^T x_i^T, x_i v_i))_{i=1}^k \] (1.17)

As Figure 1.5 shows, in this example the threat-injected data distribution visibly differs from the test set distribution of benign data. For this threat type, CAA model achieves the AUC of 0.995, while PCA-based detector has the AUC of 0.821.

<table>
<thead>
<tr>
<th>Th</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
<th>H</th>
<th>I</th>
<th>J</th>
<th>K</th>
<th>L</th>
<th>M</th>
<th>N</th>
<th>O</th>
<th>all</th>
</tr>
</thead>
<tbody>
<tr>
<td>cor.</td>
<td>.72</td>
<td>.79</td>
<td>.79</td>
<td>.81</td>
<td>.87</td>
<td>.87</td>
<td>.88</td>
<td>.88</td>
<td>.88</td>
<td>.91</td>
<td>.92</td>
<td>.92</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.96</td>
</tr>
<tr>
<td>caa</td>
<td>7</td>
<td>4*</td>
<td>4*</td>
<td>14*</td>
<td>7*</td>
<td>7*</td>
<td>2</td>
<td>15*</td>
<td>100</td>
<td>14*</td>
<td>87*</td>
<td>14</td>
<td>20*</td>
<td>13*</td>
<td>5</td>
<td>21*</td>
</tr>
<tr>
<td>pca</td>
<td>59*</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>100</td>
<td>7</td>
<td>8</td>
<td>13</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>14</td>
</tr>
<tr>
<td>Spca</td>
<td>6</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>4</td>
<td>100</td>
<td>5</td>
<td>9</td>
<td>6</td>
<td>2</td>
<td>2</td>
<td>6</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 1.1: Performance of CAA, PCA and Sparse PCA in terms of recall rate (given in %) at fixed false discovery rate of 0.01. Radiation threat types are ordered according to the strength of the correlation between mean background spectrum and threat template. Asterisks mark cases when the winning method performs significantly better than the second-best.

<table>
<thead>
<tr>
<th>Th</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
<th>H</th>
<th>I</th>
<th>J</th>
<th>K</th>
<th>L</th>
<th>M</th>
<th>N</th>
<th>O</th>
<th>all</th>
</tr>
</thead>
<tbody>
<tr>
<td>cor.</td>
<td>.72</td>
<td>.79</td>
<td>.79</td>
<td>.81</td>
<td>.87</td>
<td>.87</td>
<td>.88</td>
<td>.88</td>
<td>.88</td>
<td>.91</td>
<td>.92</td>
<td>.92</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.96</td>
</tr>
<tr>
<td>caa</td>
<td>11</td>
<td>21*</td>
<td>21*</td>
<td>6*</td>
<td>13*</td>
<td>13*</td>
<td>41</td>
<td>6*</td>
<td>0</td>
<td>7*</td>
<td>0*</td>
<td>7*</td>
<td>4*</td>
<td>7*</td>
<td>18</td>
<td>8*</td>
</tr>
<tr>
<td>pca</td>
<td>1*</td>
<td>43</td>
<td>39</td>
<td>33</td>
<td>42</td>
<td>41</td>
<td>53</td>
<td>33</td>
<td>0</td>
<td>23</td>
<td>12</td>
<td>15</td>
<td>28</td>
<td>32</td>
<td>42</td>
<td>27</td>
</tr>
<tr>
<td>Spca</td>
<td>14</td>
<td>46</td>
<td>49</td>
<td>34</td>
<td>27</td>
<td>27</td>
<td>43</td>
<td>20</td>
<td>0</td>
<td>17</td>
<td>9</td>
<td>15</td>
<td>36</td>
<td>35</td>
<td>16*</td>
<td>23</td>
</tr>
</tbody>
</table>

Table 1.2: Performance of CAA, PCA and Sparse PCA in terms of false discovery rate (given in %) at a fixed recall of 50%. Radiation threat types are ordered according to the strength of the correlation between mean background spectrum and threat template. Asterisks mark cases when the winning method performs significantly better than the second-best.

In addition to its good empirical performance, the proposed method yields readily interpretable outputs. When a spectral measurement is identified as a possible threat, the energy bins on which it fails to follow background patterns can be pointed out. This has two main advantages: first, when analyzing an individual data point the user knows which energy bins the algorithm used to make its decision, for easy adjudication of the results (Figure 1.6b). Secondly, when applied to a batch of data associated to a particular threat type, it is possible to identify the bins on which the threat’s appearance systematically differs from the background behavior, providing the way to characterize this type of threat (1.6a).
(a) Threat batch: Heat map indicates the frequencies with which bins are used by CAA to flag one particular threat type, together with mean background spectra and spectral template for that threat.

(b) Adjudication of an individual measurement: Radiation spectrum the method correctly labels as inclusive of threat signatures compared to background radiation distribution. Colored bins were used to flag measurement as anomalous, corresponding to the support of the CAA canonical vectors that define the projection where the maximum Mahalanobis distance to the baseline distribution was found. This corresponds to CAA projection shown in Figure 1.5, where this individual measurement is labeled with a black $x$.

Figure 1.6: Visualization of energy bins that are used to label gamma-ray measurements as likely inclusive of threats.

Figure 1.6 shows the frequency with which energy bins are used to identify anomalies. The top plot shows the usage frequency of bins for a threat-infused data batch associated to the threat type used in Figure 1.5. The bottom plot shows an example of a radiation spectrum the method correctly labels as representative of a threat, mean of the background radiation spectra used for training, and colors the energy bins that were used to label the
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Figure 1.7: AUC and confidence intervals for CAA, PCA and Sparse PCA applied to detecting radiation threats of various types. Radiation threat types are ordered according to correlation between mean background spectrum and threat template spectrum. The right-most column shows performance when all threat types are combined in one batch.

data as anomalous. This individual threat measurement is labeled with a black x in Figure 1.5. It is interesting to see that even though the method is fully unsupervised, such bins correspond to spikes in the injected threat template.

1.4.2 Prediction of neurological recovery

The principal goal in this domain is to help improve care given to comatose survivors of cardiac arrest through a decision support system that can boost the accuracy and timeliness of clinical prognosis. To do so, Canonical Autocorrelation Embeddings is proposed as a new way of characterizing patients through their latent multivariate structures of correlation, and of using the resulting featurization of data as a way to build predictive models.

The first fundamental decision to make is what data and labels to use for training. As it can be seen in Figure 1.3, the main cause of death for patients in our data set is the withdrawal of life-sustaining therapy due to perceived poor neurological prognosis. However, as mentioned in Section 1.1, it is possible that in some cases treatment might be withdrawn too early. Including this data in the training would risk introducing bias, as the model could learn and replicate the mistakes clinicians may be making, leading to a self-fulfilling prophecy. Considering this and the fact that our goal is to predict positive neurological outcome rather than survival alone, the model is trained using only those patients who lived, making our target label whether they had a good or a poor neurological outcome.

For each patient, their entire EEG record is available, with lengths varying from less than an hour to more than a week. In the present experiment, those patients with at least 36 hours of EEG data are considered. When focusing the study on patients who survived till hospital discharge and who were monitored for at least 36 hours, the resulting dataset
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Figure 1.8: Diagram illustrating CAA patient characterization using EEG features as input data.

is composed of 80 patients, 40 of whom had a positive neurological recovery and 40 who did not. CAA is used to characterize a two hour epoch between hours 34 and 36. The specific question the proposed model answers is: can the correlations present during this epoch predict whether the patient will have a good neurological outcome? The reason why only two hours are considered is because it can be expected that the state of the patient fluctuates during their stay, and the resulting variance could obfuscate important patterns of correlation, if observed for prolonged periods of time. Identifying trends over time, or inferring meta-correlation structures that describe these temporal trends, is an important subject of future work beyond the scope of current analysis. Figure 1.8 illustrates the process of characterization of multiple patients’ EEG data with CAA.

In order to avoid spurious results, only CAA canonical projections that yield correlations with $R^2 > 0.25$ are considered. Moreover, to ensure that only reasonably close neighbors are used for matching, connections are pruned by only considering distances smaller than $\sqrt{2}$, a threshold that corresponds to a 90° rotation over one axis. Using the resulting pruned distance matrix, k-nearest neighbor algorithm among CAA embeddings is applied. Empirical results obtained through 10-fold cross-validation, with tuning parameters $k$ and $t$ in an internal 10-fold cross-validation loop within each training fold, are presented in Figures 1.9, 1.10, 1.11, 1.12.

A logistic regression with lasso regularization [42] is also considered to predict recovery 36 hours after admission. Given that logistic regression is not suited for sets, but rather takes as input individual data points, two avenues are explored. The first approach takes the last data point after 36 hours of monitoring, that is, the recording at one time step.
For the remainder of the Chapter, this approach is termed *logistic regression on points*. In the second approach, quartiles for each input feature are calculated over two hours preceding the 36-hour mark, and provided as features to the logistic regression model. This approach is referred to as *logistic regression on sets*. The choice of the lasso regularization parameter $\lambda$ is made through 10-fold cross-validation. The results are included in Figures 1.9, 1.10, 1.11, 1.12. Furthermore, to be able to better assess the role of the CAA Embeddings, results from a direct application of k-nn algorithm using Euclidean distance and taking the same inputs as the logistic regression models are also included, and referred to as *k-nn on points* and *k-nn on sets*, respectively.

These results show that the proposed methodology has predictive power, and the comparison to k-nn using Euclidean distance on points and set-aggregated features highlights the role of CAA Embeddings. The performance of CAE at low false positive rates is particularly promising, with a true positive rate of 0.25 and corresponding 95% confidence interval [0.125, 0.46] at a false positive rate lower than 0.03. This means that with very low probability of making a Type I error, it is possible to confidently identify at least 12.5% of the patients who will go on to have a positive neurological recovery.

The clinical utility of a prognostic tool in our example application would be determined to a lesser extent by its overall discriminatory power, but more so by its ability to confidently identify patients with essentially either nil or a substantial possibility of recovery. Thus, while in our experiment logistic regression shows an overall better discriminatory
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Figure 1.10: ROC curves with 95% confidence intervals. Left: CAA Embeddings, AUC = 0.71 with 95% confidence interval of $[0.6, 0.82]$. Right: Logistic regression on sets, AUC = 0.81 with 95% confidence interval of $[0.71, 0.91]$.  

Figure 1.11: ROC curve with 95% confidence intervals displaying false positive rate in $x$-axis and true positive rate in $y$-axis, with $x$-axis in log-scale to emphasize area of low-false positive rate. Left: CAA Embeddings. Right: Logistic regressing on sets.

power than CAE, which can be observed by comparing the Area Under the ROC Curve (AUC), it is important to observe the performance at low false positive rates and low false negative rates, given that these are the operational ranges of the models that would be used in practice. The ROC curves with the $x$-axes in logarithmic scales to emphasize the low false positive and low false negative rates are shown in Figure 1.11 and Figure 1.12,
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Figure 1.12: ROC curves with 95% confidence intervals displaying false negative rate in $x$-axis and true negative rate in $y$-axis, with $x$-axis in log-scale to emphasize area of low-false negative rate. Left: CAA Embeddings. Right: Logistic regressing on sets.

respectively. The performance of CAE at low false positive rates is promising, while the performance of logistic regression at both low false positives and low false negative rates is not significantly better than random. The proposed CAE model can identify with high confidence a substantial number of patients who will likely go on to have a good neurological outcome.

Even though consensus guidelines advocate maintaining life-sustaining therapies for at least 72 hours after cardiac arrest [18, 19], the burden associated to continuing life-support for patients who will not have a positive neurological recovery still often leads clinicians to withdraw treatment earlier [11]. Hence, the ability to identify with high confidence patients that will likely recover with a good outcome has the potential to save lives. Figure 1.10 shows that the proposed methodology can identify 25% of the patients that will recover with little chance of making such determination in error. And even if the lower bound of the confidence interval is considered, that would correspond to 12.5% of patients that go on to recover. In order to maximize overall performance in addition to optimizing the performance at low false positive rates, an ensemble model including CAE and logistic regression could be used to draw benefits from both of its components: high recall at low false positive rates of CAE, and overall good separability between outcome classes of logistic regression.

It is hard to evaluate the immediate medical impact of these findings in the absence of clinical context. To appropriately estimate the potential impact of such a decision support system in terms of lives saved, it is necessary to compare against physicians’ assessments to guarantee that the predictions made with the proposed approach are non-redundant to what doctors already know. Each patient in our dataset is classified by Pittsburgh
Cardiac Arrest Category, a 4-level, validated prognostic indicator assigned in the first six hours of their stay [43]. This classification indicates whether the patient is awake with mild brain injury (category i), in a mild to moderately deep coma with good cardiac and pulmonary function (category ii), in a mild to moderately deep coma without evidence of severe brain injury but poor cardiac and pulmonary activity (category iii), or deeply comatose with loss of some brainstem reflexes (category iv). While patients in category i have an associated probability of survival of 80%, and 60% probability of having a positive neurological recovery, patients in category iv have an associated survival probability of 10%, and only 5% of having a positive neurological outcome. At a false positive rate lower than 0.03, the proposed methodology correctly identified a category iv patient who later went on to have a positive recovery. This constitutes a preliminary indication that the patterns of correlations in neurological activity measured with EEG, that are found to be indicative of positive recovery, constitute novel findings and have the potential to improve reliability of prognostication.

From the ROC curves in Figures 1.11 and 1.12, it can be seen that it is easier for the model to determine if patients will have a positive neurological recovery than if they will not. However, this observation should be taken with a grain of salt, and it cannot be concluded that the correlation structures in EEG signals are more useful to predict positive than negative outcomes. The available labeled data encodes positive/negative outcomes, but these are not limited to just neurological activity. A patient could have a positive neurological recovery but have other medical complications that might limit function and thus would result in a bad outcome label. Meanwhile, the positive recovery label is potentially much more homogeneous and is sure to indicate positive neurological recovery (as well as positive recovery in other areas). The fact that some patients who had positive neurological recovery could be labeled as having a bad outcome might be adding noise, and it is possible that a cleaner dataset would increase predictive power for those patients who will not go on to have a good neurological outcome.

A limitation of the presented approach is that the analysis is done for a two hour interval after 34 hours of monitoring. Taking into account the results presented in the literature [15], the power of the model could be enhanced by incorporating trajectory modeling. While our model captures correlations observed within an interval of time, and in that sense it goes beyond a purely stationary approach, leveraging the sequential structures in data and using all data collected during a patients’ stay, has the potential of further improving performance. Methodologically, this calls for the development of models for trajectory modeling of multivariate correlation structures. This could also encompass further exploration of additional distance metrics that could incorporate other types of information. By leveraging more information, such an approach would have the potential of providing earlier and more specific predictions.

An additional direction for performance enhancement comes from the fact that our characterization of brain activity with CAA is motivated by the importance clinicians place on correlations. However, the correlations they know to be informative are across raw EEG
channel measurements, and it is likely that at the current level of data aggregation, a big portion of the information may be to some extent obfuscated. This does not constitute a risk in terms of the validity of the results presented in this Chapter, but it means that if correlations are informative even at this level of aggregation, further promising results may be expected from characterizing correlations in raw EEG signals. In addition to the potentially improved predictive power, such models could lead to biological insights that may not be easily derived with the current approach.

Another limitation of the present model (as well as other relevant approaches) is the selective labels problem [2]. Selective labels is a common yet understudied problem that often arises in decision support, whenever historical decision-making blinds us to the true outcome for certain instances. In the case of predicting neurological recovery, the true outcome is only observed when the clinicians decide to extend life sustaining therapy, while there is no available counterfactual for what would have happened in those cases where life sustaining therapy is withdrawn early. Currently, humans are not always certain of their decision to withdraw life support; therefore, assuming that any case in which doctors decided to stop life-sustenance is an example of a patient with negative neurological outcome might lead to a self-fulfilling prophecy. At the same time, when the predictive model is trained by only considering those cases where the true outcome is observed—that is when life-sustaining therapies were extended and it is possible to observe if the patient had a positive neurological recovery or not—there is a chance our model will not perform well when deployed on the entire population. Currently, this model may only be used to make predictions for the portion of the population for whom life sustaining therapy is being extended. If patients for whom treatment was stopped early are significantly different from those for whom it was not, which is very likely the case, our model could systematically misdiagnose that group if used for the entire population. Chapter 3 discusses the selective labels problem in more detail and introduces novel methodology to tackle this challenge.
Chapter 2

Algorithmic fairness

2.1 Compounding injustices in allocation harms

When considering the deployment of automated decision-making systems, it is important to acknowledge the increasingly active role these systems play in shaping our future. Far from being passive players that consume information, automated decision-making systems are participating actors: their predictions today affect the world we live in tomorrow. In particular, they determine many aspects of how we experience the world, from the news we read and the products we shop for to the job postings we see. The increased prevalence of machine learning has therefore been accompanied by a growing concern regarding the circumstances and mechanisms by which such systems may reproduce and augment the various forms of discrimination and injustices that are present in today’s society.

One domain in which the use of machine learning is growing in popularity—and in which unfair practices can lead to particularly negative consequences—is that of online recruiting and automated hiring. Maintaining an online professional presence has become increasingly important for people’s careers, and this information is often used as input to automated decision-making systems that advertise open positions and recruit candidates for jobs and other professional opportunities. In order to perform these tasks, a system must be able to accurately assess people’s current occupations, skills, interests, and “potential.” However, even the simplest of these tasks—determining someone’s current occupation—
can be non-trivial. Although this information may be provided in a structured form on some professional networking platforms, this is not always the case. As a result, recruiters often browse candidates’ websites in an attempt to manually determine their current occupations. Machine learning promises to reduce this burden; however, as we will explain in this Section, occupation classification is susceptible to gender bias, stemming from existing gender imbalances in occupations.

To study gender bias in occupation classification, we created a new dataset of hundreds of thousands of online biographies, written in English, from the Common Crawl corpus. Because biographies are typically written in the third person by their subjects (or people familiar with their subjects) and because pronouns are gendered in English, we were able to extract (likely) self-identified binary gender from the biographies. We note, though, that this binary model is a simplification that fails to capture important aspects of gender and erases people who do not fit within its assumptions.

Using this dataset, we predicted people’s occupations by performing multi-class classification using three different semantic representations: bag-of-words, word embeddings, and deep recurrent neural networks. For each representation, we considered two scenarios: (1) where explicit gender indicators are available to the classifier, (2) where explicit gender indicators are “scrubbed” to promote fairness or to comply with regulations or laws. We define explicit gender indicators to be information, such as first names and gendered pronouns, that make it possible to determine gender. We note that the practice of “scrubbing” explicit gender indicators and other sensitive attributes is not unique to machine learning, and is often used as a way to mitigate the effects of implicit and explicit bias on decisions made by humans. For example, gender diversity in orchestras was significantly improved by the introduction of “blind” auditions, where candidates play behind a curtain [44].

To quantify gender bias, we compute the true positive rate (TPR) gender gap—i.e., the difference in TPRs between genders—for each occupation. The TPR for a given gender and occupation is defined as the proportion of people with that gender and occupation that are correctly predicted as having that occupation. We also compute the correlation between these TPR gender gaps and existing gender imbalances in occupations, and show how this may compound these imbalances; we connect this finding with an existing notion of indirect discrimination in political philosophy. We show that “scrubbing” explicit gender indicators reduces the TPR gender gaps, while maintaining overall classifier accuracy. However, we also show that significant TPR gender gaps remain in the absence of explicit gender indicators, and that these gaps are correlated with existing gender imbalances. For orchestra auditions, the sounds made by candidates’ shoes mean that a curtain is not sufficient to make an audition “blind.” It is therefore common practice to additionally roll out a carpet or to ask candidates to remove their shoes [44]. By analogy, “scrubbing” explicit gender indicators is like introducing a curtain—the sounds made by the candidates’ shoes remain.

This Section has two main takeaways: First, “scrubbing” explicit gender indicators is not sufficient to remove gender bias from an occupation classifier. Second, even in the absence of such indicators, TPR gender gaps are correlated with existing gender imbalances.
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in occupations; occupation classifiers may therefore compound existing gender imbalances. Although we focus on gender bias, we note that other biases, such as those involving race or socioeconomic status, may also be present in occupation classification or in other tasks related to online recruiting and automated hiring. We structure our analysis so as to inform discussions about these biases as well.

2.1.1 Related work

Recent work has studied the ways in which stereotypes and other human biases may be reflected in semantic representations such as word embeddings [45, 46, 47]. Natural language processing researchers have also studied gender bias in coreference resolution [48, 49], showing that systems perform better when linking a gender pronoun to an occupation in which that gender is overrepresented than to an occupation in which it is underrepresented. Gender bias has also been studied in YouTube’s autocaptioning [50], where researchers found a higher word error rate for female speakers. In the context of language identification, researchers have also investigated racial bias, showing that African-American English is often misclassified as non-English [51]. Finally, machine learning methods for identifying toxic comments exhibit disproportionately high false positive rates for words like gay and homosexual [52].

In the context of structured data, there have been extensive discussions about proxy behavior that may occur when sensitive attributes are not explicitly available but can be determined from other attributes [53, 54, 55]. Related discussions have focused on the phenomenon of differential subgroup validity [56], where the choice of attributes may disadvantage groups for whom the chosen attributes are not equally predictive of the target label [57]. Barocas and Selbst [54] discussed these issues in the context of automated hiring; Kim [58] explained how data-driven decisions that systematically bias people’s access to opportunities relate to existing antidiscrimination legislation, identifying voids that may need to be filled to account for potential risks stemming from automated decision-making systems. Researchers have also discussed making available sensitive attributes as a means to improve fairness [59], as well as various ways to use these attributes [60, 53]. Finally, although this Section does not directly consider ranking scenarios, fairness in ranking is particularly relevant to discussions about gender bias in online recruiting and automated hiring [61, 62, 63, 64, 65].

We quantify gender bias by computing the TPR gender gap—i.e., the difference in TPRs between genders—for each occupation. This notion of bias is closely related to the equality of opportunity fairness metric of Hardt et al. [66]. We choose to focus on TPR gender gaps because they enable us to study the ways in which gender imbalances may be compounded; in turn, we relate this to compounding injustices [1]—an existing notion of indirect discrimination in political philosophy that holds that it is a general moral duty to refrain from taking actions that would harm people when those actions are informed by, and would compound, prior injustices suffered by those people. We show that the TPR
gender gaps are correlated with existing gender imbalances in occupations. As a result, occupation classifiers compound injustices when existing gender imbalances are attributable to historical discrimination.

This work is also closely related to research on gender bias in hiring [67, 68, 69, 70]. In particular, Bertrand and Mullainathan [71] conducted an experiment in which they responded to help-wanted ads using fictitious resumes, varying names so as to signal gender and race, while keeping everything else the same. They were therefore able to measure the effect of (inferred) gender and race on the likelihood of being called for an interview. Similarly, we study the effect of explicit gender indicators on occupation classification.

Computational linguistics researchers have explored the use of lexical and syntactic features to infer authors’ genders [72, 73]. Given that our dataset consists of online biographies, our research is also related to research on differences between the ways that men and women represent themselves. In the context of online professional presences, Altenburger et al. [74] analyzed self-promotion in LinkedIn, finding that women are more modest than men in expressing accomplishments and are less likely to use free-form fields. Researchers have also studied differences in volubility between men and women [75], showing that women’s fear of being highly voluble is justified by the fact that both men and women negatively evaluate highly voluble women. Moving beyond self-representation, Niven and Zilber [76] analyzed congressional websites and found that differences between the ways that the media portray men and women in Congress cannot be explained by differences between the ways that they portray themselves. Meanwhile, Smith et al. [77] analyzed attributes used to describe men and women in performance evaluations, showing that negative attributes are more often used to describe women than men. This research on representation by others relates to our work because we cannot be sure that the online biographies in our dataset were actually written by their subjects.

### 2.1.2 Data collection process

To study gender bias in occupation classification, we created a new dataset using the Common Crawl. Specifically, we identified online biographies, written in English, by filtering for lines that began with a name-like pattern (i.e., a sequence of two capitalized words) followed by the string “is a(n) (xxx) title,” where title is an occupation from the BLS Standard Occupation Classification system.\(^1\) We identified the twenty-eight most frequent occupations based on their appearance in a small subset of the Common Crawl. In a few cases, we merged occupations. For example, we created the occupation professor by merging occupations that consist of professor and a modifier, such as economics professor. Having identified the most frequent occupations, we processed WET\(^2\) files from sixteen distinct crawls from 2014 to 2018, extracting online biographies corresponding to those oc-

---

\(^1\) [https://www.bls.gov/soc/](https://www.bls.gov/soc/)

\(^2\) WET is a special file format containing cleaned text extracted from webpages.
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ocupations only. Finally, we performed de-duplication by treating biographies as duplicates if they had the same first name, last name, and occupation, and either no middle name was present or one middle name was a prefix of the other. The resulting dataset consists of 397,340 biographies spanning twenty-eight different occupations. Of these occupations, professor is the most frequent, with 118,400 biographies, while rapper is the least frequent, with 1,406 biographies (see Figure 2.1). The longest biography is 194 tokens, while the shortest is eighteen; the median biography length is seventy-two tokens. We note that the demographics of online biographies' subjects differ from those of the overall workforce, and that our dataset does not contain all biographies on the Internet; however, neither of these factors is likely to undermine our findings.

Figure 2.1: Distribution of the number of biographies for the twenty-eight different occupations, shown on a log scale.

Because some occupations have a high gender imbalance, our validation and testing splits must be large enough that every gender and occupation are sufficiently represented. We therefore used stratified-by-occupation splits, with 65% of the biographies (258,370) designated for training, 10% (39,635 biographies) designated for validation, and 25% (99,335 biographies) designated for testing.

A complete implementation that reproduces the dataset can be found in the source code available at http://aka.ms/biasbios.
2.1.3 Methodology

We used our dataset to predict people’s occupations, taken from the first sentence of their biographies as described in the previous section, given the remainder of their biographies. For example, consider the hypothetical biography Nancy Lee is a registered nurse. She graduated from Lehigh University, with honours in 1998. Nancy has years of experience in weight loss surgery, patient support, education, and diabetes. The goal is to predict nurse from She graduated from Lehigh University, with honours in 1998. Nancy has years of experience in weight loss surgery, patient support, education, and diabetes.

We used three different semantic representations of varying complexity: bag-of-words (BOW), word embeddings (WE), and deep recurrent neural networks (DNN). When using the BOW and WE representations, we used a one-versus-all logistic regression as the occupation classifier; to construct the DNN representation, we started with word embeddings as input and then trained a DNN to predict occupations in an end-to-end fashion. For each representation, we considered two scenarios: (1) where explicit gender indicators—e.g., first names and pronouns—are available to the classifier, (2) where explicit gender indicators are “scrubbed.” For example, these scenarios correspond to predicting the occupation nurse from the text [She] graduated from Lehigh University, with honours in 1998. [Nancy] has years of experience in weight loss surgery, patient support, education, and diabetes, with and without the bracketed words.

Semantic representations

Bag-of-words The BOW representation encodes the $i$th biography as a sparse vector $x_{i}^{BOW}$. Each element of this vector corresponds to a word type in the vocabulary, equal to 1 if the biography contains a token of this type and 0 otherwise. Despite recent successes of using more complex semantic representations for document classification, the BOW representation provides a good baseline and is still widely used, especially in scenarios where interpretability is important. To predict occupations, we trained a one-versus-all logistic regression with $L_2$ regularization using our dataset’s training split represented using the BOW representation.

Word embeddings The WE representation encodes the $i$th biography as a vector $x_{i}^{WE}$, obtained by averaging the fastText word embeddings [78, 79] for the word types present in that biography. The WE representation is surprisingly effective at capturing non-trivial semantic information [80]. To predict occupations, we trained a one-versus-all logistic regression with $L_2$ regularization using our dataset’s training split represented using the WE representation.

\footnote{We note that the fastText word embeddings were trained using the Common Crawl, albeit using a different subset than the one we used to create our dataset.}
Deep recurrent neural networks To construct the DNN representation, we started with the fastText word embeddings as input and then trained a DNN to predict occupations in an end-to-end fashion. We used an architecture similar to that of Yang et al. [81], but with just one bi-directional recurrent neural network at the level of words and with gated recurrent units (GRUs) [82] instead of long short-term memory units; this model uses an attention mechanism—an integral part of modern neural network architectures [83]. Our choice of architecture was motivated by a desire to use a relatively simple model that would be easy to interpret.

Formally, given the $i$th biography represented as a sequence of tokens $w_1^i, \ldots, w_T^i$, we start by replacing each token $w_t^i$ with the fastText word embedding for that word type to yield $e_1^i, \ldots, e_T^i$. The DNN then uses a GRU to process the biography in both forward and reverse directions and concatenates the corresponding hidden states from both directions to re-represent the $t$th token as follows:

$$h_t^i = \text{GRU}(e_t^i, h_{t-1}^i)$$ (2.1)
$$h_t^i = \text{GRU}(e_t^i, h_{t+1}^i)$$ (2.2)
$$h_t^i = [h_t^i; h_t^i].$$ (2.3)

Next, the DNN projects each hidden state $h_t^i$ to the attention dimension $k_a$ via a fully connected layer with weights $W_a$ and $b_a$, and transforms the result into an unnormalized scalar $u_t^i$ via a vector $w_a$:

$$\hat{u}_t^i = \tanh (W_a h_t^i + b_a)$$ (2.4)
$$u_t^i = w_a \hat{u}_t^i.$$ (2.5)

Each scalar is then normalized to yield an attention weight:

$$\alpha_t^i = \frac{\exp(u_t^i)}{\sum_{t'=1}^T \exp(u_{t'}^i)}.$$ (2.6)

Finally, we obtain the DNN representation via a weighted sum:

$$x_i^{\text{DNN}} = \sum_{t=1}^T \alpha_t^i h_t^i.$$ (2.7)

The DNN makes predictions as follows:

$$\hat{y}_i = \text{softmax}(W_0 x_i^{\text{DNN}} + b_0),$$ (2.8)

where $\hat{y}_i$ is the predicted occupation for the $i$th biography.

We trained the DNN using our dataset’s training split and a standard cross-entropy loss applied to the output of the last layer.
Explicit gender indicators

For each semantic representation, we considered two scenarios. In the first scenario, the representation included all word types, meaning that explicit gender indicators are available to the occupation classifier. In the second scenario, we “scrubbed” explicit gender indicators prior to creating the representation, meaning that these indicators are not available to the occupation classifier. Specifically, we deleted the subject’s first name, along with the words he, she, her, his, him, hers, himself, herself, mr, mrs, and ms from each biography.

2.1.4 Analysis and results

In this section, we analyze the potential allocation harms that can result from semantic representation bias. To do this, we study the performance of the occupation classifier for each semantic representation, with and without explicit gender indicators, as described in the previous section. The classifiers’ overall accuracies are shown in Figure 2.2. We start by analyzing gender bias for the scenario in which the semantic representations include all word types, including explicit gender indicators. We then analyze gender bias in the scenario in which explicit gender indicators are “scrubbed,” and use the DNN’s per-token attention weights to understand proxy behavior that occurs in the absence of explicit gender indicators.

Figure 2.2: Occupation classifier accuracy for each semantic representation, with and without explicit gender indicators.
With explicit gender indicators

**True positive rate gender gap** For each semantic representation, we quantify gender bias by using our dataset’s testing split to calculate the occupation classifier’s TPR gender gap—i.e., the difference in TPRs between binary genders $g$ and $\sim g$—for each occupation $y$:

$$
TPR_{g,y} = P[\hat{Y} = y | G = g, Y = y] \quad (2.9)
$$

$$
\text{Gap}_{g,y} = TPR_{g,y} - TPR_{\sim g,y}, \quad (2.10)
$$

where $\hat{Y}$ and $Y$ are random variables representing the predicted and target labels (i.e., occupations) for a biography and $G$ is a random variable representing the binary gender of the biography’s subject.

Defining the percentage of people with gender $g$ in occupation $y$ as $\pi_{g,y} = P[G = g | Y = y]$, Figure 2.3 shows $\text{Gap}_{\text{female},y}$ versus $\pi_{\text{female},y}$ for each occupation $y$ for the BOW representation with explicit gender indicators; Figure 2.4 depicts the same information for all three representations, with and without explicit gender indicators.

**Compounding imbalance** We define the gender imbalance of occupation $y$ as $\frac{\pi_{g,y}}{\pi_{\sim g,y}}$; gender $g$ is underrepresented if $\pi_{g,y} < \pi_{\sim g,y} < 1$ or, equivalently, if $\pi_{g,y} < 0.5$. The gender imbalance is compounded if the underrepresented gender has a lower TPR than the overrepresented gender—e.g., if $\text{Gap}_{g,y} < 0$ and $g$ is underrepresented.

**Theorem 1.** If $\pi_{g,y} < 0.5$ and $\text{Gap}_{g,y} < 0$, then

$$
P[G = g | Y = \hat{Y} = y] < \pi_{g,y}. \quad (2.11)
$$

*Proof.* Via Bayes theorem,

$$
P[G = g | Y = \hat{Y} = y] = \frac{\pi_{g,y} \text{TPR}_{g,y}}{P[Y = y | Y = y]}. \quad (2.12)
$$

If $\pi_{g,y} < \pi_{\sim g,y}$ and $\text{TPR}_{g,y} < \text{TPR}_{\sim g,y}$, then

$$
\frac{P[G = g | Y = \hat{Y} = y]}{P[G = \sim g | Y = \hat{Y} = y]} = \frac{\pi_{g,y} \text{TPR}_{g,y}}{\pi_{\sim g,y} \text{TPR}_{\sim g,y}} < \frac{\pi_{g,y}}{\pi_{\sim g,y}}, \quad (2.13)
$$

so the gender imbalance for the true positives in occupation $y$ is larger than the initial gender imbalance in that occupation. \qed

As explained in Section 2.1.1, if the initial gender imbalance is due to prior injustices, an occupation classifier will compound these injustices, which may correspond to indirect discrimination [1].
Figure 2.3: Gap_{female,y} versus \pi_{female,y} for each occupation y for the BOW representation with explicit gender indicators.

Figure 2.4: Gap_{female,y} versus \pi_{female,y} for each occupation y for all three semantic representations, with and without explicit gender indicators. Correlation coefficients: BOW-w 0.85; BOW-wo 0.74; WE-w 0.86; WE-wo 0.71; DNN-w 0.82, DNN-wo 0.74.
It is clear from Figure 2.3 that there are few occupations with an equal percentage of men and women—i.e., almost all occupations have a gender imbalance—and that for that for occupations in which women (conversely men) are underrepresented, \( \text{Gap}_{\text{female},y} < 0 \) (conversely \( \text{Gap}_{\text{male},y} < 0 \)). In other words, there is a positive correlation between the TPR gender gap for an occupation \( y \) and the gender imbalance in that occupation. (Figure 2.4 illustrates that this is also the case for the WE and DNN representations.) As a result, if the occupation classifier for the BOW representation were used to recruit candidates for jobs in occupation \( y \), it would compound the gender imbalance by a factor of \( \frac{\text{TPR}_{g,y}}{\text{TPR}_{\sim -g,y}} \), where \( g \) is the underrepresented gender. For example, 14.6% of the surgeons in our dataset’s testing split are women—i.e., \( \pi_{\text{female},\text{surgeon}} < 0.5 \). The classifier for the BOW representation is able to correctly predict that 71% of male surgeons and 54.5% of female surgeons are indeed surgeons—i.e., \( \text{Gap}_{\text{female},\text{surgeon}} < 0 \). Consequently, only 11.6% of the true positives are women, so the gender imbalance is compounded.

**Counterfactuals** To isolate the effects of explicit gender indicators on the representations’ occupation classifiers, we examined differences between the classifiers’ predictions on our dataset’s testing split as described above and their predictions on our dataset’s testing split with first names removed and other explicit gender indicators (see Section 2.1.3) swapped for their complements, keeping everything else the same. This analysis is similar in spirit to the experiment of Bertrand and Mullainathan [71], in which they responded to help-wanted ads using fictitious resumes in order to measure the effect of gender and race on the likelihood of being called for an interview. By analyzing the counterfactuals obtained by swapping gender indicators, we can answer the question, “Which occupation would this classifier predict if this biography had used indicators corresponding to the other gender.” This question is interesting because we would expect an occupation classifier to predict the same occupation for a man and a woman with identical biographies. We note that this question is not the same as the question, “Which occupation would this classifier predict if this biography’s subject were the other gender.” Although the latter question is arguably more interesting, it cannot be answered without additionally changing all other factors that are correlated with gender [84].

For the BOW representation, we find that the classifier’s predictions for 5.5% of the biographies in our testing split change when their gender indicators are swapped; for the WE and DNN representations, these percentages are 12.2% and 4.6%, respectively. To better understand the effects of explicit gender indicators on the classifiers’ predictions, we consider pairs of occupations. Specifically, for each gender \( g \) and pair of occupations \( (y^1, y^2) \), we identify the set of biographies that are incorrectly predicted as having occupation \( y^1 \) with their original gender indicators, but correctly predicted as having occupation \( y^2 \) when their gender indicators are swapped:

\[
S_{g,(y^1,y^2)} = \{ x_i^R : \hat{y}_i = y^1; \hat{y}_i^{(g \leftrightarrow \sim g)} = y^2; y_i = y^2 \},
\]  

(2.14)
where $x_i^R$ is the $i$th biography, $y_i$ is the target label (i.e., occupation) for that biography, $\hat{y}_i$ is the predicted label for that biography with its original gender indicators, and $\hat{y}_i^{(g \leftrightarrow \sim g)}$ is the predicted label for that biography when its gender indicators are swapped. For example, $S_{\text{female,}}(\text{nurse,surgeon})$ is the set of biographies for female surgeons who are incorrectly predicted as nurses, but correctly predicted as surgeons when their biographies use male indicators. We also identify the total set of biographies $S_{g,y^2}$ that are only correctly predicted as having occupation $y^2$ when their gender indicators are swapped, and then calculate the percentage of these biographies for which the predicted label changes from $y^1$ to $y^2$:

$$\Pi_{g,(y^1,y^2)} = \frac{|S_{g,(y^1,y^2)}|}{|S_{g,y^2}|} \times 100\%.$$ (2.15)

Tables 2.1 and 2.2 list, for the BOW representation, the five pairs of occupations with the largest values of $\Pi_{g,(y^1,y^2)}$. For example, 7.1% of male paralegals whose occupations are only correctly predicted when their gender indicators are swapped are incorrectly predicted as attorneys when their biographies use male indicators. Similarly, 14.7% of female rappers whose occupations are only correctly predicted when their gender indicators are swapped are incorrectly predicted as models when their biographies use female indicators.

**Without explicit gender indicators**

**Remaining gender information** If there are no differences between the ways that men and women in occupation $y$ represent themselves in their biographies other than explicit gender indicators, then “scrubbing” these indicators should be sufficient to remove all information about gender from the biographies—i.e.,

$$P[\bar{X}^R = \bar{x}^R \mid G = g, Y = y] = P[\bar{X}^R = \bar{x}^R \mid G = \sim g, Y = y],$$ (2.16)

where $\bar{X}^R$ is a random variable representing a biography without explicit gender indicators, $G$ is a random variable representing the binary gender of the biography’s subject, and $Y$ is a random variable representing the biography’s target label (i.e., occupation). In turn, this would mean that the TPRs for genders $g$ and $\sim g$ are identical:

$$\text{TPR}_{g,y} = P[\hat{Y} = y \mid G = g, Y = y] = P[\hat{Y} = y \mid G = \sim g, Y = y] = \text{TPR}_{\sim g,y},$$ (2.17)

where $\hat{Y} = f(\bar{X}^R)$ is a random variable representing the predicted label (i.e., occupation) for $\bar{X}^R$. Moreover, it would also mean that

$$P[G = g \mid \bar{X}^R = \bar{x}^R, Y = y] = P[G = \sim g \mid \bar{X}^R = \bar{x}^R, Y = y].$$ (2.20)
Table 2.1: Pairs of occupations with the largest values of $\Pi_{\text{male}}(y^1,y^2)$—i.e., the percentage of men’s biographies that are only correctly predicted as $y^2$ when their indicators are swapped for which the predicted label changes from $y^1$.

<table>
<thead>
<tr>
<th>$y^1$</th>
<th>$y^2$</th>
<th>$\Pi_{\text{male}}(y^1,y^2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>attorney</td>
<td>paralegal</td>
<td>7.1%</td>
</tr>
<tr>
<td>architect</td>
<td>interior designer</td>
<td>4.7%</td>
</tr>
<tr>
<td>professor</td>
<td>dietitian</td>
<td>4.3%</td>
</tr>
<tr>
<td>photographer</td>
<td>interior designer</td>
<td>3.5%</td>
</tr>
<tr>
<td>teacher</td>
<td>yoga teacher</td>
<td>3.3%</td>
</tr>
</tbody>
</table>

Table 2.2: Pairs of occupations with the largest values of $\Pi_{\text{female}}(y^1,y^2)$—i.e., the percentage of women’s biographies that are only correctly predicted as $y^2$ when their indicators are swapped for which the predicted label changes from $y^1$.

<table>
<thead>
<tr>
<th>$y^1$</th>
<th>$y^2$</th>
<th>$\Pi_{\text{female}}(y^1,y^2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>model</td>
<td>rapper</td>
<td>14.7%</td>
</tr>
<tr>
<td>teacher</td>
<td>pastor</td>
<td>8.5%</td>
</tr>
<tr>
<td>professor</td>
<td>software engineer</td>
<td>6.5%</td>
</tr>
<tr>
<td>physician</td>
<td>surgeon</td>
<td>4.8%</td>
</tr>
<tr>
<td></td>
<td>surgeon</td>
<td>3.8%</td>
</tr>
</tbody>
</table>

making it impossible to predict the gender of a “scrubbed” biography’s subject belonging to occupation $y$ better than random.

In order to determine whether “scrubbing” explicit gender indicators is sufficient to remove all information about gender, we used a balanced subsample of our dataset to predict people’s gender. We created a subsampled training split by first discarding from our dataset’s training split all occupations for which there were not at least 1,000 biographies for each gender. For each of the remaining twenty-one occupations, we then subsampled 1,000 biographies for each gender to yield 42,000 biographies, balanced by occupation and gender. To create a subsampled validation split, we first identified the occupation and gender from those represented in the subsampled training split with the smallest number of biographies in our dataset’s validation split. Then, we subsampled that number of biographies from our dataset’s validation split for each of the twenty-one occupations represented in the subsampled training split and each gender. We created a subsampled testing split similarly. When using the BOW and WE representations, we used a logistic regression with $L_2$ regularization as the gender classifier; to construct the DNN representation, we started with word embeddings as input and then trained a DNN to predict gender in an
end-to-end fashion, similar to the methodology described in Section 2.1.3.

Using the subsampled testing split, we find that the gender classifier for the BOW representation has an accuracy of 65.5%, while the DNN representation has an accuracy of 68.2%. These accuracies are higher than 50%, so “scrubbing” explicit gender indicators is not sufficient to remove all information about gender. This finding is reinforced by the scatterplot in Figure 2.5, which shows log frequency versus correlation with $G = \text{female}$ for each word type in the vocabulary. It is clear from this scatterplot that deleting all words that are correlated with gender would not be feasible.

![Figure 2.5: Scatterplot of log frequency versus correlation with $G = \text{female}$ for each word type in the vocabulary.](image)

**True positive rate gender gap and compounding imbalance** For each semantic representation, we again quantify gender bias by using our (original) dataset’s testing split to calculate the occupation classifier’s TPR gender gap for each occupation. Figure 2.4 shows $\text{Gap}_{\text{female},y}$ versus $\pi_{\text{female},y}$ for each occupation $y$ for all three representations, with and without explicit gender indicators. “Scrubbing” explicit gender indicators reduces the TPR gender gaps, while the classifiers’ accuracies (shown in Figure 2.2) remain roughly the same; however, for some occupations, $\text{Gap}_{\text{female},y}$ is still very large. Moreover, because there is still a positive correlation between the TPR gender gap for an occupation $y$ and the gender imbalance in that occupation, “scrubbing” explicit gender indicators will not prevent the classifiers from compounding gender imbalances.

We note that compounding imbalances are especially problematic if people repeatedly encounter such classifiers—i.e., if an occupation classifier’s predictions determine the
data used by subsequent occupation classifiers. Who is offered a job today will affect the
gender (im)balance in that occupation in the future. If a classifier compounds existing
gender imbalances, then the underrepresented gender will, over time, become even further
underrepresented—a phenomenon sometimes referred to as the “leaky pipeline.”

To illustrate this phenomenon, we performed simulations using the DNN representation
in which the candidate pool at time $t+1$ is defined by the true positives at time $t$ as $\pi_{g,y}^{(t)}$. Defining
the percentage of people with gender $g$ in occupation $y$ at time $t$ as $\pi_{g,y}^{(t)}$, we fit a linear
regression to the TPR gender gaps for different values of $\pi_{g,y}^{(t)}$:

$$\hat{\text{Gap}}_{g,y}^{(t)} = \pi_{g,y}^{(t)} \beta_1 + \beta_0. \quad (2.21)$$

Using this regression model, we are then able to calculate the percentage of people with
gender $g$ in occupation $y$ at time $t+1$:

$$\pi_{g,y}^{(t+1)} = \frac{\pi_{g,y}^{(t)} \text{TPR}_{g,y}^{(t)}}{\text{TPR}_{g,y}^{(t)} + \text{Gap}_{g,y}^{(t)} + \pi_{g,y}^{(t)} \text{TPR}_{g,y}^{(t)}}. \quad (2.22)$$

Figure 2.6 shows $\pi_{g,y}^{(t)}$ for $t = 0, \ldots, 10$; each subplot corresponds to a different initial
gender imbalance. Over time, the gender imbalances compound. We note that there are
many different TPR pairs $\text{TPR}_{g,y}^{(t)}$ and $\text{TPR}_{g,y}^{(t)}$ that can result in a given TPR gender
gap $\text{Gap}_{g,y}^{(t)}$. For example, a TPR gender gap of $-0.2$ might correspond to $0.6 - 0.8$ or to
$0.7 - 0.9$. Moreover, different TPR pairs will result in different percentages of people with
gender $g$ in occupation $y$ at time $t+1$. The bands in Figure 2.6 therefore reflect these
differences.

![Figure 2.6: Simulations of compounding imbalances using the DNN representation. Each
subplot corresponds to a different initial gender imbalance and shows $\pi_{g,y}^{(t)}$ for $t = 0, \ldots, 10.$](image)

**Attention to gender** The DNN’s per-token attention weights allow us to understand
proxy behavior that occurs in the absence of explicit gender indicators. The attention
weights indicate which tokens are most predictive. For example, Figure 2.7 depicts the per-token attention weights from the occupation classifier for the DNN representation when predicting Bill Gates’ occupation from an excerpt of his biography on Wikipedia; the larger the weight, the stronger the color. The attention weights for the words *software* and *architect* are very large, and the DNN predicts *software engineer*.

In order to understand proxy behavior that occurs in the absence of explicit gender indicators, we first used the subsampled testing split, described above, to obtain per-token attention weights from the gender classifier for the DNN representation. We then used these weights to find “proxy candidates”—i.e., the words that are most predictive of gender in the absence of explicit gender indicators. Specifically, we computed the sum of the per-token attention weights for each word type, and then selected the types with the largest sums as “proxy candidates.” Across multiple runs, we found that the words *women*, *husband*, *mother*, *woman*, and *female* (ordered by decreasing total attention) were consistently “proxy candidates.”

For each “proxy candidate,” we then used our dataset’s testing split, with and without explicit gender indicators, to create histograms of the per-token attention weights from the occupation classifier for the DNN representation. These histograms represent the extent to which that “proxy candidate” is predictive of occupation, with and without gender indicators. By comparing the histograms for each “proxy candidate,” we are able to identify words that are used as proxies for gender in the absence of explicit gender indicators: if there is a big difference between the histograms, then the “proxy candidate” is likely a proxy. Figure 2.8 shows per-occupation histograms for the word *women*, with (left) and without (right) explicit gender indicators. It is clear that in the absence of explicit gender indicators, the classifier has larger attention weights for the word *women* for all occupations. We see similar behavior for the other “proxy candidates,” suggesting that the classifier uses proxies for gender in the absence of explicit gender indicators.

The occupations in Figure 2.8 are ordered by TPR gender gap from negative to positive.
Figure 2.8: Per-occupation histograms of the per-token attention weights from the DNN representation’s occupation classifier for the word *women*, with (left) and without (right) explicit gender indicators; occupations are ordered by TPR gender gap.

For occupations in the middle, where there are small or no TPR gender gaps, the classifier still has non-zero attention weights for the word *women*. This means that using gender information does not necessarily lead to a TPR gender gap. We also note that it’s possible that the classifier is using gender information to differentiate between occupations with very different gender imbalances that are otherwise similar, such as physician and surgeon.

### 2.1.5 Discussion

This Section presents a large-scale study of gender bias in occupation classification using a new dataset of hundreds of thousands of online biographies collected for this research and made publicly available. The results show that there are significant TPR gender gaps when using three different semantic representations: bag-of-words, word embeddings, and deep recurrent neural networks. Additionally, theoretical results prove that the correlation between these TPR gender gaps and existing gender imbalances in occupations compounds leads to a compounding imbalance effect. Via simulations, it is shown that compounding imbalances are especially problematic if people repeatedly encounter occupation classifiers because the underrepresented gender will become even further underrepresented.

Recently, Dwork and Ilvento [85] showed that fairness does not hold under composition, meaning that if two classifiers are individually fair according to some fairness metric, then the sequential use of these classifiers will not necessarily be fair according the same metric. One interpretation of our finding regarding compounding imbalances is that unfairness holds under composition. Understanding why this is the case, especially given that fairness does not hold under composition, is an interesting direction for future work.

It is worth highlighting that in the experiments the TPR gender gaps are reduced by “scrubbing” explicit gender indicators, while the classifiers’ overall accuracies remain
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roughly the same. This constitutes an empirical example where there is little tradeoff between promoting fairness—in this case by “scrubbing” explicit gender indicators—and performance. This also constitutes an empirical example where fairness is improved by “scrubbing” sensitive attributes, contrary to other examples in the literature [86]. That said, in the absence of explicit gender indicators, the results show that (1) it is still possible to predict the gender of a biography’s subject better than random, even when controlling for occupation; (2) significant TPR gender gaps remain for some occupations; (3) there is still a positive correlation between the TPR gender gap for an occupation and the gender imbalance in that occupation, so existing gender imbalances may be compounded. These findings indicate that there are differences between men’s and women’s online biographies other than explicit gender indicators. These differences may be due to the ways that men and women represent themselves or due to men and women having different specializations within an occupation. These findings emphasize both the risks of using machine learning in a high-stakes setting and the difficulty of trying to promote fairness by “scrubbing” sensitive attributes.
2.2 What are the biases in my word embedding?

Section based on:

This Section considers the problem of Unsupervised Bias Enumeration (UBE): discovering biases automatically from an unlabeled data representation. There are multiple reasons why such an algorithm is useful. First, social scientists can use it as a tool to study human bias, as data analysis is increasingly common in social studies of human biases [47, 87]. Second, finding bias is a natural step in “debiasing” representations [88]. Finally, it can help in avoiding systems that perpetuate these biases: problematic biases can raise red flags for engineers, who can choose to not use a representation or watch out for certain biases in downstream applications, while little or no bias can be a useful green light indicating that a representation is usable. While deciding which biases are problematic is ultimately application specific, UBE may be useful in a “fair ML” pipeline.

We design a UBE algorithm for word embeddings, which are commonly used representations of tokens (e.g. words and phrases) that have been found to contain harmful bias [88]. Researchers linking these biases to human biases proposed the Word Embedding Association Test (WEAT) [89]. The WEAT draws its inspiration from the Implicit Association Test (IAT), a widely-used approach to measure human bias [90]. An IAT \( T = (X_1, A_1, X_2, A_2) \) compares two sets of target tokens \( X_1 \) and \( X_2 \), such as female vs. male names, and a pair of opposing sets of attribute tokens \( A_1 \) and \( A_2 \), such as workplace vs. family-themed words. Average differences in a person’s response times when asked to link tokens that have anti-stereotypical vs. stereotypical relationships have been shown to indicate the strength of association between concepts. Analogously, the WEAT uses vector similarity across pairs of tokens in the sets to measure association strength. As in the case of the IAT, the inputs for a WEAT are sets of tokens \( T \) predefined by researchers.

Our UBE algorithm takes as input a word embedding and a list of target tokens, and outputs numerous tests \( T_1, T_2, \ldots \), that are found to be statistically significant by a method we introduce for bounding false discovery rates. A crowdsourcing study of tests generated on three publicly-available word embeddings and a list of names from the Social Security Administration confirms that the biases enumerated are largely consistent with human stereotypes. The generated tests capture racial, gender, religious, and age biases, among others. Table 2.3 shows the name/word associations output by our algorithm that were rated most offensive by crowd workers.

Creating such tests automatically has several advantages. First, it is not feasible to
manually author all possible tests of interest. Domain experts normally create such tests, and it is unreasonable to expect them to cover all possible groups, especially if they do not know which groups are represented in their data. For example, a domain expert based on the United States may not think of testing for caste discrimination, hence biases that an embedding may have against certain Indian last names may go unnoticed. Finally, if a word embedding reveals no biases, this is evidence for lack of bias. We test this by running our UBE algorithm on the supposedly debiased embedding of [88].

Our approach for UBE leverages two geometric properties of word embeddings, which we call the parallel and cluster properties. The well-known parallel property indicates that differences between two similar token pairs, such as Mary—John and Queen—King, are often nearly parallel vectors. This suggests that among tokens in a similar topic or category, those parallel to name differences may represent biases, as was found by [88] and [89]. The cluster property, which we were previously unaware of, indicates that the (normalized) vectors of names and words cluster into semantically meaningful groups. For names, the clusters capture social structures such as gender, religion, and others. For words, clusters of words include word categories on topics such as food, education, occupations, and sports. We use these properties to design a UBE algorithm that outputs WEATs.

Technical challenges arise around any procedure for enumerating biases. First, the combinatorial explosion of comparisons among multiple groups parallels issues in human IAT studies as aptly described by [91]: “The evaluation of multiple target concepts such as social groups within a multi-ethnic nation [e.g. White vs. Asian Americans, White vs. African Americans, African vs. Asian Americans; 92] requires numerous pairwise comparisons for a complete picture”. We alleviate this problem, parallelising that work on human IATs, by generalizing the WEAT to n groups for arbitrary n. The second problem, for any UBE algorithm, is determining statistical significance to account for multiple hypothesis testing. To do this, we introduce a novel rotational null hypothesis specific to word embeddings. Third, we provide a human evaluation of the biases, contending with the difficulty that many people are unfamiliar with some groups of names.

Beyond word embeddings and IATs, related work in other subjects is worth mention.
First, a body of work studies fairness properties of classification and regression algorithms [e.g. 93, 94]. While our work does not concern supervised learning, it is within this work that we find one of our main motivations—the importance of accounting for intersectionality when studying algorithmic biases. In particular, Buolamwini and Gebru [95] demonstrate accuracy disparities in image classification highlighting the fact that the magnitude of biases against an intersectional group may go unnoticed when only evaluating for each protected feature independently. Finally, while a significant portion of the empirical research on algorithmic fairness has focused on the societal biases that are most pressing in the countries where the majority of researchers currently conducting the work are based, the literature also contains examples of biases that may be of particular importance in other parts of the world [96, 97]. UBE can aspire to be useful in multiple contexts, and enable the discovery of biases in a way that relies less on enumeration by domain experts.

2.2.1 Definitions

A $d$-dimensional word embedding consists of a set of tokens $W$ with a nonzero vector $w \in \mathbb{R}^d$ associated with each token $w \in W$. Vectors are displayed in boldface. As is standard, we refer to the similarity between tokens $v$ and $w$ by the cosine of their vector angle, $\cos(v, w)$. We write $\overline{v} = v/|v|$ to be the vector normalized to unit-length associated with any vector $v \in \mathbb{R}^d$ (or 0 if $v = 0$). This enables us to conveniently write the similarity between tokens $v$ and $w$ as an inner product, $\cos(v, w) = \overline{v} \cdot \overline{w}$. For token set $S$, we write $\overline{S} = \sum_{v \in S} \overline{v}/|S|$ so that $\overline{S} \cdot \overline{T} = \frac{1}{|S||T|} \sum_{v \in S, w \in T} \overline{v} \cdot \overline{w}$ is the mean similarity between pairs of tokens in sets $S, T$. We denote the set difference between $S$ and $T$ by $S \setminus T$, and we denote the first $n$ whole numbers by $[n] = \{1, 2, \ldots, n\}$.

2.2.2 Generalizing Word Embedding Association Tests

We assume that there is a given set of possible targets $X$ and attributes $A$. Henceforth, since in our evaluation all targets are names and all attributes are lower-case words (or phrases), we refer to targets as names and attributes as words. Nonetheless, in principle, the algorithm can be run on any sets of target and attribute tokens. [89] define a WEAT statistic for two equal-sized groups of names $X_1, X_2 \subseteq X$ and words $A_1, A_2 \subseteq A$ which can be conveniently written in our notation as,

$$s(X_1, A_1, X_2, A_2) \overset{\text{def}}{=} \left( \sum_{x \in X_1} \overline{\varphi} - \sum_{x \in X_2} \overline{\varphi} \right) \cdot (\overline{A_1} - \overline{A_2}).$$

In studies of human biases, the combinatorial explosion in groups can be avoided by teasing apart Single-Category IATs which assess associations one group at a time [e.g. 98, 99, 91]. In word embeddings, we define a simple generalization for $n \geq 1$, nonempty
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Let \( X_1, \ldots, X_n \) be groups of arbitrary sizes and let \( A_1, \ldots, A_n \) be words, as follows:

\[
g(X_1, A_1, \ldots, X_n, A_n) \overset{\text{def}}{=} \sum_{i=1}^{n} (\mathbf{X}_i - \mu) \cdot (\mathbf{A}_i - \mathbf{A})
\]

where \( \mu \overset{\text{def}}{=} \begin{cases} \mathbf{X} & \text{for } n = 1, \\ \frac{\sum_i \mathbf{X}_i}{n} & \text{for } n \geq 2. \end{cases} \)

Note that \( g \) is symmetric with respect to ordering and weights groups equally regardless of size. The definition differs for \( n = 1 \), otherwise \( g \equiv 0 \).

The following three properties motivate this as a “natural” generalization of WEAT to one or more groups.

**Lemma 1.** For any \( X_1, X_2 \subseteq \mathcal{X} \) of equal sizes \(|X_1| = |X_2|\) and any nonempty \( A_1, A_2 \subseteq \mathcal{A} \),

\[
s(X_1, A_1, X_2, A_2) = 2|X_1| \cdot g(X_1, A_1, X_2, A_2)
\]

**Lemma 2.** For any nonempty sets \( X \subset \mathcal{X}, A \subset \mathcal{A} \), let their complements sets \( X^c = \mathcal{X} \setminus X \) and \( A^c = \mathcal{A} \setminus A \). Then,

\[
g(X, A) = 2g(X, A, \mathcal{X}, \mathcal{A}) = 2\frac{|X^c| \cdot |A^c|}{|\mathcal{X}| \cdot |\mathcal{A}|} \cdot g(X, A, X^c, A^c)
\]

**Lemma 3.** For any \( n > 1 \) and nonempty \( X_1, X_2, \ldots, X_n \subseteq \mathcal{X} \) and \( A_1, A_2, \ldots, A_n \subseteq \mathcal{A} \),

\[
g(X_1, A_1, \ldots, X_n, A_n) = \sum_{i \in [n]} g(X_i, A_i) - \sum_{i,j \in [n]} \frac{g(X_i, A_j)}{n}
\]

Lemma 1 explains why we call it a generalization: for \( n = 2 \) and equal-sized name sets, the values are proportional with a factor that only depends on the set size. More generally, \( g \) can accommodate unequal set sizes and \( n \neq 2 \).

Lemma 2 shows that for \( n = 1 \) group, the definition is proportional the WEAT with the two groups \( X \) vs. all names \( \mathcal{X} \) and words \( A \) vs. \( \mathcal{A} \). Equivalently, it is proportional to the WEAT between \( X \) and \( A \) and their compliments.

Finally, Lemma 3 gives a decomposition of a WEAT into \( n^2 \) single-group WEATs \( g(X_i, A_j) \). In particular, the value of a single multi-group WEAT reflects a combination of the \( n \) association strengths between \( X_i \) and \( A_i \), and \( n^2 \) disassociation strengths between \( X_i \) and \( A_j \). As discussed on the literature on IATs, a large effect could reflect a strong association between \( X_1 \) and \( A_1 \) or \( X_2 \) and \( A_2 \), a strong disassociation between \( X_1 \) and \( A_2 \) or \( X_2 \) and \( A_1 \), or some combination of these factors. Proofs are deferred to Appendix A.12.
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2.2.3 Unsupervised Bias Enumeration algorithm

The inputs to our UBE algorithm are shown in Table 2.4. The output is $m$ WEATs, each with $n$ groups with associated sets of words and statistical confidences (p-values) in $[0, 1]$. Each WEAT has words from a single category, but several of the $m$ WEATs may yield no significant associations.

At a high level, the algorithm follows a simple structure. It selects $n$ disjoint groups of names $X_1, \ldots, X_n \subset \mathcal{X}$, and $m$ disjoint categories of lower-case words $\mathcal{A}_1, \ldots, \mathcal{A}_m$. All WEATs share the same $n$ name groups, and each WEAT has words from a single category $\mathcal{A}_j$, with $t$ words associated to each $X_i$. Thus the WEATs can be conveniently visualized in a tabular structure.

For convenience, we normalize all word embedding vectors to be unit length. Note that we only compute cosines between them, and the cosine is simply the inner product for unit vectors. We now detail the algorithm’s steps.

Step 1: Cleaning names and defining groups

We begin with a set of names $\mathcal{X}$, e.g., frequent first names from a database. Since word embeddings do not differentiate between words that have the same spelling but different meanings, we first “clean” the given names to remove names such as “May” and “Virginia”, whose embeddings are more reflective of other uses, such as a month or verb and a US state. Our cleaning procedure, detailed in Appendix C, is similar to that of [89].

We then use K-means++ clustering [from scikit-learn, 100, with default parameters] to cluster the normalized word vectors of the names, yielding groups $X_1 \cup \ldots \cup X_n = \mathcal{X}$. Finally, we define $\mu = \sum_i X_i / n$.

---

<table>
<thead>
<tr>
<th>name</th>
<th>meaning</th>
<th>default</th>
</tr>
</thead>
<tbody>
<tr>
<td>WE</td>
<td>word embedding</td>
<td>w2v</td>
</tr>
<tr>
<td>$\mathcal{X}$</td>
<td>set of names</td>
<td>SSA</td>
</tr>
<tr>
<td>$n$</td>
<td>number of target groups</td>
<td>12</td>
</tr>
<tr>
<td>$m$</td>
<td>number of categories</td>
<td>64</td>
</tr>
<tr>
<td>$M$</td>
<td>number of frequent lower-case words</td>
<td>30,000</td>
</tr>
<tr>
<td>$t$</td>
<td>number of words per WEAT</td>
<td>3</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>false discovery rate</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Table 2.4: Inputs to the UBE algorithm.

---

4 While the set of names is an input to our system, they could also be extracted from the embedding itself.
Step 2: Defining word categories

To define categories, we cluster the most frequent $M$ lower-case tokens in the word embedding into $m$ clusters using K-means++, yielding clusters of categories $A_1, \ldots, A_m$. The constant $M$ is chosen to cover as many recognizable words as possible without introducing too many unrecognizable tokens. As we shall see, categories capture concepts such as occupations, food-related words, and so forth.

Step 3: Selecting words $A_{ij} \subset A_j$

A test $T_j = (X_1, A_{1j}, \ldots, X_n, A_{nj})$ is chosen with disjoint $A_{ij} \subset A_j$, each of size $t = |A_{ij}|$. To ensure disjointness, $A_j$ is first partitioned into $n$ “Voronoi” sets $V_{ij} \subseteq A_j$ consisting of the words whose embedding is closest to each corresponding center $\overline{X}_i$, i.e.,

$$V_{ij} = \left\{ w \in A_j \mid i = \arg \max_{i' \in [n]} \overline{w} \cdot \overline{X}_{i'} \right\}$$

It then outputs $A_{ij}$ defined as the $t$ words maximizing the following:

$$\max_{w \in V_{ij}} (\overline{X}_i - \mu) \cdot (\overline{w} - \overline{A}_j)$$

The more computationally-demanding step is to compute, using Monte Carlo sampling, the $n$ p-values for $T_j$, as described next.

Step 4: Computing p-values and ordering

To test whether the associations we find are larger than one would find if there was no relationship between the names $X_i$ and words $A$, we consider the following “rotational null hypothesis”: the words in the embedding are generated through some process in which the alignment between names and words is random. This is formalized by imagining that a random rotation was applied (multiplying by a uniformly Haar random orthogonal matrix $U$) to the word embeddings but not to the name embeddings.

Specifically, to compute p-value $p_{ij}$ for each $(X_i, A_{ij})$, we first compute a score $\sigma_{ij} = (\overline{X}_i - \mu) \cdot (\overline{A}_{ij} - \overline{A})$. We then compute $R = 10,000$ uniformly random orthogonal rotations $U_1, \ldots, U_R \in \mathbb{R}^{d \times d}$, drawn according to the Haar measure. For each rotation, we simulate running our algorithm as if the name embeddings were transformed by $U$ (while the word embeddings remain as is). For each rotation $U_r$, the sets $A_{ijr}$ chosen to maximize $(\overline{X}_i U_r - \mu U_r) \cdot (\overline{w} - \overline{A}_j)$, and the corresponding $V_{ijr}$ and the resulting $\sigma_{ijr}$ are computed. Finally, $p_{ij}$ is the fraction of rotations for which the score $\sigma_{ijr} \geq \sigma_{ij}$ (plus an add-1 penalty standard for Monte Carlo p-values).

---

5 If multiplicities are desired, the Voronoi sets $V_{ij}$ could be omitted, optimizing $A_{ij} \subset A_j$ directly.
Furthermore, since the algorithm outputs many (hundreds) of name/word biases, the Benjamini-Hochberg [1995] procedure is used to determine a critical p-value that guarantees an $\alpha$ bound on the rate of false discoveries. Finally, to choose an output ordering on significant tests, the $m$ tests are then sorted by the total scores $\sigma_{ij}$ over the pairs determined significant.

2.2.4 Evaluation

To illustrate the performance of the proposed system in discovering associations, we use a database of first names provided by the Social Security Administration (SSA), which contains number of births per year by sex (F/M) [102]. Preprocessing details are in Appendix C.

We use three publicly available word embeddings, each with $d = 300$ dimensions and millions of words: $w2v$, released in 2013 and trained on approximately 100 billion words from Google News [103], $fast$, trained on 600 billion words from the Web [79], and $glove$, also trained on the Web using the GloVe algorithm [104].

While it is possible to display the three words in each $A_{ij}$, the hundreds or thousands of names in each $X_i$ cannot be displayed in the output of the algorithm. Instead, we use a simple greedy heuristic to give five “illustrative” names for each group, which are displayed in the tables in this Section and in our crowdsourcing experiments. The $k + 1$st name shown is chosen, given the first $k$ names, so as to maximize the average similarity of the first $k + 1$ names to that of the entire set $X_i$. Hence, the first name is the one whose normalized vector is most central (closest to the cluster mean), the second name is the one which when averaged with the first is as central as possible, and so forth.

The WEATs can be evaluated in terms of the quality of the name groups and also their associations with words. A priori, it was not clear whether clustering name embeddings would yield any name groups or word categories of interest. For all three embeddings we find that the clustering captures latent groups defined in terms of race, age, and gender (we only have binary gender statistics), as illustrated in Table 2.5 for $n = 12$ clusters. While even a few clusters suffice to capture some demographic differences, more clusters yield much more fine-grained distinctions. For example, with $n = 12$ one cluster is of evidently Israeli names (see column I of table 2.5), which one might not consider predefining a priori since they are a small minority in the U.S. Table A.1 in the Appendix shows demographic composition of clustering for other embeddings. Note that, although we do not have religious statistics for the names, several of the words in the generated associations are religious in nature, suggesting religious biases as well.

Table A.2 in the appendix shows the biases found in the “debiased” $w2v$ embedding of [88]. While the name clusters still exhibit strong binary gender differences, many fewer statistically significant associations were generated for the most gender-polarized clusters.
Table 2.5: Illustrative first names (greedily chosen) for \( n = 12 \) groups on the \( \text{w2v} \) embedding. Demographic statistics (computed a posteriori) are also shown though were not used in generation, including percentage female (at birth), mean year of birth, and percentage Black, Hispanic, Asian/Pacific Islander, and White.

<table>
<thead>
<tr>
<th>Emb.</th>
<th># significant</th>
<th>% accurate</th>
<th>% offensive</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{w2v} )</td>
<td>235</td>
<td>72%</td>
<td>35%</td>
</tr>
<tr>
<td>fast</td>
<td>160</td>
<td>80%</td>
<td>38%</td>
</tr>
<tr>
<td>glove</td>
<td>442</td>
<td>48%</td>
<td>24%</td>
</tr>
</tbody>
</table>

Table 2.6: Summary statistics for the WEATs generated using the three embeddings \((n = 12, m = 64)\). The total number of significant name/word associations, the fraction with which the crowd’s choice of name group agreed with that of the generated WEAT (accuracy) among the top-12 WEATs, and the fraction rated as offensive.
Table 2.7: The top-12 WEATs output by our UBE algorithm on the w2v embedding. Columns represent name groups $X_i$ from Table 2.5, rows represent categories $A_j$ (e.g., a cluster of food-related words). Orange indicate associations where the crowd’s most commonly chosen name group agrees with that of the generated WEAT. No significant biases generated for w2v F10.
Crowdsourcing evaluation

We solicited ratings on the biases generated by the algorithm from US-based crowd workers on Amazon’s Mechanical Turk\(^6\) platform. The aim is to identify whether the biases found by our UBE algorithm are consistent with (problematic) biases held by society at large. To this end, we asked about society’s stereotypes, \emph{not} personal beliefs.

We evaluated the top 12 WEATs generated by our UBE algorithm for the three embeddings, considering \(n = 12\) first name groups. Our approach was simple: after familiarizing participants with the 12 groups, we showed the (statistically significant) words and name groups of a WEAT and asked them to identify which words would, stereotypically, be most associated with which names group. A bonus was given for ratings that agreed with most other worker’s ratings, incentivizing workers to provide answers that they felt corresponded to widely held stereotypes.

This design was chosen over a simpler one in which WEATs are shown to individuals who are asked whether or not these are stereotypical. The latter design might support confirmation bias as people may interpret words in such a way that confirms whatever stereotypes they are being asked about. For instance, someone may be able to justify associating the color red with almost any group, a posteriori.

Note that the task presented to the workers involved fine-grained distinctions: for each of the top-12 WEATs, at least 18 workers would each be asked to match the significant \(c \leq 12\) word triples to the \(c\) name groups (each identified by five names each). For example, workers faced the triple of “registered nurse, homemaker, chairwoman” with \(c = 8\) groups of names, half of which were majority female, and the most commonly chosen group matched the one generated: “Janice, Jeanette, Lena, Mattie, Marylynn.” Across the top-12 WEATs over the three embeddings, the mean number of choices \(c\) was 8.1, yet the most commonly chosen group (plurality) agreed with the generated group 65% of the time (see Table 2.6). This is significantly more than one would expect from chance. The top-12 WEATs generated for \(w^{2v}\) are shown in Table 2.7.

One challenge faced in this process was that, in pilot experiments, a significant fraction of the workers were not familiar with many of the names. To address this challenge, we first administered a qualification exam (common in crowdsourcing) in which each worker was shown 36 random names, 3 from each group, and was offered a bonus for each name they could correctly identify the group from which it was chosen. Only workers whose accuracy was greater than 1/2 (which happened 37% of the time) evaluated the WEATs. Accuracy greater than 50% on a 12-way classification indicates that the groups of names were meaningful and interpretable to many workers.

Finally, we asked 13-15 workers to rate associations on a scale of 1-7 of \emph{political incorrectness}, with 7 being “politically incorrect, possibly very offensive” and 1 being “politically correct, inoffensive, or just random.” Only those biases for which the most commonly cho-

\(^6\) http://mturk.com
sen group matched the association identified by the UBE algorithm were included in this experiment. The mean ratings are shown in Table 2.6 and the terms present in associations deemed most offensive are presented in Table 2.3.

### 2.2.5 Potential indirect biases and proxies

Naively, one may think that removing names from a dataset will remove all problematic associations. However, as suggested by [88], indirect biases are likely to remain. For example, consider the \textit{w2v} word embedding, in which \textit{hostess} is closer to \textit{volleyball} than to \textit{cornerback}, while \textit{cab driver} is closer to \textit{cornerback} than to \textit{volleyball}. These associations, taken from columns \textbf{F1} and \textbf{F11} of Table 2.7, might serve as a proxy for gender and/or race. For instance, if someone is applying for a job and their profile includes college sports words, such associations encoded in the embedding may lead to racial or gender biases in cases in which there is no professional basis for these associations. In contrast, \textit{volunteer} being closer to \textit{volunteers} than \textit{recruits} may represent a definitional similarity more than a proxy, if we consider proxies to be associations that mainly have predictive power due to their correlation with a protected attribute. While defining proxies is beyond the scope of this work, we do say that \( A_{ij}, A'_{i'j'}, A_{ij'}, A'_{i'j} \) is a potential indirect bias if,

\[
(A_{ij} - A'_{i'j'}) \cdot (A_{ij'} - A'_{i'j'}) > 0. 
\]  

(2.23)

One way to interpret this definition is that if the embedding were to match the pair of word sets \( \{A_{ij}, A'_{i'j'} \} \) to the pair of word sets \( \{A_{ij'}, A'_{i'j} \} \), it would align with the way in which they were generated. For example, does the embedding predict that \textit{hostess-cab driver} better fits \textit{volleyball-cornerback} or \textit{cornerback-volleyball} (but this question is asked with sets of \( t = 3 \) words)? Downstream, this would mean that a replacing a the word \textit{cornerback} with \textit{volleyball} on a profile would make it closer to \textit{hostess} than \textit{cab driver}.

We consider all possible fourtuples of significant associations, such that \( 1 \leq i < i' \leq n \) and \( 1 \leq j < j' \leq m \). In the case of \textit{w2v}, 99\% of 2,713 significant fourtuples lead to potential indirect biases according to eq. (2.23). This statistic is of 98\% of 1,125 fourtuples and 97\% of 1,796 fourtuples for the \textit{fast} and \textit{glove} embeddings, respectively. Hence, while names allow us to capture biases in the embedding, removing names is unlikely to be sufficient to debias the embedding.

### 2.2.6 Limitations

Absent clusters show the limitations of our approach and data. For example, even for large \( n \), no clusters represent demographically significant Asian-American groups. However, if instead of names we use surnames [U.S. Census, 105], a cluster “Yu, Tamashiro, Heng, Feng, Nakamura, +393” emerges, which is largely Asian according to Census data (see Table A.3 in the Appendix). This distinction may reflect naming practices among Asian Americans [106]. Similarly, our approach may miss biases against small minorities or other
groups whose names are not significantly differentiated. For example, it is not immediately clear to what extent this methodology can capture biases against individuals whose gender identity is non-binary, although interestingly terms associated with transgender individuals were generated and rated as significant and consistent with human biases.

2.2.7 Discussion

This Section introduces the problem of Unsupervised Bias Enumeration (UBE). It proposes a UBE algorithm that outputs Word Embedding Association Tests, and evaluates it via crowdsourcing. Unlike humans, where implicit tests are necessary to elicit socially unacceptable biases in a straightforward fashion, word embeddings can be directly probed to output hundreds of biases of varying natures, including numerous offensive and socially unacceptable biases. The racist and sexist associations exposed in publicly available word embeddings raise questions about their widespread use. An important open question is how to reduce these biases. In the next Section we take one step towards answering this question.
2.3 What’s in a name? Reducing bias without assuming access to protected attributes

Section based on:

When the performance of a machine learning system differs substantially for different groups of people, a number of concerns arise [54, 58]. First and foremost, there is a risk that the deployment of such a method may harm already marginalized groups and widen existing inequalities. Chapter 2.1 highlights this concern in the context of online recruiting and automated hiring. Recall that the results show that when predicting an individual’s occupation from their online biography, if occupation-specific gender gaps in true positive rates are correlated with existing gender imbalances in those occupations, then those imbalances will be compounded over time—a phenomenon sometimes referred to as the “leaky pipeline.” Second, the correlations that lead to performance differences between groups are often irrelevant. For example, while an occupation classifier should predict a higher probability of software engineer if an individual’s biography mentions coding experience, there is no good reason for it to predict a lower probability of software engineer if the biography also mentions softball.

Prompted by such concerns about bias in machine learning systems, there is a growing body of work on fairness in machine learning. Some of the foundational papers in this area highlighted the limitations of trying to mitigate bias using methods that are “unaware” of protected attributes such as race, gender, or age [e.g., 93]. As a result, subsequent work has primarily focused on introducing fairness constraints, defined in terms of protected attributes, that reduce incentives to rely on undesirable correlations [e.g., 66, 107]. This approach is particularly useful if similar performance can be achieved by slightly different means—i.e., fairness constraints may aid in model selection if there are many near-optima.

In practice, though, any approach that relies on protected attributes may stand at odds with anti-discrimination law, which limits the use of protected attributes in domains such as employment and education, even for the purpose of mitigating bias. And, in other

“What’s in a name? That which we call a rose by any other name would smell as sweet.” – William Shakespeare, Romeo and Juliet.
domains, protected attributes are often not available [108]. Moreover, even when they are, it is usually desirable to simultaneously consider multiple protected attributes, as well as their intersections. For example, Buolamwini [109] showed that commercial gender classifiers have higher error rates for women with darker skin tones than for either women or people with darker skin tones overall.

We propose a method for reducing bias in machine learning classifiers without relying on protected attributes. In the context of occupation classification, this method discourages a classifier from learning a correlation between the predicted probability of an individual’s occupation and a word embedding of their name. Intuitively, the probability of an individual’s occupation should not depend on their name—nor on any protected attributes that may be inferred from it. We present two variations of the method—i.e., two loss functions that enforce this constraint—and show that they simultaneously reduce both race and gender biases with little reduction in classifier accuracy. Although we are motivated by the need to mitigate bias in online recruiting and automated hiring, this method can be applied in any domain where individuals’ names are available at training time.

Instead of relying on protected attributes, the proposed method leverages the societal biases that are encoded in word embeddings [45, 46]. In particular, we build on the work presented on Section 2.2, which shows that word embeddings of names typically reflect the societal biases that are associated with those names, including race, gender, and age biases, as well encoding information about other factors that influence naming practices such as nationality and religion. By using word embeddings of names as a tool for mitigating bias, the approach is conceptually simple and empirically powerful. Much like the “proxy fairness” approach of Gupta et al. [110], it is applicable when protected attributes are not available; however, it additionally eliminates the need to specify which biases are to be mitigated, and allows simultaneous mitigation of multiple biases, including those that relate to group intersections. Moreover, under the proposed approach it is only necessary to have access to proxy information (i.e., names) at training time and not at deployment time, which avoids disparate treatment concerns and extends fairness gains to individuals with ambiguous names. For example, a method that explicitly or implicitly infers protected attributes from names at deployment time may fail to correctly infer that an individual named Alex is female and, in turn, fail to mitigate gender bias for her. Methodologically, our work is also similar to that of Zafar et al. [111], which promotes fairness by requiring that the covariance between a protected attribute and a data point’s distance from a classifier’s decision boundary is smaller than some constant. However, unlike our method, it requires access to protected attributes, and does not facilitate simultaneous mitigation of multiple biases.

2.3.1 Method

The proposed methodology discourages an occupation classifier from learning a correlation between the predicted probability of an individual’s occupation and a word embedding of
their name. This section presents two variations of the method—i.e., two penalties that can be added to an arbitrary loss function and used when training any classifier.

We assume that each data point corresponds to an individual, with a label indicating that individual’s occupation. We also assume access to the names of the individuals represented in the training set. The first variation, which we call Cluster Constrained Loss (CluCL), uses k-means to cluster word embeddings of the names in the training set. Then, for each pair of clusters, it minimizes between-cluster disparities in the predicted probabilities of the true labels for the data points that correspond to the names in the clusters. In contrast, the second variation minimizes the covariance between the predicted probability of an individual’s occupation and a word embedding of their name. Because this variation minimizes the covariance directly, we call it Covariance Constrained Loss (CoCL). The most salient difference between these variations is that CluCL only minimizes disparities between the latent groups captured by the clusters. For example, if the clusters correspond only to gender, then CluCL is only capable of mitigating gender bias. However, given a sufficiently large number of clusters, CluCL is able to simultaneously mitigate multiple biases, including those that relate to group intersections. For both variations, individual’s names are not used as input to the classifier itself; they appear only in the loss function used when training the classifier. The resulting trained classifier can therefore be deployed without access to individuals’ names.

**Formulation**

We define \( x_i = \{x_i^1, \ldots, x_i^M\} \) to be a data point, \( y_i \) to be its corresponding (true) label, and \( n_i^f \) and \( n_i^l \) to be the first and last name of the corresponding individual. The classification task is then to (correctly) predict the label for each data point:

\[
p_i = H(x_i)
\]

\[
\hat{y}_i = \arg \max_{1 \leq j \leq |C|} p_i[j],
\]

where \( H(\cdot) \) is the classifier, \( C \) is the set of possible classes, \( p_i \in \mathbb{R}^{|C|} \) is the output of the classifier for data point \( x_i \)—e.g., \( p_i[j] \) is the predicted probability of \( x_i \) belonging to class \( j \)—and \( \hat{y}_i \) is the predicted label for \( x_i \). We define \( p_i^y \) to be the predicted probability of \( y_i \)—i.e., the true label for \( x_i \).

The conventional way to train such a classifier is to minimize some loss function \( \mathcal{L} \), such as the cross-entropy loss function. We propose to add an additional penalty to this loss function:

\[
\mathcal{L}_{\text{total}} = \mathcal{L} + \lambda \cdot \mathcal{L}_{\text{CL}},
\]

where \( \mathcal{L}_{\text{CL}} \) is either \( \mathcal{L}_{\text{CluCL}} \) or \( \mathcal{L}_{\text{CoCL}} \) (defined in Sections 2.3.1 and 2.3.1, respectively), and \( \lambda \) is a hyperparameter that determines the strength of the penalty. This loss function
is only used during training, and plays no role in the resulting trained classifier. Moreover, it can be used in any standard setup for training a classifier—e.g., training a deep neural network using mini-batches and the Adam optimization algorithm [112].

### Cluster Constrained Loss

This variation represents each first name $n^f_i$ and last name $n^l_i$ as a pair of low-dimensional vectors using a set of pretrained word embeddings $E$. These are then combined to form a single vector:

$$n^e_i = \frac{1}{2} \left( E[n^f_i] + E[n^l_i] \right).$$

(2.27)

Using $k$-means [113], CluCL then clusters the resulting embeddings into $k$ clusters, yielding a cluster assignment $k_i$ for each name (and corresponding data point). Next, for each class $c \in C$, CluCL computes the following average pairwise difference between clusters:

$$l_c = \frac{1}{k(k-1)} \times$$

$$\sum_{u,v=1}^{k} \left( \frac{1}{N_{c,u}} \sum_{i:y_i = c, k_i = u} p^y_i - \frac{1}{N_{c,v}} \sum_{i:y_i = c, k_i = v} p^y_i \right)^2,$$

(2.28)

where $u$ and $v$ are clusters and $N_{c,u}$ is the number of data points in cluster $u$ for which $y_i = c$. CluCL considers each class individually because different classes will likely have different numbers of training data points and different disparities. Finally, CluCL computes the average of $l_1, \ldots, l_{|C|}$ to yield

$$\mathcal{L}_{\text{CluCL}} = \frac{1}{|C|} \sum_{c \in C} l_c.$$  

(2.29)

### Covariance Constrained Loss

This variation minimizes the covariance between the predicted probability of a data point’s label and the corresponding individual’s name. Like CluCL, CoCL represents each name as a single vector $n^e_i$ and considers each class individually:

$$l_c = \mathbb{E}_{i:y_i = c} \left[ (p^c_i - \mu^c_p) \cdot (n^e_i - \mu^c_n) \right],$$

(2.30)

where $\mu^c_p = \mathbb{E}_{i:y_i = c} [p^y_i]$ and $\mu^c_n = \mathbb{E}_{i:y_i = c} [n^e_i]$. Finally, CoCL computes the following average:

$$\mathcal{L}_{\text{CoCL}} = \frac{1}{|C|} \sum_{c \in C} \|l_c\|,$$

where $\|\cdot\|$ is the $\ell_2$ norm.
2.3.2 Evaluation

One of the strengths of the proposed method is its ability to simultaneously mitigate multiple biases without access to protected attributes; however, this strength also poses a challenge for evaluation. We are unable to quantify this ability without access to these attributes. To facilitate evaluation, we focus on race and gender biases only because race and gender attributes are more readily available than attributes corresponding to other biases. We further conceptualize both race and gender to be binary (“white/non-white” and “male/female”) but note that these conceptualizations are unrealistic, reductive simplifications that fail to capture many aspects of race and gender, and erase anyone who does not fit within their assumptions. We emphasize that we use race and gender attributes only for evaluation—they do not play a role in our method.

Datasets

We use two datasets to evaluate the proposed method: the adult income dataset from the UCI Machine Learning Repository [114], where the task is to predict whether an individual earns more than $50k per year (i.e., whether their occupation is “high status”), and the dataset of online biographies described in Section 2.1, where the task is to predict an individual’s occupation from the text of their online biography.

Each data point in the Adult dataset consists of a set of binary, categorical, and continuous attributes, including race and gender. We preprocess these attributes to more easily allow us to understand the classifier’s decisions. Specifically, we normalize continuous attributes to be in the range [0, 1] and we convert categorical attributes into binary indicator variables. Because the data points do not have names associated with them, we generate synthetic first names using the race and gender attributes. First, we use the dataset of Tzioumis [115] to identify “white” and “non-white” names. For each name, if the proportion of “white” people with that name is higher than 0.5, we deem the name to be “white;” otherwise, we deem it to be “non-white.” 7 Next, we use Social Security Administration data about baby names [2018] to identify “male” and “female” names. For each name, if the proportion of boys with that name is higher than 0.5, we deem the name to be “male;” otherwise, we deem it to be “female.” 8 We then take the intersection of these two sets of names to yield a single set of names that is partitioned into four non-overlapping categories by (binary) race and gender. Finally, we generate a synthetic first name for each data point by sampling a name from the relevant category.

Each data point in the Bios dataset consists of the text of an individual’s biography, written in the third person. We represent each biography as a vector of length $V$, where

7 For 90% of the names, the proportion of “white” people with that name is greater than 0.7 or less than 0.3, so there is a clear distinction between “white” and “non-white” names.
8 For 98% of the names, the proportion of boys with that name is greater than 0.7 or less than 0.3, so there is an even clearer distinction between “male” and “female” names.
$V$ is the size of the vocabulary. Each element corresponds to a single word type and is equal to 1 if the biography contains that type (and 0 otherwise). We limit the size of the vocabulary by discarding the 10% most common word types, as well as any word types that occur fewer than twenty times. Unlike the Adult dataset, each data point has a name associated with it. And, because biographies are typically written in the third person and because pronouns are gendered in English, we can extract (likely) self-identified gender. We infer race for each data point by sampling from a Bernoulli distribution with probability equal to the average of the probability that an individual with that first name is “white” (from the dataset of Tzioumis [115], using a threshold of 0.5, as described above) and the probability that an individual with that last name is “white” (from the dataset of Comenetz [105], also using a threshold of 0.5).\footnote{We note that, in general, an individual’s race or gender should be directly reported by the individual in question; inferring race or gender can be both inaccurate and reductive.} Finally, as in Section 2.1, we consider two versions of the Bios dataset: one where first names and pronouns are available to the classifier and one where they are “scrubbed.”

Throughout the evaluation, we use the fastText word embeddings, pretrained on Common Crawl data [116], to represent names.

**Classifier and loss function**

Our method can be used with any classifier, including deep neural networks such as recurrent neural networks and convolutional neural networks. However, because the focus of this work is mitigating bias, not maximizing classifier accuracy, we use a single-layer neural network:

$$h_i = W_h \cdot x_i + b_h$$

$$p_i = \text{softmax}(h_i)$$

where $W_h \in \mathbb{R}^{|C| \times M}$ and $b_h \in \mathbb{R}^{|C|}$ are the weights. This structure allows us to examine individual elements of the matrix $W_h$ in order to understand the classifier’s decisions for any dataset.

Both the Adult dataset and the Bios dataset have a strong class imbalance. We therefore use a weighted cross-entropy loss as $L$, with weights set to the values proposed by King and Zeng [117].

**Quantifying bias**

To quantify race bias and gender bias, we follow the same approach used in Section 2.1 and compute the true positive rate (TPR) race gap and the TPR gender gap—i.e., the differences in the TPRs between races and between genders, respectively—for each occupation.
The TPR race gap for occupation $c$ is defined as follows:

$$TPR_{r,c} = P[\hat{Y} = c | R = r, Y = c]$$

$$Gap_{r,c} = TPR_{r,c} - TPR_{\sim r,c},$$

where $r$ and $\sim r$ are binary races, $\hat{Y}$ and $Y$ are random variables representing the predicted and true occupations for an individual, and $R$ is a random variable representing that individual’s race. Similarly, the TPR gender gap for occupation $c$ is

$$TPR_{g,c} = P[\hat{Y} = c | G = g, Y = c]$$

$$Gap_{g,c} = TPR_{g,c} - TPR_{\sim g,c},$$

where $g$ and $\sim g$ are binary genders and $G$ is a random variable representing an individual’s gender.

To obtain a single score that quantifies race bias, thus facilitating comparisons, we calculate the root mean square of the per-occupation TPR race gaps:

$$Gap_{r}^{\text{RMS}} = \sqrt{\frac{1}{|C|} \sum_{c \in C} Gap_{r,c}^2}.$$ 

We obtain a single score that quantifies gender bias similarly. The motivation for using the root mean square instead of an average is that larger values have a larger effect and we are more interested in mitigating larger biases. Finally, to facilitate worst-case analyses, we calculate the maximum TPR race gap and the maximum TPR gender gap.

We again emphasize that race and gender attributes are used only for evaluating our method.

Figure 2.9: Number of data points (from the Bios dataset) in each cluster that correspond to each race and gender.
2.3.3 Results

We first demonstrate that word embeddings of names encode information about race and gender. We then present the main results, before examining individual elements of the matrix $W_h$ in order to better understand our method.

**Word embeddings of names as proxies**

We cluster the names associated with the data points in the *Bios* dataset, represented as word embeddings, to verify that such embeddings indeed capture information about race and gender. We perform $k$-means clustering (using the $k$-means++ algorithm) with $k=12$ clusters, and then plot the number of data points in each cluster that correspond to each (inferred) race and gender. Figures 2.9a and 2.9b depict these numbers, respectively.

Clusters 1, 2, 4, 7, 8, and 12 contain mostly “white” names, while clusters 3, 5, and 9 contain mostly “non-white names.” Similarly, clusters 4 and 8 contain mostly “female” names, while cluster 2 contains mostly “male” names. The other clusters are more balanced by race and gender. Manual inspection of the clusters reveals that cluster 9 contains mostly Asian names, while cluster 8 indeed contains mostly “female” names. The names in cluster 2 are mostly “white” and “male,” while the names in cluster 4 are mostly “white” and “female.” This suggests that the clusters are capturing at least some intersections. Together these results demonstrate that word embeddings of names do indeed encode at least some information about race and gender, even when first and last names are combined into a single embedding vector.

**Adult dataset**

<table>
<thead>
<tr>
<th>Method</th>
<th>$\lambda$</th>
<th>Balanced TPR</th>
<th>$\text{Gap}_g^{\text{RMS}}$</th>
<th>$\text{Gap}_r^{\text{RMS}}$</th>
<th>$\text{Gap}_g^{\text{max}}$</th>
<th>$\text{Gap}_r^{\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>0</td>
<td>0.795</td>
<td>0.299</td>
<td>0.120</td>
<td>0.303</td>
<td>0.148</td>
</tr>
<tr>
<td>ChuCL</td>
<td>1</td>
<td>0.788</td>
<td>0.278</td>
<td>0.121</td>
<td>0.297</td>
<td>0.145</td>
</tr>
<tr>
<td>ChuCL</td>
<td>2</td>
<td>0.793</td>
<td>0.259</td>
<td>0.085</td>
<td>0.282</td>
<td>0.114</td>
</tr>
<tr>
<td>CoCL</td>
<td>1</td>
<td>0.794</td>
<td>0.215</td>
<td>0.091</td>
<td>0.251</td>
<td>0.119</td>
</tr>
<tr>
<td>CoCL</td>
<td>2</td>
<td>0.790</td>
<td><strong>0.163</strong></td>
<td><strong>0.080</strong></td>
<td><strong>0.201</strong></td>
<td><strong>0.109</strong></td>
</tr>
</tbody>
</table>

Table 2.8: Results for the *Adult* dataset. Balanced TPR (i.e., per-occupation TPR, averaged over occupations), gender bias quantified as $\text{Gap}_g^{\text{RMS}}$, race bias quantified as $\text{Gap}_r^{\text{RMS}}$, maximum TPR gender gap, and maximum TPR race gap for different values of hyperparameter $\lambda$. Results are averaged over four runs with different random seeds.

The results for the *Adult* dataset are shown in Table 2.8. The task is to predict whether an individual earns more than $50k per year (i.e., whether their occupation is “high status”). Because the dataset has a strong class imbalance, we report the balanced TPR—i.e.,
we compute the per-class TPR and then average over the classes. We experiment with different values of the hyperparameter $\lambda$. When $\lambda = 0$, the method is equivalent to using the conventional weighted cross-entropy loss function. Larger values of $\lambda$ increase the strength of the penalty, but may lead to a less accurate classifier. Using $\lambda = 0$ leads to significant gender bias: the maximum TPR gender gap is 0.303. This means that the TPR is 30% higher for men than for women. We emphasize that this does not mean that the classifier is more likely to predict that a man earns more than $50k per year, but means that the classifier is more likely to correctly predict that a man earns more than $50k per year. Both variations of our method significantly reduce race and gender biases. With CluCL, the root mean square TPR race gap is reduced from 0.12 to 0.085, while the root mean square TPR gender gap is reduced from 0.299 to 0.25. These reductions in bias result in less than one percent decrease in the balanced TPR (79.5% is decreased to 79.3%). With CoCL, the race and gender biases are further reduced: the root mean square TPR race gap is reduced to 0.08, while the root mean square TPR gender gap is reduced to 0.163, with 0.5% decrease in the balanced TPR.

We emphasize that although the proposed method significantly reduces race and gender biases, neither variation can completely eliminate them. In order to understand how different values of hyperparameter $\lambda$ influence the reduction in race and gender biases, we perform additional experiments using CoCL where we vary $\lambda$ from 0 to 10. Figure 2.10 depicts these results. Larger values of $\lambda$ indeed reduce race and gender biases; however, to achieve a root mean square TPR gender gap of zero means reducing the balanced TPR to 50%, which is unacceptably low. That said, there are a wide range of values of $\lambda$ that sig-
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Table 2.9: Results for the original Bios dataset. Balanced TPR (i.e., per-occupation TPR, averaged over occupations), gender bias quantified as $\text{Gap}_{g}^{\text{RMS}}$, race bias quantified as $\text{Gap}_{r}^{\text{RMS}}$, maximum TPR gender gap, and maximum TPR race gap for different values of hyperparameter $\lambda$. Results are averaged over four runs with different random seeds.

<table>
<thead>
<tr>
<th>Method</th>
<th>$\lambda$</th>
<th>Balanced TPR</th>
<th>$\text{Gap}_{g}^{\text{RMS}}$</th>
<th>$\text{Gap}_{r}^{\text{RMS}}$</th>
<th>$\text{Gap}_{g}^{\text{max}}$</th>
<th>$\text{Gap}_{r}^{\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>0</td>
<td>0.788</td>
<td>0.173</td>
<td>0.051</td>
<td>0.511</td>
<td>0.121</td>
</tr>
<tr>
<td>CluCL</td>
<td>1</td>
<td>0.784</td>
<td>0.168</td>
<td>0.048</td>
<td>0.494</td>
<td>0.120</td>
</tr>
<tr>
<td>CluCL</td>
<td>2</td>
<td>0.781</td>
<td>0.165</td>
<td>0.047</td>
<td>0.486</td>
<td>0.114</td>
</tr>
<tr>
<td>CoCL</td>
<td>1</td>
<td>0.785</td>
<td>0.168</td>
<td>0.048</td>
<td>0.507</td>
<td>0.109</td>
</tr>
<tr>
<td>CoCL</td>
<td>2</td>
<td>0.779</td>
<td>0.169</td>
<td>0.048</td>
<td>0.512</td>
<td>0.116</td>
</tr>
</tbody>
</table>

Table 2.10: Results for the “scrubbed” Bios dataset. Balanced TPR (i.e., per-occupation TPR, averaged over occupations), gender bias quantified as $\text{Gap}_{g}^{\text{RMS}}$, race bias quantified as $\text{Gap}_{r}^{\text{RMS}}$, maximum TPR gender gap, and maximum TPR race gap for different values of hyperparameter $\lambda$. Again, results are averaged over four runs.

<table>
<thead>
<tr>
<th>Method</th>
<th>$\lambda$</th>
<th>Balanced TPR</th>
<th>$\text{Gap}_{g}^{\text{RMS}}$</th>
<th>$\text{Gap}_{r}^{\text{RMS}}$</th>
<th>$\text{Gap}_{g}^{\text{max}}$</th>
<th>$\text{Gap}_{r}^{\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>0</td>
<td>0.785</td>
<td>0.111</td>
<td>0.049</td>
<td>0.385</td>
<td>0.123</td>
</tr>
<tr>
<td>CluCL</td>
<td>1</td>
<td>0.782</td>
<td>0.107</td>
<td>0.048</td>
<td>0.383</td>
<td>0.112</td>
</tr>
<tr>
<td>CluCL</td>
<td>2</td>
<td>0.778</td>
<td>0.112</td>
<td>0.046</td>
<td>0.395</td>
<td>0.107</td>
</tr>
<tr>
<td>CoCL</td>
<td>1</td>
<td>0.780</td>
<td>0.109</td>
<td>0.047</td>
<td>0.388</td>
<td>0.117</td>
</tr>
<tr>
<td>CoCL</td>
<td>2</td>
<td>0.775</td>
<td>0.108</td>
<td>0.046</td>
<td>0.387</td>
<td>0.109</td>
</tr>
</tbody>
</table>

The task is to predict an individual’s occupation from the text of their online biography. Because the dataset has a strong class imbalance, we again report the balanced TPR. CluCL and CoCL reduce race and gender biases for both versions of the dataset. For the original version, CluCL reduces the root mean square TPR gender gap from 0.173 to 0.165 and the maximum TPR gender gap by 2.5%. Race bias is also reduced, though to a lesser extent. These reductions reduce the balanced TPR by 0.7%. For the “scrubbed” version, the reductions in race and gender biases are even smaller, likely because most of the

**Bios dataset**

The results of the evaluation using the original and “scrubbed” (i.e., names and pronouns are “scrubbed”) versions of the Bios dataset are shown in Tables 2.9 and 2.10, respectively. For example, $\lambda = 6$ results in a root mean square TPR race gap of 0.038 and a root mean square TPR gender gap of 0.046, with only a 7.3% decrease in the balanced TPR.
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Figure 2.11: Classifier weight values for several attributes for the conventional weighted cross-entropy loss function (i.e., $\lambda = 0$) and for CoCL with $\lambda = 2$. Results are averaged over four runs with different random seeds.

We hypothesize that these smaller reductions in race and gender biases, compared to the Adult dataset, are because the Adult dataset has fewer attributes and classes than the Bios dataset, and contains explicit race and gender information, making the task of reducing biases much simpler. We also note that each biography in the Bios dataset is represented as a vector of length $V$, where $V$ is over 11,000. This means that the corresponding classifier has a very large number of weights, and there is a strong overfitting effect. Because this overfitting effect increases with $\lambda$, we suspect it explains why CluCL has a larger root mean square TPR gender gap when $\lambda = 2$ than when $\lambda = 1$. Indeed, the root mean square TPR gender gap for the training set is 0.05 when $\lambda = 2$. Using dropout and $\ell_2$ weight regularization lessened this effect, but did not eliminate it entirely.

Understanding the method

The proposed method mitigates bias by making training-time adjustments to the classifier’s weights that minimize the correlation between the predicted probability of an individual’s occupation and a word embedding of their name. Because of our choice of classifier (a single-layer neural network, as described in Section 2.3.2), we can examine individual elements of the matrix $W_h$ to understand the effect of our method on the classifier’s decisions. Figure 2.11a depicts the values of several weights for the conventional weighted cross-entropy loss function (i.e., $\lambda = 0$) and for CoCL with $\lambda = 2$ for the Adult dataset. When $\lambda = 0$, the attributes “sex_Female” and “sex_Male” have large negative and positive weights, respectively. This means that the classifier is more likely to predict that a man earns more than $50k per year. With CoCL, these weights are much closer to zero. Similarly, the weights for the race attributes are also closer to zero. We note that the weight for the
attribute “age” is also reduced, suggesting that CoCL may have mitigated some form of age bias.

Figure 2.11b depicts the values of several weights specific to the occupation “surgeon” for the conventional weighted cross-entropy loss function (i.e., $\lambda = 0$) and for CoCL with $\lambda = 2$ for the original version of the Bios dataset. When $\lambda = 0$, the attributes “she” and “her” have large negative weights, while the attribute “he” has a positive weight. This means that the classifier is less likely to predict that a biography that contains the words “she” or “her” belongs to a surgeon. With CoCL, these magnitudes of these weights are reduced, though these reductions are not as significant as the reductions shown for the Adult dataset.

### 2.3.4 Discussion

This Section proposes a method for reducing bias in machine learning classifiers without relying on protected attributes. In contrast to previous work, this method eliminates the need to specify which biases are to be mitigated, and allows simultaneous mitigation of multiple biases, including those that relate to group intersections. The proposed methodology leverages the societal biases that are encoded in word embeddings of names. Specifically, it discourages an occupation classifier from learning a correlation between the predicted probability of an individual’s occupation and a word embedding of their name. Two variations of the method are presented and evaluated using a large-scale dataset of online biographies. Results show that both variations simultaneously reduce race and gender biases, with almost no reduction in the classifier’s overall true positive rate. The method is conceptually simple and empirically powerful, and can be used with any classifier, including deep neural networks.
Chapter 3

Limits of available labels and leveraging human consistency

3.1 Introduction

In many domains, humans are routinely tasked with making predictions to inform decisions their job requires them to make. Examples are judges who predict the likelihood of recidivism when determining bail, doctors who predict the likelihood of neurological recovery of comatose patients when deciding whether to extend life support, and recruiters who evaluate the likelihood of a candidate succeeding at a job when hiring. Increasingly, machine learning is being used to aid humans in those predictions. While research has shown that machine learning and actuarial models are better at making predictions than humans [118, 119, 120], the available data frequently presents challenges that limit what can be learned from observed outcomes alone, undermining a model’s performance and leading to deceivingly optimistic evaluation metrics.

In this work, we propose using human consistency as a source of information for what cannot be learned from observational data alone. Human consistency has long been used as a source of information. Popularized by Cohen’s Kappa Coefficient [121, 122], inter-rater agreement is considered an indicator of reliability [123, 124]. In order to leverage such consistency, we first propose a way of estimating it in cases where a single decision-maker observes each sample. While existing methodology to estimate consistency requires that multiple humans label each case, historical data of high-stakes decisions made by domain experts (e.g., judges, physicians and social workers) usually contains a single human’s assessment for each case. The proposed method to identify consistency in these settings works as follows: A predictive model $f_h$ is used to predict the human decisions, and influence functions are used to estimate each expert’s influence on a prediction. This yields a metric of robustness for the model’s predictions of human decisions by identifying whether a prediction is driven by the historical decisions of multiple experts, or by those
of a single or very few experts. For cases in which the model’s predictions indicate high certainty–measured in terms of calibrated probability–, this metric allows us to identify consistency across decision makers.

Furthermore, we propose a label amalgamation strategy to incorporate human knowledge into a model. In applications for which consistency is believed to stem from expertise, the approach allows us to obtain labels for censored cases, and to learn from experts in instances in which they are consistent and at odds with the observed label, while learning from observational data elsewhere. Our approach brings the construct we optimize for closer to the construct that humans care about, without incorporating individual biases, errors, or noise.

Section 3.2 we present related work, in Section 3.3 we describe challenges of algorithmic decision support. In Section 3.4 we introduce the methodology to estimate consistency via influence functions and the label amalgamation approach. In Section 3.5 we present and analyze the results, both on semi-synthetic data in which we consider different scenarios of decision making, and on real data from child maltreatment hotline screenings.

3.2 Related work

Our work draws inspiration from extensive literature that uses inter-rater agreement metrics as an indicator of reliability [121, 122, 123, 124]. Such metrics have been popular in applied psychology literature for decades, and have recently been popularized in computer science through the crowdsourcing literature [125, 126]. With the emergence of an online workforce as an inexpensive source of data labeling, metrics of agreement have been very useful to aggregate and assess the quality of crowd-sourced labels. Unlike in crowdsourcing, in this work we aim to learn from domain experts making high-stakes decisions. Obtaining labels is time consuming in such a setting– data is often sensitive, and qualified labelers are scarce– so we cannot collect multiple assessments for each case and must find ways to leverage the historical decisions available. The proposed approach allows us to estimate consistency across experts from historical data. Here, a note must be made regarding consistency. Experts’ consistency–or the lack thereof–has been a subject of study for a long time [127, 128], with results indicating that experts tend to exhibit low overall consistency. We highlight that we are not assuming experts will display overall consistency, but rather that we are leveraging experts’ consistency when it is displayed for subsets of cases.

Most closely related to our work is [129, 2], where modeling of human decisions is used to improve evaluation of predictive models in the presence of the selective labels problem and unobservables. While [129, 2] improve validation by leveraging heterogeneity of human decisions, our focus is instead on improving training by leveraging homogeneity. Their work proposes a way of evaluating a model meant to assist bail decisions, trained on observed outcomes of recidivism, by making use of the fact that there are more and less lenient judges. This allows the authors to compare the performance of detaining everyone a strict
judge would detain, vs. detaining everyone a lenient judge would detain, and matching the detention rate of the strict judge based on who the algorithm predicts to be at highest risk of recidivism. The authors focus are those cases for which humans disagree in their assessment. Instead, we focus on cases for which all humans agree in their assessment, by proposing methodology to identify such cases and incorporating this knowledge into the training of a predictive model.

In terms of the discussion of the risks of the selective labels problem, our work differs from [129, 2] in that by focusing on the portion of cases where there is agreement, we concentrate on the violation of the positivity assumption. Meanwhile, they focus on the simultaneous presence of both selective labels and unobservables, but do not consider the violation of the positivity assumption that stems from homogeneity across human decisions. The selective labels problem is a special case of sample selection bias, which concerns learning in a setting where training and test data are drawn from different distributions [130, 131]. Statistics and quantitative methods literature on missing data has also addressed this problem [132, 133]. However, in addition to assuming conditional ignorability, which fails in the presence of unobservables, a common assumption to the different approaches that have been presented to tackle sample selection bias is positivity, which assumes that every individual has a non-zero probability of being part of the training sample, i.e., $P(d_i = 1|x_i) > 0 \forall i = 1,..,n$, where $d_i$ refers to $x_i$ being selected for the sample. As we will discuss, this assumption is easily violated under the selective labels problem. The fairness-related risks of learning from censored data are explored in [134].

The risks of omitted payoff bias are briefly described in [129, 135]; we add to this work by proposing ways of mitigating this problem. Also related, the concepts of an observed space and a construct space are formalized in [136]. While their focus is on features rather than outcomes, the notion that what we observe does not always capture what we care about is at the heart of omitted payoff bias.

Bringing machine learning models closer to experts’ knowledge has been explored in the past. In particular, researchers have proposed ways of doing so by prioritizing features that are more credible [137]. Our work also shares similarities with the literature on learning to defer [138, 139], which seeks to combine human and algorithmic decision making. However, existing techniques in this realm rely on the algorithm’s ability to self-assess its performance and confidence, and are therefore not directly applicable. We do note, however, that a framework for learning to defer using the criteria presented in this research would be a plausible complement to the proposed methodology.

Finally, a core piece of related work is the literature on influence functions. The local influence method enables the estimation of the influence of minor perturbations of a model over a certain functional [140]. This fundamental work in the field of robust statistics has been widely applied in the literature of semi-parametric and nonparametric estimation [141], and causal inference [142, 143, 144]. It has also been used in machine learning to derive estimators for information theoretic quantities [145] and as a way to explain black-box predictions and generate adversarial attacks [146]. To the best of our
knowledge, ours is the first work that proposes the use of influence functions to estimate consistency amongst decision-makers.

### 3.3 Challenges of algorithmic decision support

In the remainder of this Chapter we assume the data available for learning has the form \((X, D, Y)\), where \(X\) corresponds to a set of available covariates, \(D\) is an observed human decision that attempts to predict a construct \(Y^c\) that is not easily or directly observable, and \(Y\) is the observed outcome that proxies for \(Y^c\) and is used to train a model. We assume that \(Y\) is only observed for one of the values of \(D\), and \(D = 1\) whenever humans predict \(Y^c = 1\). The diagram in Figure 3.1 illustrates the assumed decision and data generation process. In some instances, humans may have access to an additional set of covariates \(Z\) that are unobserved in the data and cannot be used for training.

For example, in the child welfare context, \(X\) are available covariates of historical information of the children and adults involved in a call, \(D\) is a call-worker’s decision to screen-in a call for investigation, \(Y^c\) is whether the child is at risk, and \(Y\) is whether the investigation leads to out-of-home placement of the child (foster care), which is observed when \(D = 1\). Meanwhile, in the bail context \(X\) is historical information of a defendant, \(Y^c\) corresponds to the risk of societal harm, \(D\) is the decision to detain, and \(Y\) is rearrest, observed when \(D = 0\). Note that while in the child welfare context a human prediction of high-risk leads to an investigation that allows us to observe \(Y\), in the bail context a human prediction of high-risk leads to a detention that does not allow us to observe \(Y\). Our goal is to obtain a model that as accurately as possible predicts \(Y^c\). Below, we describe the selective labels problem and omitted payoff bias in more detail.

![Figure 3.1: Diagram illustrating experts’ decisions and the data generation process of the observed outcomes. The question mark illustrates that observed labels are censored by the human decision.](image_url)
Selective labels problem  
Human decisions $D$ often determine whether $Y$ is observed. In this setting, if machine learning algorithms are trained using the observed outcomes, the resulting models are not answering the question “given an individual $x_i$, is situation $Y$ likely to occur?”, but rather, “given an individual $x_i$ for whom a human predicts that situation $Y$ is likely to occur, is situation $Y$ indeed likely to occur?”. Thus, rather than estimating the probability $P(Y = 1|X)$, the learning algorithms estimate $P(Y|X, D = a)$, where $a$ denotes the decision under which we observe $Y$. Strategies such as inverse probability weighting are frequently used in such settings to correct for sampling bias in the data. However, in many decision support contexts, such corrective strategies are not available for two reasons. (1) Humans may be making use of unobservables $Z$ that are predictive of $Y$, meaning that $Y \not\perp D | X$; and (2) humans may display consistency that violates the positivity assumption, which assumes a non-negligible probability of observing the outcome for all $x$.

For example, in the task of predicting neurological recovery of comatose patients, one can think of building a model using data from a hospital where the human decision makers are the best in their field, for use in medical centers that lack such expertise. This model might be constructed to predict the likelihood of neurological recovery. However, the outcome would be censored in cases where the physicians withdrew life support on the basis of their assessment that a “good outcome” is unlikely. In such cases it would be desirable to incorporate the certainty of those human decisions in the model. The proposed approach aims to do exactly this.

Omitted payoff bias  
This type of bias can have different origins. First, there can be unobserved treatment effects, as the human decision may constitute a form of intervention. Without knowing the effect of the intervention, there is a missing component of a known payoff function. For example, a social worker’s visit to a home may itself reduce the risk a child is exposed to. Second, there can be mismeasured outcomes linked to issues of construct validity. Often, the humans’ objective accounts for factors that are not observed, in which case the prediction loss function is misaligned with the true payoff function, which depends on components not being captured by the loss. This is particularly common in public policy settings where the objective depends on social welfare, which is frequently challenging to estimate from observed outcomes alone. For example, in the child welfare context the goal is to screen-in for investigation all cases that involve a child at risk. However, not all types of risk lead to out-of-home placement, which is the objective optimized for in current deployment setups [147]. Solely optimizing for out-of-home placement may fail to screen in cases in which services are offered as a result of the investigation and the well-being of the child and the family improves. Examples of possible relationships between $Y$ and $Y^c$ under omitted payoff bias as shown in Figure 3.2. By incorporating experts’ knowledge into a predictive model, we aim to attenuate the effects of omitted payoff bias.
3.4 Methodology

3.4.1 Expert consistency estimation via influence functions

There are two main challenges that make the use of human consistency in decision support systems non-trivial. First, it is often the case that a single human expert assesses each sample, and therefore agreeability cannot be measured directly in available data with traditional inter-rater agreeability metrics. Second, many times there is a non-random assignment of experts to cases, and therefore predictive models of human decisions may be able to predict decisions with high confidence, but such confidence does not necessarily imply consistency across humans. We propose to use influence functions to estimate experts’ influence over a prediction of human decisions, which serves as a metric of robustness of a given prediction when we shift the importance of individual experts.

Influence of a single decision-maker

Let \( f_h(x) = \hat{P}(D = 1|x) \) be a predictive model of the human decisions. Influence functions allow us to estimate the effect on an individual prediction \( f_h(x) \) of performing a small perturbation of our training data by shifting it \( \epsilon \) in a direction \( w \), where \( w \) refers to the weight given to the training points. Given a decision-maker \( h \), let \( w_h \in \mathbb{R}^m \) be defined as:

\[
    w_{hi} = \begin{cases} 
        1 + \epsilon & \text{for } h_i = h \\
        1 & \text{for } h_i \neq h
    \end{cases},
\]

where \( w_{hi} \) denotes to the \( i \)th entry of the weight vector \( w_h \), and \( h_i \) denotes the human that observed sample \( x_i \) and made decision \( d_i \). Perturbations of the model in direction \( w_h \)
correspond to assuming we up-weight the importance of decision-maker \( h \). The influence function \( I_{up,f_h}(w_h, x_{test}) \) estimates the influence on the predicted probability \( f_h(x_{test}) \) of perturbing the training set by \( w_h \), and can be derived in analogous fashion to the way \cite{146} derives the influence function on the loss of perturbing a single point. We can define the influence function in terms of \( \epsilon \), as specified in Equation 3.2, where the empirical risk minimizer is \( \hat{\theta} := \arg\min_{\theta \in \Theta} \sum_{i=1}^{n} L(x_i, d_i, \theta) \), and the empirical risk minimizer after the training data has been perturbed by \( w_h \) is \( \hat{\theta}_{wh} := \arg\min_{\theta \in \Theta} \sum_{i=1}^{n} w_i L(x_i, d_i, \theta) \), where \( L(x_i, d_i, \theta) \) is the loss function and \( \theta \in \mathbb{R}^p \) are the model parameters.

\[
I_{up,f_h}(w_h, x_{test}) := \frac{\partial P(y_{test}|x_{test}, \hat{\theta}_{wh})}{\partial \epsilon}\bigg|_{\epsilon=0} = \nabla_\theta P(y_{test}|x_{test}, \hat{\theta}_{wh})^T \frac{\partial \hat{\theta}_{wh}}{\partial \epsilon}\bigg|_{\epsilon=0} \tag{3.2}
\]

\[
\frac{\partial \hat{\theta}_{wh}}{\partial \epsilon} \text{ can be expressed as } \hat{\theta}_{wh} = \arg\min_{\theta \in \Theta} R(\theta) + \frac{1}{n_h} \sum_{i \in J_h} \epsilon L(x_i, d_i, \theta) \text{, where } J_h \text{ is the set of cases observed by expert } h, \text{ and } R(\theta) \text{ is the empirical risk } R(\theta) := \frac{1}{n} \sum_{i=1}^{n} L(x_i, d_i, \theta). \text{ From the first order condition we obtain that:}
\]

\[
0 = \nabla_\theta R(\hat{\theta}_{wh}) + \frac{1}{n_h} \sum_{i \in J_h} \epsilon \nabla_\theta L(x_i, d_i, \hat{\theta}_{wh}) \tag{3.3}
\]

As \( \epsilon \to 0, \hat{\theta}_{wh} \to \hat{\theta} \), so the Taylor expansion centered around \( \hat{\theta} \), defining \( \Delta w_h = \hat{\theta}_{wh} - \hat{\theta} \), yields:

\[
0 = \nabla_\theta R(\hat{\theta}) + \frac{1}{n_h} \sum_{i \in J_h} \epsilon \nabla_\theta L(x_i, d_i, \hat{\theta}) + [\nabla^2_\theta R(\hat{\theta}) + \frac{1}{n} \sum_{i \in J_h} \epsilon \nabla^2_\theta L(x_i, d_i, \hat{\theta})] \Delta w_h + \text{h.o.t.} \tag{3.4}
\]

Solving for \( \Delta w_h \) and making use of the fact that \( \hat{\theta} \) minimizes \( R(\theta) \) hence \( \nabla_\theta R(\hat{\theta}) = 0 \), we obtain:

\[
\Delta w_h \approx -[\nabla^2_\theta R(\hat{\theta}) + \frac{1}{n} \sum_{i \in J_h} \epsilon \nabla^2_\theta L(x_i, d_i, \hat{\theta})]^{-1} [\frac{1}{n_h} \sum_{i \in J_h} \epsilon \nabla_\theta L(x_i, d_i, \hat{\theta})]. \tag{3.5}
\]

Let \( A = \nabla^2_\theta R(\hat{\theta}), B = \frac{1}{n_h} \sum_{i \in J_h} \nabla^2_\theta L(x_i, d_i, \hat{\theta}), C = \frac{1}{n} \sum_{i \in J_h} \nabla_\theta L(x_i, d_i, \hat{\theta}). \) Then,

\[
\Delta w_h \approx -[A + \epsilon B]^{-1} C = -(I + \epsilon A^{-1} B)^{-1} A^{-1} C = -[\sum_{n=0}^{\infty} (\epsilon A^{-1} B)^n] A^{-1} C = -(I - \epsilon A^{-1} B) A^{-1} C + \text{h.o.t.} = -\epsilon A^{-1} C + \text{h.o.t.}
\]

\[
\Rightarrow \Delta w_h \approx -[\nabla^2_\theta R(\hat{\theta})]^{-1} [\frac{1}{n_h} \sum_{i \in J_h} \nabla_\theta L(x_i, d_i, \hat{\theta})] \epsilon \tag{3.6}
\]

Since \( \Delta w_h = \hat{\theta}_{wh} - \hat{\theta} \), and \( \hat{\theta} \) does not depend on \( \epsilon \), we get that

\[
\frac{\partial \hat{\theta}_{wh}}{\partial \epsilon} = \frac{\partial \Delta w_h}{\partial \epsilon} = -[\nabla^2_\theta R(\hat{\theta})]^{-1} [\frac{1}{n_h} \sum_{i \in J_h} \nabla_\theta L(x_i, d_i, \hat{\theta})]. \tag{3.7}
\]
Replacing this in Equation 3.2 yields
\[
I_{up, fh}(\mathbf{w}_h, x_{test}) = -\nabla_{\theta} P(y_{test}|x_{test}, \hat{\theta})^T [\nabla_{\theta}^2 R(\hat{\theta})]^{-1} \left[ \frac{1}{n_h} \sum_{i \in J_h} \nabla_{\theta} L(x_i, d_i, \hat{\theta}) \right]. \tag{3.8}
\]

Now, the influence is fully defined in terms of \(\theta\), instead of \(\epsilon\), and can be easily calculated. Note that the most computationally intensive component is the Hessian of the empirical risk, which is \(O(np^2 + p^3)\), but approaches to compute it efficiently for complex models have been proposed [146].

**Logistic regression influence function**  For our experiments we will use logistic regression models. Logistic regression models happen to perform comparably to more complex models on the problems we consider. The gradient of the predicted probability is
\[
\nabla_{\theta} P(x_i|\theta) = \sigma(\theta^T x_i) \cdot x_i,
\]
where \(\sigma\) is the sigmoid function \(\sigma(x) = \frac{1}{1+\exp(-x)}\). The hessian of the empirical risk can be written as
\[
\nabla_{\theta}^2 R(\hat{\theta}) = X \text{diag}([\frac{1}{n} \sigma(\theta^T x_i)(1-\sigma(\theta^T x_i))]X^T.
\]

**Estimating consistency**

Once the influence of each expert is estimated, it can be determined whether a model’s confidence in the prediction of human decisions is robust to perturbations over the weight given to experts. For a given data point \(x\), we can analyze the distribution over the influence functions \(I_{up, fh}(\mathbf{w}_h, x_{test}), \forall h\). Considering the sorted influence of humans over a prediction, the following two metrics are useful to construct a notion of consistency.

**Center of mass** The first moment, or center of mass of influence, allows us to measure if the influence is spread across experts or if very few experts have a disproportionate influence. Let \(k\) be the number of experts, and \(s(x)\) be a sorted vector of absolute influence of each decision maker over \(f_h(x)\), sorted in decreasing order, such that \(s(x) = \text{sort}([|I_{up, fh}(\mathbf{w}_h, x)| \text{ for } h = 1, 2, ..., k])\). The center of mass \(m_1(x, f_h) = \frac{\sum_i s_i(x)}{\sum_i s_i(x)}\), where \(s_i(x)\) is the \(i\)th entry of \(s(x)\), indicates that the \([m_1]\) experts with the most influence have as much influence as the rest, where \([\cdot]\) is the floor function.

**Aligned influence** The center of mass allows us to capture the *concentration of influence*, but does not take into account the direction. The second metric \(m_2(x, f_h)\) shows if there are opposing influences. \(m_2(x, f_h) = \frac{\max_{i: s_i(x) > 0} \sum_{i: s_i(x) > 0} s_i(x), \sum_{i: s_i(x) < 0} s_i(x)}{\sum_i s_i(x)}\) indicates the portion of influence going in the direction of most influence. If all experts influence the prediction in the same direction, then \(m_2 = 1\), while if the magnitudes of the influence in both the positive and negative directions are equal, then \(m_2 = 0.5\).

**Maximum influence** This metric is equal to the maximum influence over a given prediction, \(m_3(x, f_h) = \max(s(x))\). In cases where the maximum influence is negligible it
means that no matter how the weight given to experts is perturbed, the prediction would remain unchanged.

3.4.2 Label amalgamation

Figure 3.3 contains a toy example of the label amalgamation approach. In this setting, we assume that there are roughly three clusters of points, and humans are good at making decisions in two of those clusters, while being uncertain in one of them, as shown in Figure 3.3(b). The human decisions censor the data, meaning that the label $Y$ is only observed for cases where humans predict the label to be (+). Moreover, there is a mismatch between $Y$ and $Y^c$ as a result of omitted payoff bias.

Recall $f_h$ denotes a predictive model of the human decisions, and let $f_y(x) = P(Y = 1|x, D = a)$ be a predictive model of the observed outcome, where $a \in \{0, 1\}$ depends on the application domain and denotes the decision under which we observe $Y$. If linear models $f_h$ and $f_y$ are learned from the data, these would have the form $f_h = \alpha_1 X_1 + \alpha_2 X_2$, and $f_y = -\beta_1 X_1$, where $\alpha_1, \alpha_2, \beta_1 \in \mathbb{R}^+$. The goal of the label amalgamation is to learn from humans in the settings where they are consistent and from observed data elsewhere. As displayed in Figure 3.3(d), doing this enables us to recover the true relationship $f_A = \zeta_2 X_2$, where $f_A$ denotes the model learned via label amalgamation, and $\zeta \in \mathbb{R}^+$.

![Figure 3.3](image)

Figure 3.3: Toy example illustrating how the label amalgamation works. (a) True labels $Y^c$. (b) Human decisions $D$. (c) Observed outcomes $Y$. (d) Amalgamated labels $Y^A$. Selective labels problem prevents us from seeing the outcome whenever the human makes the decision (-), and omitted payoff bias leads to the observed outcome not always corresponding to the true label. Label amalgamation allows us to learn the correct relationship for the true labels.

We define the amalgamated label $Y^A$ as the label that incorporates experts’ knowledge in cases where the model of human decisions displays high confidence and high consistency.

Let $A$ be the amalgamation set, one way of defining this set is:

$$A = \{x_i \in X : |f_h(x_i) - D_i| < \delta, m_1(x_i, f_h) > \gamma_1, m_2(x_i, f_h) > \gamma_2\}$$

(3.9)
where \( f_h, m_1, m_2 \) are estimated via cross-validation, and \( \delta, \gamma_1, \gamma_2 \) are parameters. Importantly, \( f_h \) must correspond to a calibrated probability. The amalgamated label \( Y^A \) is then defined as:

\[
Y^A = \begin{cases} 
D_i & \text{if } x_i \in \mathcal{A} \\
Y_i & \text{if } x_i \notin \mathcal{A}
\end{cases}
\] (3.10)

Note that when \( Y^A \neq Y \) it may be because \( Y \) was missing due to the selective labels problem, or because the observed label is counter to the decision humans consistently make, which indicates that there may be an omitted payoff bias. The new amalgamated label can be used to train a model that incorporates experts’ knowledge. Table 3.1 shows an example of how label amalgamation works. We refer to the model trained to predict \( Y^A \) as \( f_A \).

In general, assume you have an amalgamation set \( \mathcal{A} \) and any label amalgamation process that amalgamates labels for this set and learns from observed outcomes elsewhere. Label amalgamation will improve performance with respect to \( Y^c \) whenever \( Y^A \) is a better approximation to \( Y^c \) in this set than \( Y \). More formally,

**Theorem 2.** Given \( Y, Y^c, Y^A \), such that \( Y^A = Y \) if \( \neg \mathcal{A} \), if \( P(Y^c = Y^A | \mathcal{A}) \geq P(Y^c = Y | \mathcal{A}) \) then \( E(|Y^c - Y^A| | X) \leq E(|Y^c - Y| | X) \).

**Proof.**

\[
E(|Y^c - Y^A| | X) = E(|Y^c - Y^A| 1_\mathcal{A} | X) + E(|Y^c - Y^A| 1_{\neg \mathcal{A}} | X) \] (3.11)
\[
= E(|Y^c - Y^A| 1_{\mathcal{A}} | X) + E(|Y^c - Y| 1_{\neg \mathcal{A}} | X) \] (3.12)
\[
\leq E(|Y^c - Y| 1_{\mathcal{A}} | X) + E(|Y^c - Y| 1_{\neg \mathcal{A}} | X) \] (3.13)
\[
= E(|Y^c - Y| 1_{\mathcal{A}} | X) + E(|Y^c - Y| 1_{\neg \mathcal{A}} | X) \] (3.14)
\[
= E(|Y^c - Y| | X) \] (3.15)
In particular, when $Y^A = D$ in $A$, if consistency is indicative of correctness and it is perfectly estimated, then $P(Y^c = D | A)$, which means that $E(|Y^c - Y^A|1_A | X) = 0$ and the above result will always hold, with the strict inequality holding true if $A \neq \emptyset$.

### 3.4.3 Robustness to model misspecification

Naturally, modeling choices will impact our ability to accurately predict human decisions. This means that if we assume a model that does not match the true functional form of the human decisions, then we may fail to identify cases in which humans are consistent. For example, imagine we are trying to predict whether doctors will prescribe a test or not. Assume the ground truth to be that all doctors prescribe a test whenever a patient has persistent cough and suffers from asthma. If we choose to model this decision with a decision tree of depth one, it will appear as if humans never agree, which is not true. This illustrates why the proposed methodology to estimate consistency has strict limitations regarding its ability to infer lack of agreement. Note that in this work we do not make any conclusions regarding disagreement. Instead, we identify consistency for subsets of cases, and make no determination regarding all other cases.

Therefore, the relevant question is: can model misspecification undermine our conclusions regarding consistency? In other words, for the subset of cases for which we infer humans are consistent, is this conclusion dependant on the model specification? The answer is no. If $\hat{P}$ is very high or very low, this allows us to infer information about the true probability $P$.

Assume $\hat{P}$ is a calibrated probability, and define $H_S = \{D_i | i \in S, \hat{P}(D = 1 | X_i) > 1 - \epsilon\}$. If $S$ corresponds to a set of datapoints not used during training of the algorithm that yields $\hat{P}$, we can then obtain a confidence interval for the true probability $P$, as shown in Equation 3.16.

$$\text{CI}(P(D = 1 | X) > 1 - \epsilon; C) \sim \left(\bar{D}_{HS} - z^* \frac{\sigma}{\sqrt{n}}, \bar{D}_{HS} + z^* \frac{\sigma}{\sqrt{n}}\right),$$

where $\bar{D}_{HS}$ and $\sigma$ are the mean and standard deviation of $H_S$, respectively; $n = |H_S|$; and $z^* = \Phi^{-1}(1 - \frac{\alpha}{2})$, for $\alpha = \frac{1 - C}{2}$.

Note that if $\hat{P}$ is a calibrated probability and the distribution of the training set is representative of the distribution of $S$, then $\bar{D}_{HS} = 1 - \epsilon$. Under this assumptions, if $H_S$ is large enough, this will yield a tight confidence interval. For example, if $n = 1000$, $\text{CI}(P(D = 1 | X) > 1 - \epsilon; 99\%) \sim (1 - \epsilon - 0.018, 1 - \epsilon + 0.018)$. When the confidence interval is calculated empirically, no assumptions about the calibration of $\hat{P}$ or the distribution of $S$ are required.
3.5 Applications

3.5.1 Learning under omitted payoff bias in prediction of child maltreatment risk

Semi-synthetic data generation

Before showing our results on real data, we construct semi-synthetic datasets to simulate the challenges described in Section 3.3 and illustrate how the proposed approach works under simple settings of decision making.

Let $X$ be a subset of the features of the real-world child welfare data, where we remove those features that have low-variance ($\text{Var}[X_i] < p(1-p)$, for $p = 0.9$), greedily remove those with strong pairwise correlations (Pearson correlation coefficient $>0.5$), and introduce an intercept term. This yields a dataset $X \in \mathbb{R}^{46544 \times 217}$ that is standardized to be centered with unit variance. Unless stated otherwise, we assume the samples-to-experts assignment is that of the real data, where the number of experts is $k = 32$. Semi-synthetic labels $Y, Y^c, D$ are modeled as follows:

- **$Y$**: Let $\beta^c$ be the learned coefficients of a logistic regression with L1 penalty fitted to predict out-of-home placement in the observed data. We sample coefficients $\beta$ such that $\beta_i \sim N(\beta^c_i, 1)$. The label $Y$ is then sampled according to a logistic regression with coefficients $\beta$, such that $Y \sim \text{Binomial}\left(\frac{1}{1+\exp(-X^T \beta)}\right)$.

- **$Y^c$**: To model omitted payoff bias, we let $Y^c = Y \lor Y^{\text{blind}}$, where $\lor$ denotes the inclusive disjunction, such that $Y^c = 1$ if $Y = 1$ and/or $Y^{\text{blind}} = 1$. This corresponds to setting (b) in Figure 3.2. For simplicity, we let $Y^{\text{blind}} = 1(X_j \neq 1)$, where $X_j$ is one of the covariates. In the experiments presented, $|X_j \neq 1| = 16,519$. Details can be found in Appendix ??.

- **$D$**: Let $\beta_d$ be the learned coefficients of a logistic regression with L1 penalty fitted to predict $Y^c$. We assume each human $h$ makes decisions according to a logistic regression model with coefficients $\beta_h$, whose relationship to $\beta_d$ is modified to simulate the different scenarios described below. $D_h = 1[X^T \beta_h + \epsilon > 0]$, where $\epsilon \sim \text{Logistic}(0, 0.5)$.

  I **Uninformative humans** For each expert $h$, resample all non-zero coefficients, such that $\beta_d \sim U(-1, 1)$. This breaks all relationships with $Y^c$ and all relationships across humans.

  II **Oracle humans** Let $\beta_h = \beta_d, \forall h = 1, \ldots, 32$. This assumes all humans have access to the true model.

  III **Oracle humans and unobserved covariates** Let $\beta_h = \beta_d, \forall h = 1, \ldots, 32$. In addition, assume that the 5 covariates with the largest associated coefficients in $\beta_d$ are unavailable to the machine (note that these will also be unavailable when modeling the human decisions $f_h$).
IV Oracle humans, except for one biased human Assume all samples-to-experts assignments remain the same, except for one (new) expert who sees all cases for which a binary feature $X_b = 1$, where $|X_b = 1| = 7,045$. Assume that this expert overestimates risk for the population $X_b$ by assigning a coefficient $\beta_{bh} = 2\max_j(\beta_{dh})$. 

Predictive models and label amalgamation In our experiments, we use 75%-25% train-test splits. Within the training set, we use 3-fold cross-validation to perform the label amalgamation and obtain amalgamated labels $Y^A$ for the entire training set. We use an $L_1$ logistic regression to model the human decisions for each partition within cross-validation folds, where we tune the $L_1$ penalty parameter by incrementing it until the condition number of the Hessian of the empirical risk is low, indicating that the Hessian is well defined. This is necessary because calculating the influence function requires the inversion of this Hessian. We denote this model as $f_{Ah}$ to differentiate it from $f_h$, a model trained on the entire training set that we will compare against $f_A$. We ensure $f_{Ah}$ yields a calibrated probability using Platt’s scaling, and perform label amalgamation using parameters $\delta = 0.05$, $\gamma_1 = 4.0$, $\gamma_2 = 0.8$. The choice of $\gamma_1$, $\gamma_2$ is informed by the empirical distribution of consistency metrics when humans all use the same model and are therefore trivially consistent with each other, and discussed in detail in Appendix ??.

We then train $f_y$, $f_h$ and $f_A$ as $L_2$ logistic regression models with target labels $Y$, $D$ and $Y^A$, respectively. While $f_h$ and $f_A$ are trained on the entire training set, $f_y$ is only trained on the subset where $D = 1$, simulating the selective labels problem. Note that in general $f_{Ah}$ and $f_h$ may or may not be the same model, even though both predict the same target label. In the present setting, $f_{Ah}$ is a more constrained model to enable the inversion of the Hessian.

Influence and consistency of decision-makers In setting I, there are no cases where $|f_{Ah} - D_i| < \delta$, for $\delta = 0.05$. This is what we would expect; if each human is making use of a different model for making decisions, a logistic regression trained to predict all decisions will not have a good performance. As a result, no labels are augmented in this setting.

Meanwhile, comparing the influence of individual decision-makers for settings II and IV provides interesting insights. Intuitively, a good way to think about the influence of a decision maker over the predicted probability is: how sharply and in what direction would the predicted probability change if the importance given to decision-maker $h$ was up-weighted by $\epsilon$. The first stark difference that arises is reflected in the magnitude of the influences. As described in Section 3.5.1, we calculate the influence of each decision-maker over each prediction for all points in the training set, via cross-validation in this set. Figure 3.4 displays histograms of the influences for setting II and IV. When all decision-makers use the same model for making decisions, the influences are tightly concentrated around zero and no decision-maker has a very large influence over any prediction. Meanwhile, if one
decision-maker overestimates risk for a group, the influence of an individual over one of
the model’s prediction may be much larger.

Figure 3.4: Histogram of influences $I_{up,f_h}(w_h, x)$, for all decision
makers $h$, and $x$ in the training set, with y-axis in log-scale. In setting II all decision-makers use the same model,
so the influences are tightly concentrated around zero and no decision-maker has a very
large influence over any prediction. Meanwhile, under setting IV there is a decision-maker
the overestimates risk for a group, so the influence of an individual over one of the model’s
prediction may be much larger.

When looking at the influence of the biased decision-maker over the different points, a
stark contrast emerges. For those members of the disadvantaged group, this decision-maker
has an influence in the positive direction—increasing the weight given to this decision-maker
would increase the predicted probability for members of this group. Meanwhile, for those
who are not members of the disadvantaged group, it has an influence in the negative
direction. Figure 3.5 shows the breakdown of the influence over this two populations.

For each data point, we can compare the influence across decision-makers. Figure 3.6
shows scatterplots for the sorted influence for $x = \text{argmin}_x m_2(x, f_h)$ under setting II and
IV. This is the point where there is the least aligned influence across decision-makers. In
setting IV the case displaying the minimum aligned influence across decision-makers shows
much more drastic discrepancies than in setting II.

**Evaluation**  For each scenario of human decision-making, we evaluate the performance
of $f_y$, $f_h$ and $f_A$ with respect to the construct label $Y^c$, but also show what the (incorrect)
“naive” evaluation looks like, in which the model is evaluated only on the subset of samples
for which we observe the label ($D=1$), and is evaluated with respect to observed label $Y$.
This is generally the only evaluation possible from observed data, but as shown in Figure 3.7
it may distort the performance estimates of the different methods, and in particular it is
prone to overestimate the performance of $f_y$. 
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Figure 3.5: Histograms of influence $I_{up,f_h}(w_h, x)$, for the biased decision maker $h$ in setting IV, with y-axis in log-scale. If importance of this decision-maker was increased, predicted probabilities for members of disadvantaged group would increase, while decreasing for all others.

Figure 3.7 shows performance in terms of Area under the ROC Curve (AUC) across all four settings of decision-making. In setting I, where humans are uninformative, $f_A$ is not affected by this and defaults to $f_y$. When the human decisions constitute an oracle (II), $f_A$ improves substantially in comparison to $f_y$, which is also the case in the presence of unobservables (III). Naturally, in cases where humans constitute an oracle, learning from humans alone—or not automating anything—would be the gold standard, and these settings are only considered to illustrate the behavior in simple cases. The performance of $f_h$, however, can be easily derailed by a single biased decision-maker. Setting IV shows that the performance of $f_h$ in such a setting drops more sharply than that of $f_A$. Most interestingly, it is important in this setting to evaluate the performance of the models on the group for which one decision maker overestimates the risk. Table ?? shows the screen-in rate and true positive rate (TPR) for the three models in the top 25% highest-risk cases. Scenario IV is particularly interesting because it highlights that under non-random assignment of samples-to-experts $f_h$ is susceptible to the bias of a single human, whereas $f_A$ is able to incorporate expert knowledge in a robust fashion, not learning that bias.

Child maltreatment hotline screenings

The Allegheny County child maltreatment hotline receives over 15,000 calls a year, and call workers are tasked with deciding which cases should be screened-in for further investigation. Efforts to increase the availability of historical information about children and adults involved in a call have been accompanied by an interest in the use of risk assessment tools to aid call workers in identifying high-risk cases. Allegheny County has already implemented
Figure 3.6: Scatterplots of influence $I_{up,f_h}(w_h, x)$, for $x = \arg\min_x m_2(x, f_h)$. In the x-axis, the decision-makers are sorted according to the magnitude of the influence for this particular datapoint. In setting IV the case displaying the minimum aligned influence across decision-makers shows more drastic discrepancies than in setting II.

one such system [147], which predicts probability of out-of-home placement. The selective labels problem arises because the result of an investigation is only observed for calls that are screened in. Omitted payoff bias is also a concern, as there may be treatment effects of the visitation, as well as indicators of risk that are not well captured in out-of-home placement. Finally, unobservables are present since the information communicated in the call is not used by the risk assessment model, which is instead trained only on data available in administrative records. The data used in our experiments corresponds to 46,544 referrals (i.e. calls) between 2010 and 2014. This subset includes the first call associated to each child in this period of time, during which no risk assessment model was deployed. Over 800 variables are available which include information regarding demographics, behavioral health, and past interactions with county prison and public welfare for all adults and children associated to a referral. We perform the same feature selection described in 3.5.1 yielding 217 features. The observed label $Y$ records whether out-of-home placement is observed in the 730 days following a call. We estimate models $f_h, f_y, f_A$ using the same experimental setup and parameters described in Section 3.5.1.

In the present setting, we do not have ground truth $Y^c$ to evaluate performance. However, when a social worker investigates a case there are other outcomes that are recorded and that are not used by the predictive model of out-of-home placement, $f_y$. Investigators record if the claims in a call are substantiated and if services are offered to the family. One of the most pressing concerns of optimizing for out-of-home placement alone would be if it fails to identify high-risk cases for which less aggressive interventions (e.g. services) change the outcome and improve the well-being of a child. Therefore, we evaluate if the label amalgamation incorporates human knowledge that makes it easier to identify these
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Figure 3.7: Mean ± std AUC over 20 runs of 75 – 25% train-test splits. Each setting (I-IV) represents a different scenario of human decisions. For each scenario, performance for the different models is shown: $f_h$ trained on human decisions, $f_y$ trained on observed outcomes, $f_A$ trained on amalgamated labels. Grey markers indicate 'naive' evaluation, evaluated only on the samples for which $Y$ is observed ($D = 1$). Arrows indicate the change between the naive evaluation and the correct evaluation with respect to $Y^c$. The results demonstrate that label amalgamation is not misguided by uninformative humans (I), while successfully incorporating human knowledge when informative (II-IV).

Figure 3.8 shows both precision and recall in the top 25% highest scores for the outcome $Y$ (out-of-home placement) and additional outcomes that are not observed by the models (substantiation and services). Note that–due to the selective labels problem–recall is only useful in relative terms, since the absolute number may be over-estimated if not all cases are captured in the denominator. Precision does not have issues of this sort. As seen in Figure 3.8, there are cases whose risk does not seem to be captured by out-of-home placement, as indicated by the high rates of substantiation and services offered. This can be seen by the fact that recall and precision of humans is substantially higher for these labels. $f_A$ successfully incorporates this human knowledge, considerably improving recall and precision of cases that are substantiated and to which services are offered, while still having a higher recall of out-of-home placement than $f_h$.

One concern of label amalgamation in this setting would be if widespread stereotypes held by call workers are incorporated into the model. In particular, it would be worrying if racial disparities arise. However, when looking at the prevalence of non-white families/children in the top 25% highest scored screen-ins, we find that $f_y$, $f_h$ and $f_A$ lead to similar screen-in rates, which also correspond to the overall proportion of non-white families. The results are shown in Table 3.2. This provides preliminary indication that label
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Figure 3.8: Precision and recall on child maltreatment risk assessment for top 25% highest scored screen-in cases by model. Error bars show mean ± std over 100 runs of 75 – 25% train-test splits. Results show that (1) there are elements of risk that are not captured by the model trained to predict out-of-home placement label $f_y$, but are optimized for by humans, and (2) label amalgamation improves recall and precision for these cases, while having a better performance on out-of-home-placement than a model trained on human decisions alone.

amalgamation in this setting would not exacerbate nor mitigate racial biases. We note, however, that this is only one of many ethical concerns that arise, some of which cannot be evaluated through statistical tests alone and instead require a careful analysis of the sociotechnical context in which the system is embedded. As such, this evaluation does not constitute a recommendation that the proposed approach should be deployed in the child welfare context. We expand this discussion in Section ??.

<table>
<thead>
<tr>
<th>Model</th>
<th>Screen-in rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_h$</td>
<td>0.594 ± 0.013</td>
</tr>
<tr>
<td>$f_y$</td>
<td>0.594 ± 0.013</td>
</tr>
<tr>
<td>$f_A$</td>
<td>0.589 ± 0.015</td>
</tr>
<tr>
<td>Overall</td>
<td>0.585 ± 0.007</td>
</tr>
</tbody>
</table>

Table 3.2: Screen-in rate for non-white children if threshold for screen-in is set to top 25% highest risk cases. This result provides preliminary indication that label amalgamation does not introduce racial biases.
3.5.2 Selective labels problem in prediction of neurological recovery of comatose patients

As discussed in Chapter 1, developing machine learning methodologies to assist physicians tasked with deciding whether to extend life-sustaining therapies of comatose survivors of cardiac arrest has the potential to save lives. Identifying complex patterns in qEEG recordings and other sources of clinical data could motivate the continuation of life-sustaining therapies for patients who do not exhibit previously known markers of good prognosis. However, the nature of the data available to train such models presents several challenges. One of the core challenges, relevant to the present Chapter, is the selective labels problem. Neurological outcomes are only observed for patients who are kept on life sustaining therapies, while there is no counterfactual available for patients who are withdrawn from life sustaining therapies.

Many machine learning approaches have been proposed to assist experts in predicting the probability of recovery [148, 15, 149], such as the one described in Chapter 1. For any of these approaches, it must be decided what data is used to train the model. One option is to assume that the physicians always made the correct choices, and therefore their decisions should be used as labels. This could be reasonable if we knew that physicians only choose to withdraw life-sustaining therapies when there is exhaustive evidence showing that the patient will not recover. However, that is not the case. This decision has a high degree of uncertainty associated to it, and is the result of a complex interaction between the family’s and patient’s previously expressed will, the physician’s clinical assessment and individual physician’s idiosyncrasies.

Alternatively, a model can be trained using only those cases for whom life sustaining therapies are continued. This has the advantage of only relying on observed outcomes, but has the problem of not being trained on a representative distribution of patients. If it can be assumed that there are no unobservables, and that all cases have a non-negligible probability of having life-sustaining therapies continued, the shift in the distribution can be accounted for via sample selection bias correction methodologies, such as inverse sampling weighting. It is known that unobservables influence this decision, since this is not exclusively a clinical decision but rather a sociomedical decision that also depends on the will of the family and the patient. In this section, the first question tackled is whether the positivity assumption is violated, meaning whether consistency in the decision to withdraw life sustaining therapies for subsets of patients leads to systematic blindness for subsets of the population. If this is the case, it means that learning from observed outcomes alone and extrapolating to the entire population requires strong assumptions about the model specification.
Data
Since 2010, comatose survivors of cardiac arrest admitted at an academic medical center had electroencephalography (EEG) measures brain activity continuously monitored. The data used in this Section has the same origin as the data used in Chapter 1, but corresponds to a longer period of time. While Chapter 1 uses data collected between 2010 and 2015, this Section considers data between 2010 and 2019. In addition to quantitative EEG (qEEG) summary measures at one-per-second resolution, static features such as test results, responsiveness metrics, are available.

**EEG data collection and processing** At the hospital, electrodes for EEG collection are adhered in standard positions, according to the 10-20 International System of electrode placement (10–20 system (EEG)), and data are typically recorded at 256Hz from 22 electrodes. Features are then extracted from these waveform data using FDA-approved clinical software (Persyst(R) Version 12, Persyst Development Corp, Prescott AZ). Part of this processing includes artifact detection and rejection. These artifacts include both physiological artifacts, such as electromyographic (EMG) artifact from muscle activity and shivering, and non-physiological artifacts, such as 60Hz interference from ambient alternating current electrical devices. The feature categories extracted from the EEG signal are listed in Table 3.3, and include many features known to be predictive of brain injury. For example, rhythmicity measures can help predict poor prognosis as very rhythmic activity is often a sign of brain dysfunction. Similarly, asymmetry indices that summarize regional variations in EEG signal compared to the rest of the brain can be helpful, as certain type of asymmetries—such as “posterior dominant rythm”—are characteristic of healthy brains, while other types of assymetries may indicate brain injury. The resulting dataset contains 6036 timeseries per patient, where each timeseries corresponds to one of the features listed in Table 3.3, was made available for this research.

As a next step of featurization, basic statistics are computed for each feature over the time window of the first two hours of EEG monitoring for each patient, which corresponds to the first 7200 points of each time-series, as the data is collected at per-second resolution. The statistics computed are minimum, maximum, mean, median and standard deviation. This yields 30,180 features per patient. To avoid making assumptions of the nature of missing data, which is likely not missing at random, we drop all features for which there are missing values, yielding 8,914 features.

**Demographics and static clinical features** In addition to EEG features, 215 features corresponding to demographics and clinical information are available. Of these, we consider 27 features that physicians working with these patients deem as relevant for the task at hand. These include age, gender, features concerning potentially relevant clinical history, features collected via CT scans if performed, etiology of the cardiac arrest, and Pittsburgh Cardiac Arrest Category assigned to the patient by the treating physician in the first hours
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<table>
<thead>
<tr>
<th>Number of features</th>
<th>Measurement category</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>Artifact Intensity</td>
</tr>
<tr>
<td>24</td>
<td>Electrode Signal Quality</td>
</tr>
<tr>
<td>3</td>
<td>Seizure Probability</td>
</tr>
<tr>
<td>1,560</td>
<td>FFT (Fast Fourier Transformation) Spectrogram</td>
</tr>
<tr>
<td>195</td>
<td>aEEG</td>
</tr>
<tr>
<td>39</td>
<td>Peak Envelope, 0 - 25 Hz</td>
</tr>
<tr>
<td>3,783</td>
<td>Rhythmicity Spectrogram</td>
</tr>
<tr>
<td>12</td>
<td>Asymmetry EASI/REASI</td>
</tr>
<tr>
<td>170</td>
<td>Relative Asymmetry Spectrogram</td>
</tr>
<tr>
<td>15</td>
<td>Spikes</td>
</tr>
<tr>
<td>39</td>
<td>Suppression ratio</td>
</tr>
<tr>
<td>190</td>
<td>aEEG+ (0.16 - 25Hz) (LFF 1 sec, HFF 25 Hz, custom (off))</td>
</tr>
</tbody>
</table>

Table 3.3: Quantitative EEG (qEEG) features.

upon admission. This last feature, already discussed in Chapter 1, is a 4-level ordinal illness severity score that summarizes the physician’s assessment of the patient’s status.

**Observed decisions and outcomes** For each patient, it is observed whether life-sustaining therapies are withdrawn, and whether this decision is made for neurological or non-neurological reasons. For patients for whom life-sustaining therapies are not withdrawn, it is observed whether they suffer from brain death or not. Among patients who survive, there is very high variability on brain function recovered, and some patients continue to require intensive care. Discharge destination provides information about the patient’s disposition, as the patient may be discharged to care facilities or be discharged home if they require less care. Patients are considered to have a positive outcome when they have been discharged home, although it should be noted that this is not a perfect proxy as this could also be influenced by family support and financial resources available for at-home care. Disposition and survival are therefore combined to summarize if recovery was positive or negative. Figure 3.9 shows the pipeline of the different decisions and outcomes observed.

**Physician on-call** At any given time, there is a physician on-call. This physician is responsible for making decisions concerning patients, including the decision to withdraw life-sustaining therapies. This yields the same setup that has been considered throughout this Chapter, in which the decision of a single expert is observed for each case. However, decisions to extend life-sustaining therapies are less easily assigned to a physician, as this is a decision that should be continuously reassessed. Guidelines stipulate that life-sustaining therapies should be extended for at least 72 hours. Therefore, choosing to extend life-
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Figure 3.9: Pipeline of decision and outcomes observed, with percentage of data that falls into each category.

sustaining therapies at that threshold carries particular significance and could influence future decisions. Therefore, we leverage this to determine the physician-to-patient mapping, as specified in Equation 3.17, where \( h^{(t)} \) denotes the physician on-call at time \( t_i \), where \( t_i \) is the time after admission for patient \( x_i \). Note that patients who are not withdrawn and take less than 72 hours to be awake and follow commands do not have a physician assigned, as no decision was made for them.

\[
h(x_i) = \begin{cases} 
      h^{(t_i=\text{final})} & \text{if } d_i = \text{withdrawn} \\
      \text{None} & \text{elif hours to awake } < 72 \\
      h^{(t_i=72)} & \text{elif } d_i = \text{non-withdrawn}
   \end{cases}
\]  

(3.17)

In the 10 year period during which the data was collected, 20 physicians had shifts during which they were responsible for making decisions regarding the continuation of life-sustaining therapies. Figure 3.10 shows the count of decisions attributed to each physician.

**Population** 2,518 survivors of cardiac arrest were admitted to the hospital after resuscitation. This number is reduced to 1,810 when excluding patients who were withdrawn for non-neurological reasons and those who died from rearrest. These patients are excluded as (1) the cause of death for this group of patients is not neurological, (2) rearrest often
happens soon after admission so this group of patients are rarely part of the population for whom physicians need to decide whether to extend life sustaining therapies. Not all patients have EEG recordings available. Of the remaining patients, 930 had EEG data available for two hours upon the moment when monitoring began. This is the population considered in this research.

**Systematic blindness in prediction of neurological recovery**

To analyze whether consistency in human decisions leads to systematic blindness due to the selective labels problem, a predictive model of the human decisions $f_h$ is used. Then, the (calibrated) predicted probabilities and the True Negative Rate (TNR) at low False Positive Rate (FPR) are analyzed, where a positive label corresponds to the decision to extend life sustaining therapies.

The calibrated probability of continuation of life sustaining therapies indicates the probability that an outcome will be observed for a given case. The positivity assumption requires that $P(D = 1|x) > \epsilon$, $\forall x$, so calculating $P(D = 1|x)$ allows us to test this assumption. Moreover, while the dataset contains all admissions of comatose survivors of cardiac arrest over a period of 10 years in a large hospital, the dataset is relatively small, with around 2,000 points. For this reason, $\epsilon$ must be large enough to allow for significant inference. Another way to think about this is in terms of TNR at low FPR. If the FPR is fixed at 2%, what is the recall? A high recall at low FPR indicates that there is a portion of cases that can be correctly identified as withdrawn from life-sustaining therapies. The FPR incurred provides a sense of how many cases of this set would actually have a label observed.
Featurization and predictive models  The combination of EEG and static features yields a total of 8,941 features. While the number of patients in the dataset is large considering that each data point corresponds to EEG recordings of a comatose survivor of cardiac arrest, 930 data points is relatively small from a statistical perspective. Feature dimensionality is reduced by applying Principal Component Analysis (PCA) and keeping the top $k$ components so that 98% of the variance is explained. It is possible to keep this much variance while significantly reducing dimensionality given that there is a lot of redundancy and strong correlation across many features. The final dataset used in the experiments contains 157 features per patient.

Four different predictive models are considered: a logistic regression with an $L_1$ penalty, a logistic regression with an $L_2$ penalty, a neural network with strong regularization and a neural network with weak regularization. The neural network considered is a single-layer perceptron with a logistic sigmoid activation function and $n$ layers, where $n$ corresponds to the number of features, i.e. $n = 157$. A constrained version with regularization $\alpha = 0.0001$ is considered, as well as a weakly constrained version with $\alpha = 0.1$. This second version is considered because rather than being concerned with overall performance, we are concerned with correctly approximating human decisions in some subsets of high-consistency, for which reducing regularization could be helpful. Experiments were conducted using a 75%-25% random train-test partition, parameter tuning was performed using a 5-fold cross-validation inside the training set, and confidence bounds on the ROC curves are obtained using Wilson score interval. Figure 3.11 shows the reverse ROC curve of all four models when trained to predict the decision to withdraw life-sustaining therapies.

The results shown in Figure 3.11 and Table 3.4 highlight the fact that there is a subset of cases for which it can be predicted with high probability that life-sustaining therapies will be withdrawn. In particular, Table 3.4 shows that using a logistic regression with $L_1$ penalty it is possible to identify at least 19% of withdrawals while only incurring in 2% false negatives. This means that there is a portion of cases that have a very low probability of having life-sustaining therapies extended, and therefore it is extremely unlikely to observe a “true label” of neurological recovery for them. Moreover, given that the size of the data is relatively small, this further constrains the possibility to make inference from observed

<table>
<thead>
<tr>
<th>Model ($f_h$)</th>
<th>TNR @ 0.02 FNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logit $L_1$</td>
<td>.23 ± 0.04</td>
</tr>
<tr>
<td>Logit $L_2$</td>
<td>.23 ± 0.05</td>
</tr>
<tr>
<td>Neural net ($\alpha = 0.1$)</td>
<td>.18 ± 0.03</td>
</tr>
<tr>
<td>Neural net reg. ($\alpha = 0.0001$)</td>
<td>.10 ± 0.03</td>
</tr>
</tbody>
</table>

Table 3.4: TNR at fixed 2% FNR across models trained to predict physicians’ decisions to withdraw life-sustaining therapies, $f_h$. 
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Figure 3.11: Reverse ROC curves of models trained to predict physicians’ decisions to withdraw life-sustaining therapies ($f_h$) evaluated on test set. Performance at low false negative rate indicates there is a portion of cases that are consistently withdrawn from life-sustaining therapies.

Outcomes of patients who are likely to be withdrawn. For example, in our data 2% false negatives corresponds to 9 patients.

Moving forward we will use the logistic regression with L1 penalty to model $f_h$. Figure 3.12 shows the calibration plot and histogram of predicted probabilities for this classifier.

Prediction of neurological recovery under different assumptions

In the absence of observed outcomes for all patients, training a predictive model of neurological recovery requires assumptions about the data generating process. Often, these assumptions are implicit. A common implicit assumption in this domain—and in clinical settings in general—is that models trained on the subset of the population for whom there are observed outcomes will generalize to the rest of the population. This is an underlying assumption whenever a method is trained only on the portion of cases for which there are observed outcomes. In this Section we leverage the label amalgamation approach proposed in Section 3.4 to explore how predictions differ if we train from observed outcomes alone vs. from amalgamated outcomes. That is equivalent to making different assumptions. In the former, it is assumed that the model learned from observed outcomes will generalize to
Figure 3.12: Calibration and predicted probabilities of $L_1$ logistic regression $f_h$. Good calibration (left) shows that predicted probabilities $f_h$ also indicate the probability that an outcome will be observed. Histogram (right) shows that there are cases with very low probability of having their label observed.

the entire population—this has implicit assumptions about the nature of the missing data and/or the correctness of the model specification. Meanwhile, label amalgamation assumes that estimated consistency across experts is indicative of correctness.

Assuming that estimated consistency across experts is indicative of correctness is reasonable given that there is substantial clinical knowledge that informs physicians’ decisions. However, there is a risk of incorporating self-fulfilling prophecies. Therefore, we propose label amalgamation as a way to test how robust the predictions of a model learned from observed outcomes alone are to this hypothesis, rather than as a replacement of the predictive model. If a prediction of very high probability of recovery drops substantially when label amalgamation is performed, it is possible that the initial prediction was an extrapolation to an unseen portion of the feature space and should be taken with a grain of salt.

For consistency and simplicity, we use an $L_1$ logistic regression to model $f_y$—the predicted probability of the observed outcome (neurological recovery). Figure 3.13 shows the ROC curve of this model and Figure 3.14 shows a scatter plot displaying $f_y$ in the x-axis and $f_h$ in the y-axis. The y-axis shows the physicians’ believes, while also showing the probability that an outcome was observed for similar cases. The color in the legend indicates whether an outcome was observed and what the outcome was. Those cases in the bottom of the plot are almost always withdrawn from life-sustaining therapies. Therefore the estimated probability of recovery obtained via $f_y$ corresponds to an extrapolation.

**Label amalgamation** The amalgamation set $\mathcal{A}$ is defined as indicated in Equation 3.18. This is almost identical as the way this set was defined in the previous application but also amalgamates points for which the maximum influence is negligible. The parameters are set empirically to $\gamma_1 = 2$, $\gamma_2 = 0.8$, $\gamma_3 = 0.005$. These values were chosen considering the
Figure 3.13: ROC curve of models trained to predict probability of positive recovery using observed outcomes (f_y) evaluated on test set.

meaning of each metric and the fact that there is a total of 15 physicians whose decisions are recorded in the data, only 10 of which observe more than 10 cases each. A value of γ_1 = 2 means that at least two physicians need to have as much influence as the rest, γ_2 = 0.7 means that at least 70% of the influence should be in the same direction, and γ_3 = 0.005 allows us to include cases that are robust to perturbations over the weight assigned to physicians because giving more weight to any physician would have a negligible impact of the prediction. Finally, δ is set to δ = 0.1. This value is higher than in the previous application because given this data is smaller a case needs to have a higher probability of having a label observed in order to enable meaningful inference.

A = \{x_i \in X : |f_h(x_i) - D_i| < \delta, (m_1(x_i, f_h) > \gamma_1, m_2(x_i, f_h) > \gamma_2) \lor m_3(x_i, f_h) < \gamma_3\} (3.18)

Figure 3.15 shows the cases that are amalgamated. As in the previous application and as explained in the methodology section, for the purpose of amalgamation f_h(x_i) is estimated via cross validation (3-fold) performed inside the training set, with the L_1 penalty parameter chosen via a grid search to ensure the Hessian is invertible (if it is not, a higher penalty is enforced). The maximum value of the grid search is chosen in a transductive manner via cross-validation in the training set. This figure shows how accounting for consistency across experts limits the amalgamated set, since many points that have very
high-probability of withdrawal still exhibit disagreement among experts.

When amalgamation is performed a model $f_A$ can be trained using the amalgamated set $\mathcal{A}$. The resulting test set predictions are shown in Figure 3.16. The shift in predicted probabilities between $f_y$ and $f_A$ can be see in Figure 3.17. While some predictions shift substantially, some remain relatively the same. This provides a way to test the robustness of the predictions of $f_y$ under the assumption that human consistency is indicative of correctness.

**Influence-driven second opinion recommendation**

The influence function approach can be used to augment physicians’ knowledge in different ways. It can be used to augment the information accompanying a prediction of the probability of neurological recovery, as shown above. It can also be used to suggest who to ask for a second opinion, as will be shown below.
In this Chapter it has been shown that (1) partial consistency in historical expert decisions leads to systematic blindness that cannot be addressed through existing sample selection correction methodology, (2) such consistency exists in historical decisions to withdraw life-sustaining therapies—this is a real problem and not simply an edge-case that in theory could arise, (3) learning from data that suffers from this bias requires assumptions, and different assumptions can lead to vastly different predictions. Moreover, in prediction of neurological recovery—as in many other high-stakes tasks—none of the assumptions considered under the different hypothesis can be expected to hold true, and incorrect models could have fatal consequences. That raises the question: what should the algorithm do with the portion of cases that lack enough observed outcomes to learn from? We propose to use machine learning to recommend which physician to ask for a second opinion.

The use of machine learning to decide when to ask for a second opinion has been explored by [150]. Here, we propose a method to decide who to ask for a second opinion. Influence functions allow us to identify physician(s) whose influence on the estimated probability opposes the general consensus on withdrawal. This means that while patterns in the historical data indicate that a patient is very likely to be withdrawn, patterns on the decisions made by a particular physician deviate from this.
Figure 3.16: Scatter plot displaying test set predictions $f_A$ in the x-axis and $f_h$ in the y-axis. The legend shows whether the outcome for that case was not observed (withdrawn), and if it was observed it shows what the outcome was (bad/good outcome). Shapes in the legend show the ca type assigned to the patient, where ca type = 0 indicates a missing value. When compared to Figure 3.14 it can be seen that under amalgamation points shift towards the diagonal. Interestingly, the case that remains an outlier in the bottom right belongs to category 3, meaning the patient was in a mild to moderately deep coma, as opposed to category 4 which corresponds to a deep coma.

In general, the second opinion on the algorithmic prediction can be selected as shown in Equation 3.19, where $\tau_{\text{decision}}$ is the decision threshold. As it can be noted in the equation, it is possible for there to be no second opinion recommended, if no expert influences the prediction in an opposing direction.

$$h_{\text{ask}}(x_i) = \begin{cases} \arg\min_h(\{I_{\text{up},f_h}(w_h, x) : I_{\text{up},f_h}(w_h, x) < 0\}) & \text{if } f_h(x_i) > \tau_{\text{decision}} \\ \arg\max_h(\{I_{\text{up},f_h}(w_h, x) : I_{\text{up},f_h}(w_h, x) > 0\}) & \text{if } f_h(x_i) < \tau_{\text{decision}} \end{cases}$$

(3.19)

When providing second opinions for high probability withdrawals, the second opinion would be requested from the expert with the largest influence in the positive direction, as indicated in Equation 3.19. This corresponds to the physician who, if given more weight, would steer the prediction away from a high probability of withdrawal. Naturally, the magnitude of the influence matters, and if negligibly small influences want to be discarded, it is possible to change the threshold defining the set in Equation 3.19 from 0 to $\gamma_3$ (or a similar value). This would effectively constraint second opinions to those who have a
Figure 3.17: Scatter plot displaying the shift in test set predictions between $f_y$ and $f_A$ in the x-axis, and $f_h$ in the y-axis. It can be seen that some predictions remain relatively unchanged, while others experience significant shifts. Predictions that experience a big shift under amalgamation should be taken with a grain of salt, as the prediction $f_y$ may be the result of an extrapolation to an unseen region of the feature space.

Semi-synthetic validation  What is a desirable behavior of the proposed second opinion recommender algorithm? The algorithm should be able to identify experts who would provide a different perspective. To validate this, we construct semi-synthetic data in which we have ground truth for whether a physician would indeed be more likely to recommend extending life-sustaining therapies (or any other decision that is under consideration).

Let $X$ be the set of features used throughout this Section. To reduce the noise and increase the strength of the signal, we use bootstrapping to double the size of the data, so that there are 1,860 data points. We standardize the data to be centered and with unit variance.

As in the previous semi-synthetic data created in this Chapter, let $\beta^o$ be the learned coefficients of a logistic regression with $L_1$ penalty fitted to predict the observed decision to extend life-sustaining therapies. The $L_1$ penalty is enforced to simplify the synthetic
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Data, as we drop all features with a corresponding zero coefficient, keeping a dataset $X \in \mathbb{R}^{1860 \times 32}$. We then sample coefficients $\beta$ such that $\beta_i \sim N(\beta_0^i, 1)$.

We then assume that each patient belongs to one of five groups $\{g_0, g_1, g_2, g_3, g_4\}$, which we assign randomly, and represent the membership to each group as boolean features. We simulate that there are five physicians, $\{h_0, h_1, h_2, h_3, h_4\}$, and that the assignment of cases-to-physicians is random. Consistent with the real-world case, we assume that we only observe the assessment of a single physician per case. Finally, we simulate the decisions by modeling each physician’s decisions $h_i$ according to a logistic regression with coefficients $\beta_{h_i}$. We assume that $\beta_{h_i}$ are identical to $\beta$ except for the coefficients that concern synthetic group membership, which are equal to -1 except for the group $i$, to which we assign the coefficient $\text{max}(\beta)$.

The decisions are then $D_h = 1[X^T \beta_h + \epsilon > 0]$, where $\epsilon \sim \text{Logistic}(0, 0.5)$. This means that we are assuming all experts make decisions according to logistic regression models that are identical except that for each physician $h_i$ there is a group $g_i$ for whom they systematically estimate a higher probability of recovery. Table 3.5 shows the rate at which each physician extends life sustaining therapies for each group ($P(D = 1|g_i = 1, h_i = 1)$) vs. the overall rate for that group ($P(D = 1|g_i = 1)$). As it can be seen in the Table, for each $i$ physician $h_i$ extends life sustaining therapies for group $g_i$ more than the average.

| Group (i) | $P(D = 1|g_i = 1)$ | $P(D = 1|g_i = 1, h_i = 1)$ |
|-----------|-------------------|-----------------------------|
| $g_0$     | 0.36              | 0.54                        |
| $g_1$     | 0.45              | 0.64                        |
| $g_2$     | 0.43              | 0.62                        |
| $g_3$     | 0.42              | 0.61                        |
| $g_4$     | 0.41              | 0.51                        |

Table 3.5: Rates of $D = 1$ for each group, comparing overall rates and rates for physician that estimates a higher probability of recovery for that group. The semi-synthetic data is modeled such that each physician $h_i$ estimates a higher probability of recovery for members of group $g_i$.

For evaluation, we perform three-fold cross validation to estimate $I_{up,h_i}(\omega_h, x_i)$ for all $x_i$, using an $L_2$ logistic regression to model $f_h$. Figure 3.18 shows the results of who would be recommended by the algorithm for a second opinion, for the subset of patients who have a predicted probability of withdrawal of life-sustaining therapies greater than 50%. The recommendation is given as specified in Equation 3.19, for $\tau_{\text{decision}} = 0.5$. As desired, for each group $g_i$ the physician who is more likely to extend life-sustaining therapies ($h_i$) is the one that is most often recommended by the algorithm.
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Second opinion recommendations in predictions of neurological recovery

Now that the methodology has been validated in semi-synthetic data, we move to see what the recommendations would look like in the real-world data, where we do not have ground truth for what the second opinions would be.

For consistency with the first part of this Section, we use the exact same models and data partitions. Table 3.6 presents a summary of basic statistics for each physician, including number of decisions assigned to each physician, percentage of cases for which they extend life sustaining therapies, and the mean and standard deviation of the influence over the cases in the set \( \{ x : f_h(x) < 0.1 \} \), where \( f_h(x) \) is calculated via cross-validation in the training set. The Pearson correlation coefficient between the average influence and the rate at which physicians extend life sustaining therapies is \(-0.059\), which shows that the influence is not merely capturing whether the physician is on average more likely to extend life sustaining therapies.

Figure 3.19 shows examples of cases that are predicted to be withdrawn with high likelihood (\( f_h(x) < 0.1 \)) and for which there is a suggested second opinion. Physicians with the largest positive influence would be asked for their opinion, as they influence the predicted probability away from the estimated (low) probability of extending life-sustaining therapies. However, not all cases have a suggested second opinion, since there are instances where no physician has a non-negligible influence, as shown in Figure 3.20a. The intuition behind these cases is that perturbations of the training data shifting the importance given to each physician would not change the predicted probability. Similarly, there are cases where all non-negligible influence is negative, meaning that there are perturbations that would make the predicted probability of non-withdrawal even lower, but there are no perturbations that would make it higher, as seen in the example in Figure 3.20.
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<table>
<thead>
<tr>
<th>h</th>
<th>count</th>
<th>rate extend</th>
<th>mean infl.</th>
<th>std infl.</th>
</tr>
</thead>
<tbody>
<tr>
<td>h5</td>
<td>127</td>
<td>0.37</td>
<td>0.0039</td>
<td>0.0282</td>
</tr>
<tr>
<td>h11</td>
<td>115</td>
<td>0.41</td>
<td>0.0035</td>
<td>0.0344</td>
</tr>
<tr>
<td>h0</td>
<td>91</td>
<td>0.45</td>
<td>-0.0096</td>
<td>0.0440</td>
</tr>
<tr>
<td>h10</td>
<td>70</td>
<td>0.50</td>
<td>0.0070</td>
<td>0.0205</td>
</tr>
<tr>
<td>h6</td>
<td>55</td>
<td>0.24</td>
<td>0.0042</td>
<td>0.0203</td>
</tr>
<tr>
<td>h9</td>
<td>55</td>
<td>0.25</td>
<td>0.0013</td>
<td>0.0180</td>
</tr>
<tr>
<td>h15</td>
<td>18</td>
<td>0.28</td>
<td>0.0053</td>
<td>0.0212</td>
</tr>
<tr>
<td>h1</td>
<td>13</td>
<td>0.31</td>
<td>0.0019</td>
<td>0.0105</td>
</tr>
<tr>
<td>h3</td>
<td>13</td>
<td>0.38</td>
<td>0.0032</td>
<td>0.0139</td>
</tr>
<tr>
<td>h7</td>
<td>11</td>
<td>0.27</td>
<td>0.0001</td>
<td>0.0082</td>
</tr>
<tr>
<td>h8</td>
<td>3</td>
<td>0.67</td>
<td>-0.0003</td>
<td>0.0017</td>
</tr>
<tr>
<td>h2</td>
<td>2</td>
<td>0.50</td>
<td>-0.0014</td>
<td>0.0180</td>
</tr>
<tr>
<td>h12</td>
<td>1</td>
<td>0.00</td>
<td>-0.0002</td>
<td>0.0009</td>
</tr>
<tr>
<td>h13</td>
<td>1</td>
<td>1.00</td>
<td>-0.0003</td>
<td>0.0021</td>
</tr>
<tr>
<td>h4</td>
<td>1</td>
<td>0.00</td>
<td>0.0000</td>
<td>0.0008</td>
</tr>
</tbody>
</table>

Table 3.6: Summary of basic statistics for each physician, including number of decisions assigned to each physician, percentage of cases for which they extend life sustaining therapies, and the mean and standard deviation of the influence over the cases in the set \( \{ x : f_h(x) < 0.1 \} \), where \( f_h(x) \) is calculated via cross-validation in the training set.

Naturally, the next question that arises is: for how many cases would there be a recommended second opinion? Figure 3.21 shows a scatterplot of the influence of all physicians for each point in the set \( \{ x : f_h(x) < 0.1 \} \), for \( x \) in the training set and \( f_h(x) \) estimated via cross-validation. The set of physicians considered is restricted to the 10 physicians who observe more than 10 cases, since the influence of the others may not be too sensitive to outliers. The x-axis corresponds to the data points, ordered according to the variance in the influence. While some cases have very low variance, for most cases there is at least one physician who, if given more weight, would increase the predicted probability of extending life-sustaining therapies. Physicians with positive influence are candidates for being consulted for a second opinion.

Another important question to ask is: who is recommended for a second opinion? If there is a single physician that is always recommended by the algorithm, this would not be useful in practice, as it would overburden this person and would always be recommending the same perspective. Figure 3.22a shows the frequency with which each physician would be consulted for a second opinion, according to the proposed methodology. Moreover, Figure 3.22a shows the rate at which the physicians extend life-sustaining therapies. The comparison between these two plots shows that the second opinion is not simply
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Figure 3.19: Examples of distribution of influence for cases that are predicted to be withdrawn with high likelihood \( f_h(x) < 0.1 \) and for which there is a suggested second opinion. Physicians with the largest positive influence would be asked for their opinion, as they influence the predicted probability away from the estimated (low) probability of extending life-sustaining therapies.

capturing who is more likely to extend life-sustaining therapies. For example, physician \( h_6 \) is frequently recommended for a second opinion, even though their overall rate of non-withdrawal is quite low. This highlights an attribute of the influence-driven second opinion: unlike summary statistics of the overall behavior, the influence-driven approach provides recommendations for individual cases.

Finally, analyzing the distribution of the influence for each physician can tell us about their behavior with respect to the rest of their colleagues and, even more so, to the predictions made by the algorithm. Figure 3.23 shows the influence of each physician for the set \( \{x : f_h(x) < 0.1\} \), for \( x \) in the training set, for \( f_h(x) \) estimated via cross-validation. For each physician, the datapoints were ordered according to the magnitude of the influence.
Figure 3.20: Examples of distribution of influence for cases without suggested second opinions. In (a) all physicians have virtually null influence, and in (b) no physician has a non-negligible influence on the predicted probability in the positive direction.

As it can be seen in the Figure, the distribution of influence is similar across physicians, with a large concentration around 0 and tails of varying lengths. However, there are physicians, e.g. $h_6$, for whom the influence skews towards the positive direction, while others, e.g. $h_0$, skew towards a higher frequency of negative influences. Additionally, it can be seen how some, e.g. $h_7$ rarely have a non-negligible influence.
Figure 3.21: Influence of physicians for each case in the set \( \{ \mathbf{x} : f_{h}(\mathbf{x}) < 0.1 \} \), for \( \mathbf{x} \) in the training set and \( f_{h}(\mathbf{x}) \) estimated via cross-validation. X-axis corresponds to cases, ordered by the variance in the influence. While some cases have very low variance, for many cases there is at least one physician who, if given more weight, would increase the predicted probability of extending life-sustaining therapies. Physicians with positive influence are candidates for being consulted for a second opinion.
Figure 3.22: (a) Frequency with which each physician would be consulted for a second opinion, according to the proposed methodology, and (b) rates at which each physician extends life-sustaining therapies. On (a) it can be observed that different physicians would be recommended for second opinions, and the comparison between both plots shows that the second opinion is not simple capturing who is more likely to extend life-sustaining therapies.
Figure 3.23: Influence of each physician for the set \{x : f_h(x) < 0.1\}, for x in the training set, for $f_h(x)$ estimated via cross-validation. X-axis corresponds to ordered index according to magnitude of influence, per physician. While the distribution of influence is similar across physicians, some (e.g. $h_6$) skew towards a positive influence, whereas others (e.g. $h_0$) skew towards a negative influence, and some (e.g. $h_7$) have influence very close to zero for most cases.
Chapter 4

Conclusions

4.1 Summary of contributions

4.1.1 Methodological contributions

Unraveling complex structures to inform decisions Chapter 1 introduces Canonical Autocorrelation Analysis (CAA), a method for automated discovery of multiple-to-multiple correlation structures within a set of features. This method, which builds on sparse Canonical Correlation Analysis (CCA) and Principal Component Analysis (PCA), can be useful when looking for hidden parsimonious structures in data, each involving only a small subset of all features. The utility of CAA for anomaly detection is demonstrated in Chapter 1, which also introduces a distance metric between CAA correlation structures in Section 1.3.4, enabling us to obtain a feature space embedding termed Canonical Autocorrelation Embeddings (CAE). In this embedding, each individual/object is represented by the set of its multivariate correlation structures. This methodology is particularly fitting to supervised learning tasks where each individual or object of study has a batch of data points associated to it, as in for instance patients for whom several vital signs or other health related parameters are recorded over time.

Exposing and penalizing structures that may bias decisions Chapter 2 introduces algorithmic fairness methodology for discovering and mitigating biases. Section 2.2 introduces an Unsupervised Bias Enumeration Algorithm (UBE) for word embeddings. The associations are identified by geometric patterns in word embeddings that run parallel between people’s names and common lower-case tokens. The algorithm is highly unsupervised as it does not require the sensitive features to be pre-specified. This is desirable because: (a) many forms of discrimination—such as racial discrimination—are linked to social constructs that may vary depending on the context, rather than to categories with fixed definitions; and (b) it makes it easier to identify biases against intersectional groups, which depend on combinations of sensitive features. The application of this algorithm ex-
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1.12 proposes a large number of offensive associations related to sensitive features such as race and gender on publicly available embeddings, including a supposedly "debiased" embedding. Section 2.2 proposes one of the first methodologies to reduce bias in predictive models without requiring access to protected attributes. This method leverages the societal biases that are encoded in word embeddings, eliminating the need for access to protected attributes. Crucially, it only requires access to individuals' names at training time and not at deployment time. Two variations of the proposed method are evaluated using a semi-synthetic as well as a large-scale dataset of online biographies. The results show that both variations can simultaneously reduce race and gender biases.

Leveraging structures in humans’ historical decisions Drawing inspiration from the literature on crowd-sourcing and wisdom of the crowds, Chapter 3 proposes methodology to tackle some of the limits of learning from observed outcomes alone by also learning from consistency amongst experts. However, while in crowd-sourcing the same instance is assessed by multiple people, in historical data of experts’ decisions it is often the case that each instance is assessed by a single expert, such as a physician or a judge. I propose an influence-function-based method to estimate human consistency. The proposed method identifies cases for which the human decisions can be predicted with high confidence and for which the prediction is influenced by the historical decisions of several experts. Under the assumption that human consistency is indicative of correctness, this human knowledge can then be incorporated into a model trained to predict observed labels through a proposed label amalgamation approach. When it cannot be assumed that expert consistency is indicative of correctness, influence functions can be used to answer the question “who should the expert ask for a second opinion”. Chapter 3 closes with a proposed approach for influence-driven second opinion recommendation.

4.1.2 Domain-specific contributions

Nuclear physics In Chapter 1 the proposed CAA method is applied to perform anomaly detection to identify potential nuclear threats. The results show that this method can help detect sources of radiation embedded in noisy background by finding multi-energy-bin combinations that reflect correlations between subsets of bins characteristic to background gamma-ray spectra. We show that such characterization of multiple-to-multiple bin correlations can be used as a powerful alternative to popular spectral anomaly detection methods which represent a null-space of expected background variance using linear combinations of photon counts observed in all energy bins. CAA’s ability to focus on the most informative subsets of bins allows it to more effectively characterize background radiation variability, enabling higher threat sensitivity at lower false detection rates, when compared to the standard PCA-based approach.
Automated recruiting  Chapter 2.1 presents a large-scale study of gender bias in automated recruiting. Maintaining an online professional presence has become increasingly important for people’s careers, and this information is often used as input to automated decision-making systems that advertise open positions and recruit candidates for jobs and other professional opportunities. In order to perform these tasks, a system must be able to accurately assess candidate’s current occupations, skills, interests, and “potential.” However, even the simplest of these tasks—determining someone’s current occupation—can be non-trivial. The results in Chapter 2.1 show that occupation classification is susceptible to gender bias, stemming from existing gender imbalances in occupations, and that removing explicit gender indicators (e.g. gender pronouns) is not enough to remove this bias. Additionally, the theoretical results show that whenever differences in true positive rates are correlated with pre-existing imbalances—as shown to happen in the large-scale study conducted in this thesis—, the imbalances will be compounded.

Child welfare  Efforts to increase the availability of historical information about children and adults involved in calls received at the child abuse and maltreatment hotline have been accompanied by an interest in the use of risk assessment tools to aid call workers in identifying high-risk cases. Chapter 3 studies the risk of learning under omitted payoff bias in this context. The empirical results indicate that there are elements of risk that are optimized for by call workers but that are not wholly captured in the target label optimized for in currently deployed models, which could lead the risk assessment tool to underestimate risk for some cases. The proposed label amalgamation methodology successfully incorporates some of this information, bringing the construct optimized by the algorithm closer to the construct that call workers care about. This result highlights the importance of considering the construct validity of the target optimized for by the algorithm and proposes a path forward.

Prediction of neurological recovery of comatose patients  Chapter 1 present a proof of concept to illustrate the potential utility of CAE by applying it to characterize electroencephalographic recordings from 80 comatose survivors of cardiac arrest, aiming to identify patients who will survive to hospital discharge with favorable functional recovery. The results show that at a low false positive rate the approach is able to identify a significant subset of patients who are likely to have a good neurological outcome, some of whom have otherwise unfavorable clinical characteristics. Importantly, some of these patients had 5% predicted chance of favorable recovery based on initial illness severity measures alone. This proof of concept shows that leveraging multivariate correlation structures present in the EEG data could help unravel patterns that are indicative of a positive prognosis and motivate the continuation of life-sustaining therapies for these patients. However, there are limitations to the straight-forward application of machine learning to predict neurological recovery. Chapter 3 uses EEG data collected over 10 years at a medical hospital to show
that there exist a subset of patients who are consistently withdrawn from life-sustaining therapies, which means that there is a subpopulation for whom there is no information available of what would have happened if life-sustaining therapies had been continued. This Chapter also introduces methodology and provides empirical evidence to show how predictions vary when learning from observed outcomes alone and when also learning from consistent decisions historically made by physicians. Finally, the Chapter closes proposing an approach to use machine learning to recommend physicians who to ask for a second opinion when deciding if life-sustaining therapies should be extended.

4.2 Broader impact

**Machine learning as a tool to increase usability of complex data**  As Chapter 1 shows, machine learning provides an opportunity to support experts’ decisions by summarizing and discovering signals contained in complex sources of data. While experts usually have access to this data and routinely make use of it, the raw data is often hard for them to parse, leading to and under-utilization of information. For example, bedside monitoring continuously records multiple timeseries data of patients, but physicians can only consume and interpret a portion of it. Similar situations arise when analysts are interpreting spectral measurements in an effort to detect potential radioactive threats, as discussed in Chapter 1, or when call workers are provided with hundreds of features of historical information concerning a call received at the child abuse hotline, as discussed in Chapter 3. The methodology proposed in Chapter 1, and the empirical results shown, contribute to a growing body of literature on algorithmic-assisted decision making in high-stakes settings.

**Algorithms, compounding injustices, and “leaky pipelines”**  Chapter 2.1 shows that whenever gaps in true positive rates are correlated with previous class imbalances, the imbalances will be compounded. I relate this effect to compounding injustices—an existing notion of indirect discrimination in the political philosophy literature that holds that it is a general moral duty to refrain from taking actions that would harm people when those actions are informed by, and would compound, prior injustices suffered by those people [1]. If a classifier compounds existing imbalances (e.g. gender imbalances in occupations), then the underrepresented will become even further underrepresented over time—a phenomenon sometimes referred to as the “leaky pipeline.” This result has important practical relevance at a time when algorithmic decision support is increasingly adopted by organizations, many of which are simultaneously trying to improve diversity and inclusivity of their workplaces and products.

**Algorithmic fairness: beyond fixed and known protected attributes**  Most methodologies to mitigate algorithmic bias require access to protected features. However, those deploying ML technologies often lack access to such features, and their use in certain do-
mains may constitute disparate treatment under some legislations. For example, under Title VII employers can be found liable for employment discrimination if membership in a protected class is part of the input features of a model used to classify employees or potential hires, since this could constitute disparate treatment [151]. Moreover, discrimination is linked to complex social constructs that interact with each other, vary depending on the context, and cannot be reduced to binary encodings. Chapter 2 introduces some of the first methodologies to enumerate and mitigate biases without access to protected attributes. The proposed work can inform the design and deployment of methods that better suits the reality of operational and societal contexts.

**Optimizing for constructs that matter: beyond observed labels** In most public policy settings, humans are optimizing for complex constructs that are not easily quantifiable, such as social welfare. Chapter 3 studies this in the context of child welfare, where call workers are concerned with assessing whether a child is at risk of adverse outcomes, while deployed models estimate the probability of out-of-home placement, an imperfect proxy for risk. A similar situation arises in criminal justice, where risk assessment models meant to assist judges in bail decisions estimate the probability of recidivism, while judges are concerned with more complex constructs. This is illustrated by the fact that while youth is predictive of a higher risk of recidivism, it is also considered by judges as a mitigator, as it implies a lower level of culpability [152]. As a result, predictive models trained on quantifiable proxies of these outcomes may appear effective according to evaluation metrics, but deviate from what experts care about during deployment. Chapter 3 characterizes this disconnect and proposes ways to mitigate it. This work informs the potential risks of deploying algorithmic tools in sensitive policy domains, and gives a first step towards bridging the gap between what the algorithm optimizes and what the experts—and society—care about.
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Appendix

A.1 Solution of CAA optimization problem via KKT conditions

Without loss of generality, assuming $v$ is fixed and we are optimizing for $u$, the optimization problem in Lagrangian form can be written as formulated in Eq. A.1.

$$
\min_u -u^T X^T X v + \sum_{i=1}^{m} (\lambda_1 |v_i|_1 + \lambda_2) |u_i|_1 \\
+ \lambda_3 |u_i|_2^2 - \lambda_2 c_1 - \lambda_3
$$

(A.1)

for $0 \leq c_1 \leq 1, 0 \leq c_2 \leq 10 \leq \lambda_1, 0 \leq \lambda_2, 0 \leq \lambda_3$

The KKT conditions are:

- **Stationarity:** $0 \not\in -X^T X v + 2\lambda_3 u + \Gamma$
  
  for $\Gamma_i = (\lambda_2 + \lambda_1 |v_i|) sgn(u_i) \ \forall i = 1, ..., m$

- **Complementary slackness:**
  
  $\lambda_1 \sum_{i=1}^{m} |u_i| |v_i| = 0; \quad \lambda_2 (||u||_2^2 - c_1) = 0; \quad \lambda_3 (||u||_2^2 - 1) = 0$

- **Primal feasibility:**
  
  $\sum_{i=1}^{m} |u_i| |v_i| \leq 0; \quad ||u||_2^2 - c_1 \leq 0; \quad ||u||_2^2 - 1 \leq 0$

- **Dual feasibility:** $0 \leq \lambda_i, i = 1, 2, 3$

From complementary slackness and primal feasibility, either $\lambda_3 = 0$ and $||u||_2 \leq 1$, or $\lambda_3 > 0$ and $||u||_2 = 1$. Assuming $\lambda_3 > 0$ and solving the stationarity condition, we obtain that for $i = 1, ..., m$, Eq. A.2 holds, where $S_\lambda(x)$ is the soft-thresholding operator.

$$2\lambda_3 u_i = S_{(\lambda_1 |v_i| + \lambda_2)}((X^T X v)_i) \quad \text{(A.2)}$$

From complementary slackness, $\lambda_3$ must be such that $||u||_2 = 1$, therefore, Eq. A.3 is obtained.
\[ u = \frac{S_{\Phi(v)}(X^TXv)}{||S_{\Phi(v)}(X^TXv)||_2^2} \]  

(A.3)

\[ \Phi(v, \lambda_1, \lambda_2) : \mathbb{R}^m \rightarrow \mathbb{R}^m \]

\[ v_i \rightarrow \lambda_1|v_i| + \lambda_2 \]

Additionally, \( \lambda_1 \) must be such that \( \sum_{i=1}^{m} |u_i| |v_i| = 0 \), which will be guaranteed by setting \( \lambda_1 = \max_i \frac{|(X^TXv)_i|}{|v_i|} \). Finally, either \( \lambda_2 = 0 \) results in a feasible solution, or \( \lambda_2 \) is chosen such that \( ||u||_1 = c_1 \), which can be done through a binary search.

**A.2 Relationship between CAA and Sparse PCA**

As mentioned in Section 1.1, CAA and Sparse PCA have fundamentally different objectives, but given that Sparse CCA applied to identical matrices \( X = Y \) results in Sparse PCA components, it is worth taking a look at the details of how CAA and Sparse PCA differ. While Sparse PCA finds one-dimensional projections of data that maximize variance of data, CAA finds two-dimensional projections where correlation between the two sets is maximized. Furthermore, it is easy to see how the variables retrieved by CAA differ from those retrieved by Sparse PCA. As previously mentioned, applying Sparse CCA to matrices \( X = Y \) results in Sparse PCA solutions \( u = v \) [31]. Therefore, Sparse PCA can be written as

\[ \max_{u,v} u^T X^T X v \]

\[ ||u||_2^2 \leq 1, ||v||_2^2 \leq 1 \quad ||u||_1 \leq c_1, ||v||_1 \leq c_2 \]  

(A.4)

In the following, we analyze how the objective values retrieved by CAA (Eq. 1.2) and Sparse PCA (Eq. A.4) differ.

- **Sparse PCA optimal criterion value retrieved:**

\[ u^T X^T X u = \left( \sum_{i \in P} u_i X_i \right)^T \left( \sum_{j \in P} u_j X_j \right) \]

\[ = \sum_{i \in P} \sum_{j \in P} u_i u_j X_i^T X_j \]

for \( P = \{ i | u_i \neq 0 \} \)

- **CAA optimal criterion value retrieved:**
\[ l u^T X^T X v - \lambda u^T v = (\sum_{i \in P_1} u_i X_i)^T (\sum_{i \in P_2} v_i X_i) - \lambda u^T v \] (A.5)

for \( P_1 = \{i | u_i \neq 0\}, P_2 = \{i | v_i \neq 0\} \) (A.6)

Accounting for the constraint that the vectors \( u, v \) in the solution are orthogonal, we can rewrite this as:

\[
(\sum_{i \in P_1} u_i X_i)^T (\sum_{j \in P_2} v_j X_j) \text{ s.t. } P_1 \cap P_2 = \emptyset
\]

\[
= (\sum_{i \in P_1} \sum_{j \in P_2} u_i v_j X_i^T X_j) \text{ s.t. } P_1 \cap P_2 = \emptyset.
\]

Notice that in the case of Sparse PCA, all interactions between variables in the subset \( P \) are considered, while CAA only considers interactions across two disjoint groups. Therefore, there are two types of interactions Sparse PCA considers that CAA does not: the variance of each variable and correlation/covariance between variables in the same subset.

Note the first one is only relevant for Sparse PCA when using the covariance matrix, but the second is relevant both when Sparse PCA is applied to the correlation matrix or to the covariance matrix. As a result, CAA and Sparse PCA optimize different objectives, retrieving vectors that involve different subsets of features, and such subsets correspond to different types of structures in data.

**A.3 Proof: CAA distance metric**

In this section we prove that the metric defined to measure the distance between CAA canonical spaces satisfies the necessary conditions to be a well-defined distance.

\[ d(C_1, C_2) = \min(||u_1 - u_2||_2 + ||v_1 - v_2||_2, ||u_1 - v_2||_2 + ||v_1 - u_2||_2) \] (A.8)

- Non-negativity: stems directly from the non-negativity of the \( \ell_2 \) norm, together with the fact that the set of non-negative real numbers is closed under the summation and minimum operations.
• Identity:

\[ 0 = \min(||u_1 - u_2||_2 + ||v_1 - v_2||_2, ||u_1 - v_2||_2 + ||v_1 - u_2||_2) \]

\[ \iff 0 = ||u_1 - u_2||_2 + ||v_1 - v_2||_2 \vee 0 = ||u_1 - v_2||_2 + ||v_1 - u_2||_2 \]

\[ \iff (0 = ||u_1 - u_2||_2 \wedge 0 = ||v_1 - v_2||_2) \]

\[ \vee (0 = ||u_1 - v_2||_2 \wedge 0 = ||v_1 - u_2||_2) \]

\[ \iff (u_1 = u_2 \wedge v_1 = v_2) \]

\[ \vee (u_1 = v_2 \wedge v_1 = u_2) \]

Given that we are dealing with these as non-ordered pairs, \( d(C_1, C_2) = 0 \iff C_1 = C_2 \).

• Symmetry: Stems directly from the fact that we define \( C_1 \) and \( C_2 \) as non-ordered pairs, hence the definition of the distance for each is exactly the same.

• Triangle inequality: The triangle inequality comes as a result of the triangle inequality of the \( \ell_2 \) norm. We want to show that

\[ d(C_1, C_3) \leq d(C_1, C_2) + d(C_2, C_3) \]

\[ d(C_1, C_3) \leq ||u_1 - u_3||_2 + ||v_1 - v_3||_2 \]

\[ = ||u_1 - u_3 + u_2 - u_2||_2 + ||v_1 - v_3 + v_2 - v_2||_2 \]

\[ \leq ||u_1 - u_2||_2 + ||u_2 - u_3||_2 + ||v_1 - v_2||_2 + ||v_2 - v_3||_2 \]

\[ = ||u_1 - u_2||_2 + ||v_1 - v_2||_2 + ||u_2 - u_3||_2 + ||v_2 - v_3||_2 \]

Through an analogous process,

\[ d(C_1, C_3) \leq ||u_1 - u_3 + v_2 - v_2||_2 + ||v_1 - v_3 + u_2 - u_2||_2 \]

\[ \leq ||u_1 - v_2||_2 + ||v_1 - u_2||_2 + ||v_2 - u_3||_2 + ||u_2 - v_3||_2 \]

Additionally, the following is also true:

\[ d(C_1, C_3) \leq ||u_1 - v_3||_2 + ||v_1 - u_3||_2 \]

Therefore, through analogous reasoning, we derive the following two sets of inequalities:
The four inequalities we have derived span the four possible cases for \( d(C_1, C_2) + d(C_2, C_3) \), which concludes our proof.

### A.4 Principal angles and CAA

Although principal angles might initially seem like a good alternative to measure distances between CAA canonical spaces, note that this is not a viable option. Even though each pair of vectors defining a CAA canonical space constitute an orthonormal basis of a subspace, two orthogonal basis defining the same subspace do not represent the same correlation structure. This can be derived from the fact that, as shown in Section 1.3.4, two different pairs of vectors cannot represent the same correlation structure. It is also easy to understand why this would not be the case with a simple counterexample in \( \mathbb{R}^3 \). Consider the following two pairs of vectors:

\[
\begin{align*}
\{ & u_1 = (1, 0, 0) \\
& v_1 = (0, 1, 0) \} \\
\{ & u_2 = (\frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}, 0) \\
& v_2 = (\frac{1}{\sqrt{2}}, -\frac{1}{\sqrt{2}}, 0) \}
\end{align*}
\]

Even though they are both orthonormal bases of the same subspace, \( u_1 v_1^T \neq u_2 v_2^T \).

### A.5 PCA spectral anomaly detector

The PCA spectral anomaly detector used for comparison purposes in this paper is frequently used in the radiation threat detection domain, and the description provided in this abstract can also be found in [8]. The algorithm first filters the energy data and performs smoothing via a 10s rolling window. It then computes the special covariance matrix shown in Equation A.9, where we assume the background data is a matrix \( X \in \mathbb{R}^{n \times q} \). This covariance matrix retains 0.01 of the mean, instead of fully centering the data.
\[ \Sigma = \frac{XX^T}{q} - 0.99mm^T \]

\[ m_j = \sum_{i=1}^{n} X_{i,j} \]

The correlation matrix \( C = A\Sigma A \) is later calculated, where \( A \) is the design matrix

\[ A = diag\left( \frac{1}{\text{diag}(\Sigma + 1)} \right) \]

Finally, the Singular Value Decomposition is performed on the correlation matrix and the basis matrix \( T \) is created as

\[ T = I_q - A^{-1}U_{PC}U_{PC}^TA \]

where \( U_{PC} \) contains the top principal component eigenvectors. Finally, the residuals can be obtained as \( \sigma = \|TX_{test}^T\|_2 \).

### A.6 Sparse PCA spectral anomaly detector

Even though Sparse PCA is not generally used in the radiation threat detection domain, a Sparse PCA spectral anomaly detector was designed and implemented for comparison purposes in this paper. As in the case of the PCA-based approach, the algorithm first filters the energy data and performs smoothing via a 10s rolling window. It then normalizes the data to have mean of 0.01 the original mean and and Euclidean length of each column equal to 1, where each column corresponds to a variable.

Top sparse principal components, \( U_{Spc} \), are extracted using the algorithm in [153], which is itself based on the formulation done in [154].

The basis matrix \( T \) is created as

\[ T = I_q - U_{Spc}U_{Spc}^T \]

Given a new data set \( X_{test} \), it is first normalized using the mean and Euclidean length of the training data, and then residuals are obtained as \( \sigma = \|TX_{test}^T\|_2 \).
# A.7 EEG features

EEG features. Below is the complete list of the EEG features available and used in Chapter 1.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Artifact Intensity</td>
<td>Muscle</td>
</tr>
<tr>
<td>Artifact Intensity</td>
<td>Chew</td>
</tr>
<tr>
<td>Artifact Intensity</td>
<td>V-Eye</td>
</tr>
<tr>
<td>Artifact Intensity</td>
<td>L-Eye</td>
</tr>
<tr>
<td>Artifact Detector (Signal quality -Electrode 1)</td>
<td></td>
</tr>
<tr>
<td>Artifact Detector (Signal quality -Electrode 2)</td>
<td></td>
</tr>
<tr>
<td>Artifact Detector (Signal quality -Electrode 3)</td>
<td></td>
</tr>
<tr>
<td>Artifact Detector (Signal quality -Electrode 4)</td>
<td></td>
</tr>
<tr>
<td>Artifact Detector (Signal quality -Electrode 5)</td>
<td></td>
</tr>
<tr>
<td>Artifact Detector (Signal quality -Electrode 6)</td>
<td></td>
</tr>
<tr>
<td>Artifact Detector (Signal quality -Electrode 7)</td>
<td></td>
</tr>
<tr>
<td>Artifact Detector (Signal quality -Electrode 8)</td>
<td></td>
</tr>
<tr>
<td>Artifact Detector (Signal quality -Electrode 9)</td>
<td></td>
</tr>
<tr>
<td>Artifact Detector (Signal quality -Electrode 10)</td>
<td></td>
</tr>
<tr>
<td>Artifact Detector (Signal quality -Electrode 11)</td>
<td></td>
</tr>
<tr>
<td>Artifact Detector (Signal quality -Electrode 12)</td>
<td></td>
</tr>
<tr>
<td>Artifact Detector (Signal quality -Electrode 13)</td>
<td></td>
</tr>
<tr>
<td>Artifact Detector (Signal quality -Electrode 14)</td>
<td></td>
</tr>
<tr>
<td>Artifact Detector (Signal quality -Electrode 15)</td>
<td></td>
</tr>
<tr>
<td>Artifact Detector (Signal quality -Electrode 16)</td>
<td></td>
</tr>
<tr>
<td>Artifact Detector (Signal quality -Electrode 17)</td>
<td></td>
</tr>
<tr>
<td>Artifact Detector (Signal quality -Electrode 18)</td>
<td></td>
</tr>
<tr>
<td>Seizure Probability</td>
<td></td>
</tr>
<tr>
<td>aEEG, Left Hemisphere Max</td>
<td></td>
</tr>
<tr>
<td>aEEG, Left Hemisphere Min</td>
<td></td>
</tr>
<tr>
<td>aEEG, Left Hemisphere Median</td>
<td></td>
</tr>
<tr>
<td>aEEG, Left Hemisphere Q75%</td>
<td></td>
</tr>
<tr>
<td>aEEG, Left Hemisphere Q25%</td>
<td></td>
</tr>
<tr>
<td>aEEG, Right Hemisphere Max</td>
<td></td>
</tr>
<tr>
<td>aEEG, Right Hemisphere Min</td>
<td></td>
</tr>
<tr>
<td>aEEG, Right Hemisphere Median</td>
<td></td>
</tr>
<tr>
<td>aEEG, Right Hemisphere Q75%</td>
<td></td>
</tr>
<tr>
<td>aEEG, Right Hemisphere Q25%</td>
<td></td>
</tr>
<tr>
<td>aEEG+(filt)(LFF0.16sec,HFF(off), aEEG2-20 512), L Max</td>
<td></td>
</tr>
</tbody>
</table>
Appendix

| aEEG+(filt)(LFF0.16sec,HFF(off),aEEG2-20 512), L Min | Median |
| aEEG+(filt)(LFF0.16sec,HFF(off),aEEG2-20 512), L Q75% | Q25% |
| aEEG+(filt)(LFF0.16sec,HFF(off),aEEG2-20 512), L Q25% | Max |
| aEEG+(filt)(LFF0.16sec,HFF(off),aEEG2-20 512), R Min | Median |
| aEEG+(filt)(LFF0.16sec,HFF(off),aEEG2-20 512), R Q75% | Q25% |
| PeakEnvelope, 1 - 20 Hz, Left Hemisphere |
| PeakEnvelope, 1 - 20 Hz, Right Hemisphere |
| Spike Detections |
| Suppression Ratio, Left Hemisphere |
| Suppression Ratio, Right Hemisphere |
| FFT Power, 1 - 4 Hz, Left Hemisphere |
| FFT Power, 1 - 4 Hz, Right Hemisphere |
| FFT Power, 4 - 8 Hz, Left Hemisphere |
| FFT Power, 4 - 8 Hz, Right Hemisphere |
| FFT Power, 8 - 13 Hz, Left Hemisphere |
| FFT Power, 8 - 13 Hz, Right Hemisphere |
| FFT Power, 13 - 20 Hz, Left Hemisphere |
| FFT Power, 13 - 20 Hz, Right Hemisphere |
| FFT Alpha/Delta, 8-13/1-4 Hz, Left Hemisphere |
| FFT Alpha/Delta, 8-13/1-4 Hz, Right Hemisphere |
| Rhythmicity Spectrogram, Left Hemisphere |
| Rhythmicity Spectrogram, Right Hemisphere |

A.8 Radiation threat detection: ROC curves

Receiver operating characteristic (ROC) curves for all 15 types of threats for which CAA was tested are shown below. All PCA, Sparse PCA and CAA were trained using benign background radiation, and the resulting model was evaluated on similar background data inclusive of signatures of 15 different types of threats. In the ROC curves, the false positive rate axis is shown in logarithmic scale, to enhance view at low false positive rates.
A.9  True positive rate gender gaps across representations

Figure A.2 shows TPR gender gaps for BOW trained without gender indicators. Figures A.3 and A.4 show the results for WE, with and without gender indicators, respectively. Figures A.5 and A.6 show the results for DNN, with and without gender indicators, respectively.

A.10  Attention to gender

A.10.1  Attention to gender proxies

Figure A.7 shows the aggregated attention of the DNN model to words “wife” and “husband”. As with the word “women”, the model trained without gender indicators places more attention on these words. Notice, however, that the shift in attention weights, while it exists, is smaller than for the word “women”, which is consistent with the lower aggregate attention in the gender prediction model.

A.10.2  Attention to gender indicators

Figure A.8 shows the attention of the model, trained with and without gender indicators, on the word “she” during the prediction of the occupation based on biographies with gender indicators. One may expect that in the latter case the model would not attend to this word as it has not seen it during the training. However, the results indicate quite the opposite. In fact, the model puts much more attention to it. This can be attributed to the use of word embeddings, which enables the model to learn about words even if it has not explicitly seen them. Interestingly, when exposed to the word “she” during prediction, the model seems to receive a stronger gender signal than it has seen during training, and pays a significant amount of attention to it.

A.11  Offensive Stereotypes and Derogatory Terms

The authors consulted with colleagues whether to display the offensive terms and stereotypes that emerged from the embedding using our algorithms. First, regarding derogatory terms, people we consulted found the explicit inclusion of some of these terms offensive. We are also sensitive to the fact that, even in investigating them, we are ourselves using them. The terms we bleep-censor in the tables include slurs regarding race, homosexuality, transgender, and mental ability [155]. In particular, these include three variants on “the n word” [156], shemale, faggot, twink, mentally retarded, and rednecks. It is not obvious that such slurs would be generated given common naming conventions. Nonetheless, many of these terms were in groups of words that matched stereotypes indicated by crowd workers.
Of course, the associations of words and groups are also offensive, but unfortunately, it is impossible to convey the nature of these associations without presenting the words in the tables associated with the groups. In an attempt to soften the effect, we use group letters rather than illustrative names or summary statistics in our tables. While this decreases the transparency, it gives the reader a choice about whether or not to examine the associated names. Some colleagues were taken aback by an initial draft, in which names and associations were displayed in the same table, and it was noted that it may be especially offensive to individuals whose name appeared on top of a column of offensive stereotypes. For the names, we restrict our selection of names to those that had at least 1,000 occurrences in the data so that the name would not be uniquely identified with any individual.

In addition, we considered withholding the entire tables and merely presenting the rating statistics. However, we decided that, given that our concern in the analysis is uncovering that such troubling associations are being made by these tools, it was important to be clear and unflinching about what we found, and not risk obscuring the very phenomenon in our explanation.

A.12 Proofs of Lemmas

Proof of Lemma 1. For \( n = 2 \), using our \( \mathbf{X} \) notation and their assumption \(|X_1| = |X_2|\), simple algebra shows that,

\[
(\mathbf{X}_1 - \mathbf{X}_2) \cdot (\mathbf{A}_1 - \mathbf{A}_2) = \frac{1}{|X_1|} s(X_1, A_1, X_2, A_2).
\]

Since \( \mu = (\mathbf{X}_1 + \mathbf{X}_2)/2 \), we have that \( \mathbf{X}_1 - \mu = (\mathbf{X}_1 - \mathbf{X}_2)/2 = -(\mathbf{X}_2 - \mu) \), and:

\[
g(X_1, A_1, X_2, A_2) = (\mathbf{X}_1 - \mu) \cdot (\mathbf{A}_1 - \mathbf{A}) + (\mathbf{X}_2 - \mu) \cdot (\mathbf{A}_2 - \mathbf{A})
\]

\[
= \frac{\mathbf{X}_1 - \mathbf{X}_2}{2} \cdot (\mathbf{A}_1 - \mathbf{A} - (\mathbf{A}_2 - \mathbf{A}))
\]

\[
= \frac{1}{2} (\mathbf{X}_1 - \mathbf{X}_2) \cdot (\mathbf{A}_1 - \mathbf{A}_2),
\]

which when combined with the previous equality establishes the first equation in Lemma 1.

Proof of Lemma 2. Since we have shown that \((\mathbf{X}_1 - \mathbf{X}_2) \cdot (\mathbf{A}_1 - \mathbf{A}_2) = 2g(X_1, A_1, X_2, A_2)\) above, we immediately have that \(g(X, A) = 2g(X, A, \mathcal{X}, \mathcal{A})\). Moreover, simple algebra shows that \(g(X, A, \mathcal{X}, A)\) and \(g(X, A, X^c, \mathcal{A}^c)\) are proportional because \(\mathbf{X} - \overline{\mathbf{X}} = \frac{|\mathcal{X}|}{|\mathcal{X}|} (\mathbf{X} - \mathbf{X}^c)\) and similarly \(\overline{\mathbf{A}} - \overline{\mathbf{A}} = \frac{|\mathcal{A}|}{|\mathcal{A}|} (\overline{\mathbf{A}} - \overline{\mathbf{A}}^c)\).

Proof of Lemma 3. Follows simply from the definition of \(g\) and \(\mu\) for \(n \geq 2\) and \(n = 1\).
A.13 Preprocessing names and words for Chapter 2

A.13.1 Preprocessing first names from SSA dataset

The SSA dataset [102] has partial coverage for earlier years and includes all names with at least 5 births, we use only years 1938-2017 and select only the names that appeared at least 1,000 times, which cover more than 99% of the data by population. From this data, we extract the fraction of female and male births for each name as well as the mean year of birth. Of course, we select only the names appearing in the embedding.

Note that the mean of the fraction of females among our names is significantly greater than 50%, even though the US population is nearly balanced in binary gender demographics. The subtle reason is there is greater variability in female names in the data, whereas the most common names are more often male. That is, the data have fewer predominantly male first names in total with more people being given those names on average. Since we are including each name only once, this increases the female representation in the population.\(^1\)

A.13.2 Preprocessing last names from U.S. Census

A dataset of last names is made publicly available by the Census Bureau of the United States and contains last names occurring at least 100 times in the 2010 census [105], broken down by percentage of race, including White, Black, Hispanic, Asian and Pacific Islander, and Native American. Again we filter for names that appear at least 1,000 times and apply the binary classification procedure described in Section 2.2.3 to clean the data.

A.13.3 “Cleaning” names

[89] apply a simple procedure in which they remove the 20% of words whose mean similarity to the other names is smallest. We apply a similar but slightly more sophisticated procedure by training an linear Support Vector Machine [scikit-learn’s LinearSVC, 100, with default parameters] to distinguish the input names from an equal number of non-names chosen randomly from the most frequent 50,000 words in the embedding. We then remove the 20% of names with smallest margin in the direction identified by the linear classifier.

Figure A.9 illustrates the effect of cleaning the last names and shows that the names that tend to be removed are those that violate Zipf’s law.

\(^1\) We performed similar experiments on a sample of names drawn according to the population and, while the names are gender balanced, the clusters exhibit less diversity and most often simply are split by gender and age – one can even have an entire cluster solely consisting of people named Michael.
A.13.4 Preprocessing words

To identify the most frequent $M$ words in the embedding, we first restrict to tokens that consist only of the 26 lower-case English letters or spaces for embeddings that contain phrases. We also omit lower-case tokens when the upper-case version of the token is more frequent. For instance, the lower-case token “john” is removed because “John” is more frequent.

A.14 Biases in different lists/embeddings

Table A.1 shows the names from other embeddings. Table A.2 shows the biases found in the “debiased” $\mathbf{w2v}$ embedding of [88], while Table A.3 show last-name biases generated from the $\mathbf{w2v}$ embeddings.
<table>
<thead>
<tr>
<th>fast F1</th>
<th>fast F2</th>
<th>fast F3</th>
<th>fast F4</th>
<th>fast F5</th>
<th>fast F6</th>
<th>fast F7</th>
<th>fast F8</th>
<th>fast F9</th>
<th>fast F10</th>
<th>fast F11</th>
<th>fast F12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nakesha Carolyn</td>
<td>Nichole Emi</td>
<td>Lillian Marcealla</td>
<td>Alejandro Yajda</td>
<td>Katelyn Shanti</td>
<td>Ahmed Keenan</td>
<td>Landon Nahum</td>
<td>Stephan Antwan</td>
<td>Marquell Willie</td>
<td>Greg Renato Pedro</td>
<td></td>
<td></td>
</tr>
<tr>
<td>+702</td>
<td>+821</td>
<td>+622</td>
<td>+478</td>
<td>+400</td>
<td>+851</td>
<td>+288</td>
<td>+576</td>
<td>+312</td>
<td>+440</td>
<td>+474</td>
<td>+234</td>
</tr>
<tr>
<td>98%</td>
<td>98%</td>
<td>97%</td>
<td>96%</td>
<td>93%</td>
<td>90%</td>
<td>64%</td>
<td>22%</td>
<td>9%</td>
<td>6%</td>
<td>4%</td>
<td>2%</td>
</tr>
<tr>
<td>29%</td>
<td>4%</td>
<td>B</td>
<td>5%</td>
<td>B</td>
<td>14%</td>
<td>B</td>
<td>2%</td>
<td>B</td>
<td>3%</td>
<td>B</td>
<td>6%</td>
</tr>
<tr>
<td>64%</td>
<td>3%</td>
<td>A</td>
<td>98%</td>
<td>4%</td>
<td>5%</td>
<td>A</td>
<td>3%</td>
<td>A</td>
<td>4%</td>
<td>A</td>
<td>2%</td>
</tr>
<tr>
<td>66%</td>
<td>W</td>
<td>91%</td>
<td>W</td>
<td>80%</td>
<td>W</td>
<td>71%</td>
<td>W</td>
<td>25%</td>
<td>W</td>
<td>93%</td>
<td>W</td>
</tr>
<tr>
<td>+263</td>
<td>+396</td>
<td>+489</td>
<td>+520</td>
<td>+1270</td>
<td>+395</td>
<td>+434</td>
<td>+627</td>
<td>+429</td>
<td>+218</td>
<td></td>
<td></td>
</tr>
<tr>
<td>99%</td>
<td>98%</td>
<td>95%</td>
<td>94%</td>
<td>89%</td>
<td>89%</td>
<td>83%</td>
<td>68%</td>
<td>58%</td>
<td>18%</td>
<td>7%</td>
<td></td>
</tr>
<tr>
<td>15%</td>
<td>B</td>
<td>4%</td>
<td>B</td>
<td>6%</td>
<td>B</td>
<td>7%</td>
<td>B</td>
<td>9%</td>
<td>B</td>
<td>14%</td>
<td>B</td>
</tr>
<tr>
<td>11%</td>
<td>H</td>
<td>3%</td>
<td>B</td>
<td>12%</td>
<td>H</td>
<td>3%</td>
<td>H</td>
<td>28%</td>
<td>H</td>
<td>67%</td>
<td>H</td>
</tr>
<tr>
<td>6%</td>
<td>A</td>
<td>2%</td>
<td>A</td>
<td>9%</td>
<td>A</td>
<td>17%</td>
<td>A</td>
<td>2%</td>
<td>A</td>
<td>13%</td>
<td>A</td>
</tr>
<tr>
<td>68%</td>
<td>W</td>
<td>99%</td>
<td>F</td>
<td>81%</td>
<td>F</td>
<td>80%</td>
<td>F</td>
<td>78%</td>
<td>F</td>
<td>71%</td>
<td>F</td>
</tr>
<tr>
<td>+714</td>
<td>+845</td>
<td>+506</td>
<td>+819</td>
<td>+512</td>
<td>+334</td>
<td>+322</td>
<td>+538</td>
<td>+282</td>
<td>+688</td>
<td>+407</td>
<td></td>
</tr>
<tr>
<td>99%</td>
<td>81%</td>
<td>F</td>
<td>80%</td>
<td>F</td>
<td>78%</td>
<td>F</td>
<td>71%</td>
<td>F</td>
<td>62%</td>
<td>F</td>
<td>59%</td>
</tr>
<tr>
<td>4%</td>
<td>B</td>
<td>4%</td>
<td>B</td>
<td>17%</td>
<td>B</td>
<td>5%</td>
<td>B</td>
<td>10%</td>
<td>B</td>
<td>6%</td>
<td>B</td>
</tr>
<tr>
<td>3%</td>
<td>H</td>
<td>3%</td>
<td>H</td>
<td>6%</td>
<td>H</td>
<td>9%</td>
<td>H</td>
<td>5%</td>
<td>H</td>
<td>16%</td>
<td>H</td>
</tr>
<tr>
<td>3%</td>
<td>A</td>
<td>2%</td>
<td>A</td>
<td>4%</td>
<td>A</td>
<td>9%</td>
<td>A</td>
<td>13%</td>
<td>A</td>
<td>5%</td>
<td>A</td>
</tr>
<tr>
<td>89%</td>
<td>W</td>
<td>91%</td>
<td>W</td>
<td>72%</td>
<td>W</td>
<td>89%</td>
<td>W</td>
<td>70%</td>
<td>W</td>
<td>56%</td>
<td>W</td>
</tr>
<tr>
<td>+3035</td>
<td>+775</td>
<td>+3013</td>
<td>+1416</td>
<td>+665</td>
<td>+2444</td>
<td>+756</td>
<td>+2818</td>
<td>+1779</td>
<td>+2193</td>
<td>+393</td>
<td></td>
</tr>
<tr>
<td>1%</td>
<td>B</td>
<td>2%</td>
<td>B</td>
<td>3%</td>
<td>B</td>
<td>1%</td>
<td>B</td>
<td>4%</td>
<td>B</td>
<td>8%</td>
<td>B</td>
</tr>
<tr>
<td>2%</td>
<td>H</td>
<td>3%</td>
<td>H</td>
<td>6%</td>
<td>H</td>
<td>2%</td>
<td>H</td>
<td>4%</td>
<td>H</td>
<td>3%</td>
<td>H</td>
</tr>
<tr>
<td>1%</td>
<td>A</td>
<td>1%</td>
<td>A</td>
<td>1%</td>
<td>A</td>
<td>1%</td>
<td>A</td>
<td>1%</td>
<td>A</td>
<td>1%</td>
<td>A</td>
</tr>
<tr>
<td>94%</td>
<td>W</td>
<td>93%</td>
<td>W</td>
<td>92%</td>
<td>W</td>
<td>91%</td>
<td>W</td>
<td>90%</td>
<td>W</td>
<td>86%</td>
<td>W</td>
</tr>
</tbody>
</table>

Table A.1: The first name clusters from the fast, glove and debiased embeddings, followed by last name clusters from the w2v embedding. Demographic statistics (computed a posteriori) are also shown though were not used in generation, including percentage female (at birth), mean year of birth, and percentage Black, Hispanic, Asian/Pacific Islander, and White.
### Table A.2: The top-12 WEATs output by our UBE algorithm on the “debiased” w2v embedding of [88], again with $n = 12$. Despite being debiased, demographic statistics (again computed a posteriori) reveal names still cluster by gender, but the extreme gender clusters have many fewer statistically significant associations. For instance, the most male groups **deb. F11** and **deb. F12** are not shown because no significant associations were generated.
### Appendix

| Table A.3: The top-12 WEATs output by our UBE algorithm on the \textit{w2v} embedding for last names. The corresponding name groups are presented in Table A.1. |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| \textit{w2v L1} | \textit{w2v L2} | \textit{w2v L3} | \textit{w2v L4} | \textit{w2v L5} | \textit{w2v L6} | \textit{w2v L7} | \textit{w2v L8} | \textit{w2v L9} | \textit{w2v L10} | \textit{w2v L11} | \textit{w2v L12} |
| potato | kosher, pumpkin, mozzarella, pasta, deli | pint, whisky, cheddar | pecans, grits, watermelon | maple syrup, syrup, foie gras | cider, lager, malt | fried chicken, crawfish, sweet potatoes | sweets, saffron, mango | tortillas, salsa, tequila | noodles, dumplings, soy sauce | | | |
| salad, pretzels, chocolate cake | | | | | | | | | | | | |
| concentration | disengage- ment, neocons, intifada | unionists, sectarian, pedophiles | province, separatist, sovereignty | antisocial behavior, cricketer, asylum seekers | blacks, segregation, civil rights | non government, miscreants, encroach- ments | drug traffickers, leftist, undocumented | | | | | |
| camp, extermination, postwar | | | | | | | | | | | | |
| co-founder, venture capitalist, psychotherapist | assessor, wildlife biologist, secretary treasurer | solicitor, selector, handicapper | jailer, rancher, appraiser | schoolboy, barrister, chap | cheerleader, Bailiff, recruiter | shopkeeper, aspirant, taxi driver | translator, smuggler, interpreter | | | | |
| synagogues, skyscraper, studio | log cabin, zoning ordinance, barn | pubs, racecourse, western suburbs | far-grounds, acre tract, concession stand | rink, cottage, chalet | disused, derelict, leisure | locality, slum, hostel | | | | | |
| authors, hedgefunden managers, creators | crasslers, hobbyists, racers | gardal, lads, footballers | sheriffs, folks, appraisers | skaters, premiers, mushers | blokes, householders, solicitors | mediapersons, newsmen, office bearers | | | | | |
| rabbis, synagogue, biblical | papal, pontiff, convent | archdio- cese, clerical, diocese | denomination, pastor, church | vicar, creation- ism, tradition- alists | pulp, preaching, sufferings | latwa, fasting, sufferings | rosary, parish priest, patron saint | | | | |
| shekels, settlement, nonprofit | mill levy, assessed valuation, tax abatement | mullah, payday lenders, appropriations |单元, dismissal, attendances, takings | rupees, lakhs, dirhams | pesos, remittances, indentgent | baht, overseas, income earners | | | | | |
| polliester, liberal, moderates | | | | | | | | | | | | |
| polliester, liberal, moderates | | | | | | | | | | | | |
| insider trading, attorneys, lawsuit | felonious assault, drug paraphernalia, criminal mischief | sheriff, meth lab, jailers | impaired driving, criminal negligence, peniten- tniary | artful, bailiffs, aggravated burglary | aggravated robbery, racially charged, probation violation | absconding, charge- sheet, compla- uint | illegal immigrant, drug trafficking, deadly weapon | | | | |
| walleye, transatlantic, icebergs, flotilla | crappie, bass fishing, boat ramp | shad, barrier islands, grouper | mangroves, jetty, kites | sardines, tuna, archipelago | | | | | | |
| feedlot, barley, wheat | cornfield, pumpkins, alfalfa | mowing, deer hunting, pasture | | | | | | | | | | |

Table A.3: The top-12 WEATs output by our UBE algorithm on the \textit{w2v} embedding for \textit{last names}. The corresponding name groups are presented in Table A.1.
Figure A.2: Gender gap per occupation vs. % females in occupation for BOW trained without gender indicators.
Figure A.3: Gender gap per occupation vs. % females in occupation for WE trained with gender indicators.
Figure A.4: Gender gap per occupation vs. % females in occupation for WE trained without gender indicators.
Figure A.5: Gender gap per occupation vs. % females in occupation for DNN trained with gender indicators.
Figure A.6: Gender gap per occupation vs. % females in occupation for DNN trained without gender indicators.
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(a) Aggregated attention to word “wife”

(b) Aggregated attention to word “husband”

Figure A.7: Aggregated attention of DNN to words “wife” (A.7a) and “husband” (A.7b). In the left, results when model trained with gender indicators. In the right, results when model trained without gender indicators.

Figure A.8: Aggregated attention of DNN to word “she”. In the left, results when model trained with gender indicators. In the right, results when model trained without gender indicators.
Figure A.9: A plot of log-probability (y-axis) vs. word embedding index (x-axis) for the last name data and the word2vec word embedding. Orange points represent last names we keep and blue points are outliers we remove. As expected from Zipf’s law, the probabilities and frequencies exhibit a power-law relationship. Names removed from the data by our classifier, displayed in red, are typically words that have other more common uses than as last names.