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ABSTRACT

We introduce the Probabilistic Worldbuilding Model (PWM), a new
fully-symbolic Bayesianmodel of semantic parsing and reasoning, as a
first step in a research program towardmore domain- and task-general
NLU and AI. Humans create internal mental models of their observa-
tions which greatly aid in their ability to understand and reason about
a large variety of problems. In PWM, the meanings of sentences, ac-
quired knowledge about the world, and intermediate proof steps in
reasoning are all expressed in a unified human-readable formal lan-
guage, with the design goal of interpretability. PWM is Bayesian,
designed specifically to be able to generalize to new domains and
tasks. We derive and implement an inference algorithm that reads sen-
tences by parsing and abducing updates to its latent world model that
capture the semantics of those sentences. We show that PWL is able
to utilize acquired knowledge to resolve ambiguities during parsing,
such as prepositional-phrase attachment, pronominal resolution, and
lexical ambiguity, and is able to understand sentences with more com-
plex semantics, such as definitions of new concepts. Additionally, we
evaluate PWL on two out-of-domain question-answering datasets: (1)
ProofWriter and (2) a new dataset we call FictionalGeoQA, designed to
bemore representative of real language but still simple enough to focus
on evaluating reasoning ability, while being robust against heuristics.
Our method outperforms baselines on both, thereby demonstrating its
value as a proof-of-concept.
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1
INTRODUCT ION

Despite recent progress in AI and NLP producing algorithms that per-
form well on a number of NLP tasks, it is still unclear how to move
forward and develop algorithms that understand language as well as
humans do. In particular, large-scale language models such as BERT
(Devlin et al., 2019), RoBERTa (Liu et al., 2019), GPT-3 (Brown et al.,
2020), XLNet (Yang et al., 2019), and otherswere trained on a very large
amount of text and can then be applied to performmany different NLP
tasks after some fine-tuning. In the case of GPT-3, some tasks require
very few additional training examples to achieve state-of-the-art per-
formance. As a result of training on text from virtually every domain,
these models are domain-general. This is in contrast with NLP algo-
rithms that are largely trained on one or a small handful of domains,
and as such, are not able to perform well on new domains outside of
their training. Despite this focus on domain-generality, there are still
a large number of tasks on which these large-scale language models
perform poorly (Dunietz et al., 2020). Many such tasks require the
ability to reason, often with multiple hops, and/or with hard logical
constraints such as negation. Other tasks require models to under-
stand compositional semantics (Nie, Wang, and Bansal, 2019). These
models often learn to rely on syntactic heuristics to avoid having to do
semantic analysis or reasoning, and so they do not perform well on
tasks that are more carefully crafted to be robust against such heuris-
tics, such as HANS dataset for natural language inference (McCoy,
Pavlick, and Linzen, 2019). As a consequence, these models often
fail in real-world scenarios when presented with a challenge example
fromoutside the dataset onwhich it was trained. It is unhealthy for the
field to be singularly focused on neural methods for natural language
understanding. Rather, a diverse set of research directions and ideas
would greatly benefit the field. The limitations of today’s state-of-the-
art methods become evident when comparing with the human ability
to understand language. Many cognitive scientists posit that humans
create rich mental models of the world from their observations which
provide superior explainability, reasoning, and generalizability to new
domains and tasks (Bender and Koller, 2020; Gardner et al., 2019; Lake
et al., 2016; Linzen, 2020; Tamari et al., 2020). These issues are not
unique to NLP (Lake et al., 2016). How do we, as a field, move from
today’s state-of-the-art models to more general intelligence? What are
the next steps to develop algorithms that can generalize to new tasks
at the same level as humans? The lack of interpretability in many of
these models makes these questions impossible to answer precisely.

1
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Question: The area of Minas Tirith is 1.4 square kilo-
meters. The area of Pelargir is 3.7 square kilometers.
Pelargir is a city. Minas Tirith is the largest city.
(A)Minas Tirith is the citywith the largest population.
(B)Minas Tirith is the city with the largest area.

Answer: (A)

GPT-3: (B).Minas Tirith is the citywith the largest area...
UnifiedQA:Minas Tirith is the city with the largest area.

Figure 1: A question-answering example that tests whether the reader can
determine if the word “largest” means “largest area” or “largest
population.” This is an example of lexical ambiguity. GPT-3 and
UnifiedQA do not correctly answer the question. GPT-3 overgener-
ates additional text, which we truncate here.

Question: Aspot is red. No red thing is blue. Abutterfly
has a spot and it is blue. Which is true?
(A) The butterfly is blue.
(B) The spot is blue.

Answer: (A)

GPT-3: (B)...
UnifiedQA: The spot is blue.

Figure 2: A question-answering example that tests whether the reader can
resolve if the pronoun “it” in the sentence “A butterfly has a spot
and it is blue,” refers to “butterfly” or “spot.” This is an example
of pronominal resolution ambiguity. GPT-3 and UnifiedQA do not
correctly answer the question. GPT-3 overgenerates additional text,
which we truncate here.

One promising direction is to change the evaluation metric: Brown
et al. (2020), Linzen (2020), and many others have suggested zero-shot
or few-shot accuracy to measure the performance of algorithms (i.e. the
algorithm is evaluated with a new dataset, wholly separate from its
training; or in the case of few-shot learning, save for a few examples).
While this shift is welcome, it alone will not solve the above issues.

To more concretely illustrate the shortcomings of existing natural
language understanding systems, figures 1, 2, and 3 showcase a hand-
ful of question-answering examples. Figures 1 and 2 contain sentences
with syntactic ambiguity: lexical ambiguity andpronominal resolution
ambiguity, respectively. In order to answer the questions correctly, a
system must correctly resolve the syntactic ambiguity by exploiting
the additional information provided in the question. Figure 3 contains
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Question: The area of Minas Tirith is 1.4 square kilo-
meters. The area of Pelargir is 3.7 square kilometers.
Pelargir is a city. Minas Tirith is a city. Every city larger
than 2 square kilometers is major. What are the major
cities?
(A) None
(B)Minas Tirith
(C) Pelargir
(D)Minas Tirith and Pelargir

Answer: (C)

GPT-3: (A)...
UnifiedQA:Minas Tirith and Pelargir

Figure 3: A question-answering example that tests whether the reader can
learn the definition of the concept “major” from the sentence “Every
city larger than 2 square kilometers is major.” This is an example of
lexical ambiguity. GPT-3 andUnifiedQA do not correctly answer the
question. GPT-3 overgenerates additional text, which we truncate
here.

a sentence that defines the concept “major”: “Every city larger than 2
square kilometers is major.” A system must correctly understand and
reason about this definition, and combine it with the information in
the other sentences in order to answer the question correctly. We in-
put these examples into two well-known systems based on large-scale
neural language models: GPT-3 (Brown et al., 2020) and UnifiedQA
(Khashabi et al., 2020). Unlike GPT-3, UnifiedQAwas built specifically
to perform question-answering and was trained on a large number
of question-answering datasets. We observe that both methods are
not able to correctly answer these questions. Furthermore, it is near
impossible to diagnose why GPT-3 and UnifiedQA are not able to cor-
rectly answer these questions. And therefore, it is near impossible
to discern how to change these models to rectify the errors. In this
thesis, we present a novel non-neural approach for natural language
understanding that is able to correctly answer all three examples: Our
approach is able to utilize knowledge acquired from earlier sentences
in order to resolve syntactic ambiguities. In addition, our approach is
able to correctly read and understand sentences with more complex
semantics, such as those that define subjective concepts like “Every
city larger than 2 square kilometers is major.” Our approach is able
to do so using a human-readable formal language, which enables us
to inspect its acquired knowledge and reasoning, greatly facilitating
interpretability in comparison with systems that utilize subsymbolic
representations of meaning.
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T = { mammal(alice), cat(bob), ∀x(cat(x)→ mammal(x)), . . . }

Theory

πi =
Ax

cat(bob)

Ax
∀x(cat(x)→ mammal(x))

∀E
cat(bob)→ mammal(bob)

→E
mammal(bob)

Proof and logical form of ith sentence

yi = “Bob is a mammal.”
ith sentence

generate proofs
from the axioms

in the theory

generate sentence
from logical form

parse sentence
to logical form

infer theory and
proofs from ob-
served logical
forms

Figure 4: Schematic of the generative process and inference in our model,
with an example of a theory, generating a proof of a logical form
which itself generates the sentence “Bob is a mammal.” During
inference, only the sentences are observed, whereas the theory and
proofs are latent. Given sentence yi, the language module outputs
the logical form. The reasoning module then infers the proof πi of
the logical form and updates the posterior of the theory T .

We introduce the Probabilistic Worldbuilding Model (PWM), a proba-
bilistic generativemodel of reasoning and semantic parsing. Like some
past approaches, PWM explicitly builds an internal mental model,
which we call the theory (Charniak and Goldman, 1993; Hogan et al.,
2021; Mitchell et al., 2018; Tamari et al., 2020). The theory constitutes
what the algorithm believes to be true. PWM is fully symbolic and
Bayesian, using a single unified human-readable formal language to
represent allmeaning, and is therefore inherently interpretable. This is in
contrast to systems that use subsymbolic representations of meaning
for some or all of their components. Every random variable in PWM is
well-defined with respect to other random variables and/or grounded
primitives. Prior knowledge such as the rules of deductive inference,
the structure of English grammar, knowledge of basic physics and
mathematics can be incorporated by modifying the prior distributions
of the random variables in PWM. Incorporating prior knowledge can
greatly reduce the amount of training data required to achieve suffi-
cient generalizability, and our experimentswill demonstrate thatPWM
is a promising first step in this direction. Extensibility is key to future
research that could enable more general NLU and AI, as it provides a
clearer path forward for future exploration.
We present an implementation of inference under the proposed

model, called Probabilistic Worldbuilding from Language (PWL). While
PWM is an abstract mathematical description of the underlying dis-
tribution of axioms, proofs, logical forms, and sentences, PWL is the
algorithm that reads sentences, computes logical form representations
of their meaning, and updates the axioms and proofs in the theory ac-
cordingly. See figure 4 for a high-level schematic diagram of PWM and
PWL. PWM describes the process depicted by the red arrows, whereas
PWL is the algorithm depicted by the green arrows. We emphasize
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that the reasoning in PWL is not a theorem prover and is not purely
deductive. Instead, PWL solves a different problem of finding satisfy-
ing abductive proofs, which is computationally easier than deductive
inference: Given a set of observations, work backwards to find a set of
axioms that deductively explain the observations. It is these abduced
axioms that constitute the internal “mental model.” Humans often
rely on abductive reasoning, for example in commonsense reasoning
(Bhagavatula et al., 2020; Furbach, Gordon, and Schon, 2015).

In machine learning, generality refers to the extent of an algorithm’s
ability to adapt to new domains or tasks outside of their training data.
A core principle of our approach is generality by design. Simplifying
assumptions often trade away generality for tractability, such as by re-
stricting the representation of the meanings of sentences, or number
of steps during reasoning. PWM is designed to be domain- and task-
general, and to this end, uses higher-order logic (i.e. lambda calculus)
(Church, 1940) as the formal language, which we believe is sufficiently
expressive to capture the truth-functionalmeaning of a very large class
of declarative and interrogative sentences in natural language. Further-
more, PWM uses natural deduction for reasoning, which is semantically
complete (under Henkin semantics) in that if a logical form φ is true,
there is a proof of φ (Henkin, 1950). The priors should not be overly
restrictive or domain-specific. But since the work in this paper repre-
sents a first step, we make simplifying assumptions to more quickly
produce a proof-of-concept. For example, we assume that, given the
theory, the logical forms and sentences are independent and identically
distributed (i.i.d.). As a consequence, PWL is not able to parse cross-
sentential anaphora (i.e. pronouns that refer to entities declared in
other sentences). We also assume that the universe of discourse is con-
stant. So for example, the sentence “All the kids are sleeping” would
have the meaning of every child in the universe is sleeping, rather
than the more likely meaning of every child in the current location is
sleeping, though the universe can be specified explicitly such as in the
example “All the kids in Pittsburgh are sleeping.” Furthermore, we as-
sume the language is noise-less (i.e. there are no spelling or grammar
mistakes). Importantly, we make these assumptions in full awareness
of the broader context of the more general model, leaving open a clear
path for future research to relax those assumptions. Large and com-
plex symbolic systems, such as the one we propose, can be difficult to
initially design and implementwhilemaintaining a high degree of gen-
erality, but this generality can help to avoid time-consuming redesign
and reimplementation. A sufficiently well-designed and general al-
gorithm does not need to be significantly adapted or retrained when
applied to new tasks or domains. We do not claim to have achieved
this ideal in this work, but it is a step in the right direction, and is
nevertheless a valuable property of more general algorithms.
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We emphasize that PWM is not intended to be a model for human
cognition. Rather, PWL is inspired by it, at a high level, with the aim
to advance natural language understanding.

We aim to test the following hypothesis in this thesis:

A knowledge-driven architecture can be designed and trained to
understand individual sentences in documents from domains out-
side of which it was trained, construct a model of the world and
use the knowledge therein to guide semantic parsing and resolve
ambiguous interpretations, and compile and reason over the col-
lection of acquired logical forms.

The thesis statement can be dissected into four high-level claims:

1. Generality. PWL is able to read, understand, and reason over a
large and diverse set of sentences and questions, with complex
semantics, from domains of content beyond those its parser is
trained on. PWL’s use of abductive instead of deductive rea-
soning helps to ease the computational burden of this increased
generality. The highly underspecified nature of the problem of
abduction is alleviated by the probabilistic nature of PWL, as
it provides a principled way to find the most probable theories.
This ability includes, but is not limited to:

• The ability to read, understand, and reason over sentences
and questions from domains outside of the parser’s train-
ing. For instance, figure 5 is an example from a geography
question-answering dataset that we use to evaluate PWL,
but the training set for the parser contains no sentences or
proper nouns about geography. We emphasize that PWL
only sees the context and question in the example at test-
time, andno example froman evaluationdataset is included
in the training set.

• The ability to read, understand, and reason over sentences
and questions with complex semantics, such as those that
define new concepts. In the example given in figure 5, the
sentence “Every river that is longer than 400 kilometers is
not a tributary” conveys a defining property of the concept
“tributary,” withwhich PWLmust reason in order to answer
the question. Unlike GPT-3 and UnifiedQA, PWL is able to
read and understand the sentence “Every city larger than
2 square kilometers is major” in the question-answering
example in figure 3. Another example of sentences with
complex semantics are those that go beyond the expressivity
of the Horn clause fragment of first-order logic, such as
those involving classical negation.

2. Exploit world model/acquired knowledge. PWL is able to collate
acquired knowledge into an internal model of the world, and
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utilize this knowledge when performing tasks. This includes,
but is not limited to:

• The ability to exploit background knowledge to resolve syn-
tactic and semantic ambiguities during parsing, thereby im-
proving parsing accuracy. For example, the sentences “Sally
caught a butterfly with a net” and “Sally caught a butterfly
with a spot” have prepositional-phrase attachment ambigu-
ity without any knowledge of butterflies, nets, spots, etc.
We demonstrate that if PWL has previously read the sen-
tences “No butterfly has a net” or “The butterfly has a spot,”
it is able to correctly resolve this ambiguity. The sentence
“A butterfly has a spot and it is blue” contains pronominal
resolution ambiguity: “it” can refer to either the butterfly or
the spot. But if PWL has read the sentences “No red thing is
blue” and “The spot is red,” it is able to correctly resolve this
ambiguity, as well. In another example, the word “largest”
in “What is the largest state?” can refer to either largest in
terms of area or population. We demonstrate that PWL can
use knowledge acquired from previously-read sentences to
resolve such lexical ambiguities, such as whether “largest
city” refers to the city with the largest area or population.
Unlike GPT-3 and UnifiedQA, PWL is able to correctly re-
solve the lexical ambiguity in the example in figure 1: it will
be able to determine that “Minas Tirith is the city with the
largest population” is far more likely than the alternative.
In addition, PWL is able to correctly resolve the pronominal
resolution ambiguity in figure 2: it can infer that “The spot
is blue” is impossible and so the butterfly must be blue.

• The ability to perform reasoning over the acquired knowl-
edge, possibly with complex semantics, such as to answer
the question in the example given in figure 5.

3. Incorporate knowledge a priori. We can capitalize on the large body
of literature from fields such as linguistics, formal semantics,
and proof theory, to provide stronger inductive biases in PWM,
greatly improving its statistical efficiency. For instance, we are
able to capitalize on the comprehensive set of English roots and
inflections of Wiktionary and correctly parse previously unseen
inflected forms ofwords, such as the superlative and comparative
forms of adjectives, even if they are not present in the parser’s
training data. As a more concrete example, the parser’s training
data contains the example that “longest” refers to the property
of maximizing length, and contains no examples with “long” or
“longer.” Wiktionary provides the comparative and superlative
forms of “long,” which PWM exploits to correctly parse “longer”
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Context: “River Giffeleney is a river in Wulstershire. River Wulster-
shire is a river in the state of Wulstershire. River Elsuir is a river in
Wulstershire. The length of River Giffeleney is 413 kilometers. The
length of RiverWulstershire is 830 kilometers. The length of River El-
suir is 207 kilometers. Every river that is longer than 400 kilometers
is not a tributary.”

Query: “What rivers in Wulstershire are not tributaries?”

Figure 5: An example from FictionalGeoQA, a new fictional geography
question-answering dataset that we created to evaluate reasoning
in natural language understanding.

as indicating that the length of one object is greater than that of
another.

4. Interpretability and extensibility. All components of our proposed
architecture are fully interpretable, in the sense that themeaning
of every sentence and every fact in the theory is expressed in a
well-founded human-readable formal language. Interpretability
is also highly valuable when debugging errors: the lack of inter-
pretability of GPT-3 and UnifiedQA makes it near impossible to
determinewhy they are not able to correctly answer the question-
answering examples in figures 1, 2, and 3. If PWL makes an
error in its reasoning or in its construction of the theory, we can
inspect the theory and proofs, identify the cause of the error, and
make efforts to rectify it. Since PWM is Bayesian, any compo-
nent or prior can be swapped out, extended, or composed with
a richer or more sophisticated probabilistic model, and the re-
sulting inference algorithm will guarantee the correct sharing of
information across all components. Interpretability also helps
researchers to determine which extensions are most useful and
how to implement them in order to achieve new functionality.
For example, although initially designed to reason using classi-
cal logic, we were able to easily extend PWL to use intuitionistic
logic in our experiments. As another example, a noise model
would enable parsing and understanding of noisy text, and can
be used suggest more accurate autocorrections, better informed
by semantics and background knowledge.

1.1 related work

Fully symbolicmethodswere commonplace in earlier AI research (Drey-
fus, 1985; Newell and Simon, 1976). However, they were oftentimes
quite brittle. All too often a new observation or input would contra-
dict the internal theory or violate an assumption, and it was not clear
how to resolve the contradiction in a principled manner and proceed.
But they do have some key advantages: Symbolic approaches that
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use well-studied human-readable formal languages such as first-order
logic, higher-order logic, type theory, etc. would enable humans to
readily inspect and understand the internal processing of these algo-
rithms, effecting a high degree of interpretability (Cooper et al., 2015;
Dowty, 1981; Gregory, 2015). Symbolic systems can be made gen-
eral by design, by using a sufficiently expressive formal language and
ontology. Thus, hybrid methods have been explored to alleviate the
brittleness of formal systems while engendering their strengths, such
as interpretability and generalizability; for example, the recent work
into neuro-symbolicmethods (Saha et al., 2020; Tafjord, Dalvi, andClark,
2021; Yi et al., 2020). Neural theorem provers are in this vein (Rock-
täschel and Riedel, 2017). However, the proofs considered in these
approaches are based on backward chaining (Russell and Norvig, 2010),
which restricts the semantics to the Horn clause fragment of first-order
logic. Arakelyan et al. (2021), Ren, Hu, and Leskovec (2020), and Sun
et al. (2020) extend coverage to the existential positive fragment of
first-order logic. In natural language, there are sentences that express
more complex semantics such as including negation, nested universal
quantification, and higher-order structures. Kapanipathi et al. (2021)
present a pipeline approachwhere a semantic parser is used in conjunc-
tion with a neuro-symbolic reasoning component (Riegel et al., 2020)
to answer questions over a structured knowledge base. The reason-
ing component performs deductive reasoning over the function-free
fragment of first-order logic, by reducing the problem of first-order
reasoning into one of propositional reasoning. While there are prov-
ably efficient algorithms to perform deductive reasoning on these less
expressive formal languages, our work explores the other side of the
tradeoff between tractability and expressivity/generality. Theorem
provers attempt to solve the problem of finding a proof of a given for-
mula, from a given set of axioms. This is purely a problem of deductive
reasoning. In contrast, the reasoning component of PWM is abductive,
and the abducedaxioms canbeused invariousdownstream tasks, such
as question-answering, and to better read new sentences in the context
of the world model, as we will demonstrate. We posit that abduction
is sufficient for more general natural language understanding. There
are earlier efforts to use abduction in natural language understanding
(Hobbs, 2006; Hobbs et al., 1993). PWM combines Bayesian statistical
machine learningwith symbolic representations in order to handle un-
certainty in a principled manner, “smoothing out” or “softening” the
rigidity of a purely symbolic approach. In PWM, the internal theory is
a random variable, and so if a new observation or input is inconsistent
with one internal theory, there may be other theories in the probability
space that are not inconsistent with the observation. The probabilistic
approach provides a principled way to resolve these impasses.
PWM is certainly not the first to combine symbolic and probabilis-

tic methods. There is a rich history of inductive logic programming
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(ILP) (Muggleton, 1991) and probabilistic ILP languages (Bellodi and
Riguzzi, 2015; Cussens, 2001; Muggleton, 1996; Sato, Kameya, and
Zhou, 2005). These approaches could be used to learn a “theory”
from a collection of observations, but they are typically restricted to
learning rules in the form of first-order Horn clauses, for tractability.
In natural language, it is easy to express semantics beyond the Horn
clause fragment of first-order logic. More recently, meta-interpretative
logic programming enabled the learning of richer theorieswith recursive
definitions and invented predicates (Cropper and Morel, 2021; Crop-
per and Muggleton, 2016). Cropper, Morel, and Muggleton (2020)
extended this work to the Horn clause fragment of higher-order logic.
Markov logic networks (MLNs) are anotherwell-studied approach that

combine logic with probabilistic methods (Richardson and Domingos,
2006). More precisely, given a set of first-order formulas (i.e. con-
straints) and real-valued weights, MLNs define a distribution over the
truth values of all possible atomic formulas (i.e. possible worlds). The
probability of a possible world depends on the extent to which each
constraint is violated in that world, and the corresponding weight
determines the penalty of each violation. Although the first-order con-
straints are fixed, MLNs can be combined with ILP techniques to learn
the constraints as well (Kok and Domingos, 2005, 2009; Mihalkova and
Mooney, 2007), though these approaches also restrict the constraints
to the Horn clause fragment of first-order logic. PWM does not as-
sume that the domain is finite, but there is work to extend MLNs to
certain kinds of infinite domains (Singla and Domingos, 2007). Com-
pared to PWM, the first-order constraints in MLNs are distinct from
the formulas that constitute the theory. Formulas in the theory of
PWM are not necessarily constant across all samples of the theory.
Some formulas may exist in some samples, but not in others. Fur-
thermore, within each sample of the theory, the formulas are hard
constraints. This highlights a core difference in perspective between
the two approaches: while MLNs define a distribution over possible
worlds by specifying a set of formulas, each with an associated weight.
PWM, on the other hand, defines a distribution over theories, and not
over possible worlds. MLNs can be used to compute the probability
of grounded atomic formulas, but they do not perform more general
reasoning: MLNs do not define a probability over general first-order
formulas. PWM defines a distribution over proofs, and therefore, ad-
mits a distribution over formulas that are not themselves in the theory,
but are deducible from it.
Bayesian logic (Blog) is a language to specify distributions over pos-

sible worlds of typed, first-order languages (Carbonetto et al., 2005;
Milch et al., 2005; Wu et al., 2018). Like PWM, Blog does not assume
that the domain is finite, or that each object has a unique name. As
withMLNs,Blog specifies adistributionoverpossibleworlds,whereas
PWM specifies a distribution over theories, which is analogous to the
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description of the model in Blog. This description of the model is
fixed and specified a priori. On the other hand, in PWM, the theory is
random and learned during inference.

Knowledge bases (KBs) and cognitive architectures (Hogan et al., 2021;
Kotseruba and Tsotsos, 2020; Laird, Newell, and Rosenbloom, 1987;
Mitchell et al., 2018) haveattempted to explicitlymodeldomain-general
knowledge in a form amenable to reasoning. Cognitive architectures
aim to more closely replicate human cognition. Some approaches use
probabilistic methods to handle uncertainty (Jain et al., 2019; Niepert
and Domingos, 2015; Niepert, Meilicke, and Stuckenschmidt, 2012).
However, many of these approaches make strong simplifying assump-
tions that restrict the expressive power of the formal language that
expresses facts in the KB. For example, many knowledge bases can
be characterized as graphs, where each entity corresponds to a ver-
tex and every fact corresponds to a labeled edge. For example, the
belief plays_sport(serena_williams,tennis) is representable as a
directed edge connecting the vertex serena_williams to the vertex
tennis, with the edge label plays_sport. While this assumption
greatly aids tractability and scalability, allowing many problems in
reasoning to be solved by graph algorithms, it greatly hinders expres-
sivity and generality, and there are many kinds of knowledge that
simply cannot be expressed and represented in such KBs. PWM does
not make such restrictions on logical forms in the theory, allowing
for richer semantics, such as definitions, universally-quantified state-
ments, conditionals, etc.

1.2 outline

This thesis is organized as follows:

• In chapter 2, we present the high-level architecture of PWM and
PWL. We describe the two principle components of the model,
the language module and the reasoning module, and how they
work together.

• In chapter 3, we present the reasoning module in greater detail.
A precise mathematical description of the model is provided in
section 3.2, including a discussion on the representation of the
content of the theory and on the representation of the proofs.
In section 3.3, we describe the algorithm that performs inference
under this model, and the specifics of its implementation in PWL.

• In chapter 4, we present the language module in greater detail
including implementation details about the training and parsing
algorithms. In section 4.4, we apply this parsing approach to the
GeoQuery and Jobs datasets (Tang and Mooney, 2000; Zelle and
Mooney, 1996), using the Datalog representation of the provided
logical form labels, and demonstrate that the accuracy of the
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parsed logical forms is comparable to that of the state-of-the-
art on these datasets. Since the Datalog representation in these
datasets are domain-specific, in section 4.5, we present a new
wide-coverage semantic representation based on higher-order
logic.

• In chapter 5, we provide qualitative and quantitative results on
experiments that evaluate the capabilities of PWL end-to-end.
In section 5.3, we apply PWL to the out-of-domain question-
answering task in ProofWriter (Tafjord, Dalvi, and Clark, 2021)
and achieve perfect zero-shot accuracy when using intuitionistic
logic. However, since the sentences in ProofWriter are simple in
structure, being automatically generated from templates, we cre-
ate a new question-answering dataset called FictionalGeoQA,
consisting of marginally more syntactically-complex (but still
overall simple) sentences. More importantly, the dataset is de-
signed to be robust against algorithms that rely on simple heuris-
tics to answer questions, and thus to more accurately measure
their reasoning ability relative to other datasets. In section 5.4,
we describe this dataset in further detail and show that PWL
outperforms current state-of-the-art baselines.

• Finally, in chapter 6, we summarize the presented work and
highlight the lessons learned. We discuss ways in which simpli-
fying assumptions can be relaxed, perhaps with different design
choices or with further research. For example, how can PWM
be extended to feasibly handle cross-sentential anaphora? Dis-
course narrowing or broadening? Noise? We also review the
advantages and disadvantages of the design choices in PWM
and PWL, and consider alternatives that may work better in fu-
ture work and implementations.



2
ARCHITECTURE OVERV IEW

In this chapter, we provide a high-level mathematical de-
scription of the Probabilistic Worldbuilding Model (PWM) and
an overview of the implementation of inference under the
proposed model, called Probabilistic Worldbuilding from Lan-
guage (PWL). We describe the two principal components of
PWM/PWL: the language module and the reasoning module,
andhow theywork together. Wealsoprovide somebackground
to Markov chain Monte Carlo methods, which are heavily em-
ployed by PWL in order to approximately compute intractable
probabilities.

2.1 background: markov chain monte carlo

PWM is a probabilistic model, and as with many other probabilistic
models, there are many probabilities that we wish to compute, but
are intractable to do so exactly. This is often the case in Bayesian
statistical machine learning, where we aim to compute the posterior
probability, conditioned on some observations. Markov chain Monte
Carlo (MCMC)methods are a family of computational methods to sam-
ple from intractable probability distributions and to approximate in-
tractable probabilities using these samples (Robert and Casella, 2004).

markov chains: AMarkov chain is a sequence of randomvariables
z1, z2, . . . with the Markov property: every variable zi depends only on
the previous variable in the sequence zi−1. In addition, the conditional
distribution of the next variable given the previous variable does not
change. That is, the Markov chain is homogeneous: for all i, j, p(zi |

zi−1) = p(zj | zj−1).
Let Z be the state space of each zi (zi ∈ Z for all i). For simplicity,

we will first consider the case where Z = {1, . . . ,n} is finite. The
conditional distribution can be written as a matrix K ∈ Rn×n:

p(zi = a | zi−1 = b) = Kab. (1)

where
∑n
a=1 Kab = 1 for all b, andKab ∈ [0, 1] for all a and b. Thisma-

trix formulation is helpful for illustration since the distribution of each
zi can be written as a vector with length n, so p(zi) ∈ Rn, where each
element is between 0 and 1, and their sum is 1. The distribution of the

13
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next variable p(zi+1) can be obtained via simple matrix multiplication:

p(zi+1) = K · p(zi). (2)

A Markov chain is called irreducible if for any starting value s ∈ Z,
and any a ∈ Z, there exists a t such that p(zt = a | z1 = s) > 0. That
is, any value a in the state space Z is reachable from any starting value
s after a finite number of steps.
For a starting value s ∈ Z, the return times are the values of t such

that p(zt = s | z1 = s) > 0. The period of the state s is the least common
divisor of the set of return times at s. AMarkov chain is called aperiodic
if the period of every state is 1.
If a Markov chain is both irreducible and aperiodic, there exists a

stationary distribution π such that, for any starting value s ∈ Z,

lim
t→∞p(zt = a | z1 = s) = π(a), (3)

for all a ∈ Z. In the matrix formulation, K is an irreducible stochastic
matrix, so it must have an eigenvalue of 1. π is simply the eigenvector
that corresponds to this eigenvalue: π = K · π. A Markov chain is said
tohavemixedwhen its samples are “close” to the stationarydistribution
(i.e. when t is sufficiently large so that p(zt) is similar to π).

Extending these results to the more general case where Z need not
be finite or countable requires more finesse, but the intuition is the
same. We refer the reader to Durrett (2010), Meyn and Tweedie (1993),
and Robert and Casella (2004).

metropolis-hastings: The goal of MCMC is to sample from an
intractable target probability distribution F, with the key idea being
to construct a Markov chain such that its stationary distribution π is
the same as F. Metropolis-Hastings (MH) is one such method (Hastings,
1970). PWL uses MH to abduce the latent theory and proofs. At each
step in theMarkov chain zi, MH proposes a change to the state z ′. Then,
MH computes the acceptance probability:

min
{
1,
F(z ′)

F(zi)

p(zi | z
′)

p(z ′ | zi)

}
, (4)

where F(x) is the probability of x under the target distribution from
which we wish to sample, p(z ′ | zi) is the probability of proposing
the new state z ′ from the old state zi, and p(zi | z ′) is the probability
of the reverse of this proposal. MH then either accepts or rejects the
proposed state according to the above acceptance probability. If MH
accepts the proposal, then zi+1 = z ′. Otherwise, zi+1 = zi. In order to
compute the above acceptanceprobability, it suffices to have an efficient
algorithm to compute the ratio of probabilities F(z ′)/F(zi). And so if
F(·) has an intractable normalization term, this term would not need
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to be computed since it cancels in the ratio. It is not difficult to show
that the stationary distribution of this Markov chain is indeed F.

A simple example of MH is to sample from the standard normal
distributionN(0, 1). Start with the first sample at z1 = 0. The proposal
distribution is a uniform jump from the current position: p(z ′ = t |

zi) = 1 if t ∈ [zi −
1
2 , zi + 1

2 ], and p(z
′ = t | zi) = 0 otherwise. The

acceptance probability at each step is:

min
{
1,

exp(−z ′2/2)
exp(−zi2/2)

1

1

}
= min

{
1, exp

(
z2i − z

′2

2

)}
. (5)

Given sufficiently many iterations i, the samples zi will be distributed
according to N(0, 1). Different choices of proposal distributions may
affect the speed of this convergence, but so long as every measurable
subset of R is reachable in a finite number of steps, convergence is
guaranteed.

gibbs sampling: Gibbs sampling (Geman and Geman, 1984) is an-
other MCMC method that is useful in high-dimensional settings. For
example, PWL uses Gibbs sampling to learn the parameters of the
parser. Suppose we have a probabilistic model containing k variables:
p(x1, . . . , xk), where xi ∈ Zi for each i. The goal ofGibbs sampling is to
sample from p(x1, . . . , xk). In MCMC, for this setting, each state in the
Markov chain zi can be written as a tuple: zi , (zi,1, . . . , zi,k), where
each zi,j is identified with xj, and so Z , Z1 × . . .× Zk. The Gibbs
sampling algorithm starts with initial values for z1 = (z1,1, . . . , z1,k).
Then, for each iteration i = 2, 3, . . ., iterate over each j = 1, . . . ,k, and
sample zi+1,j from the conditional distribution

p(xj|x1 = zi+1,1, . . . , xj−1 = zi+1,j−1, xj+1 = zi,j+1, . . . , xk = zi,k), (6)

which is the distribution where all variables other than xj are fixed
to their current values in the Markov chain. With sufficiently many
iterations, the samples (zi,1, . . . , zi,k) will be distributed according to
p(x1, . . . , xn). Gibbs sampling is an attractive option when the above
conditional distribution is easy to sample. Interestingly, Gibbs sam-
pling can be shown to be an instance of Metropolis-Hastings where
the acceptance probability is always 1.

2.2 probabilistic worldbuilding model

PWM is a probabilistic generative model of sentences that aims to
construct and maintain a rich mental model of the world from those
observed sentences. In PWM, this internal mental model is called the
theory and is a collection of logical forms. PWM describes the condi-
tional distribution of natural language sentences, given the theory.
More precisely, PWM is the collection of randomvariables (T ,π, x,y,

θ) and conditional distributions, where T is the theory,π , {π1, . . . ,πn}
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n

T πi xi yi

θ

theory ith proof ith logical
form

ith sentence

grammar
parameters

Reasoning module Language module

Figure 6: Graphical model representation of PWM. Shaded nodes indicate
observed random variables, whereas unshaded nodes indicate un-
observed (i.e. latent) random variables. T , πi, and θ are each
composed of many random variables, but they are omitted here for
illustration.

are the proofs of each logical form, x , {x1, . . . , xn} are the logical
forms of each observation, y , {y1, . . . ,yn} are the observed sentences,
and θ are grammar parameters that control the conditional distribution
of the sentences given the logical form p(yi | xi,θ). The prior and
conditional distributions in PWM are: p(T), p(θ), p(πi | T), p(yi |

xi,θ). The logical form xi is the conclusion of the proof πi, and so
xi is deterministic given πi. These conditional and prior distributions
define a joint distribution over all the variables in the model. At a
high level, the process for generating a sentence sampled from this
probability distribution is:

1. Sample the theory T from a prior distribution p(T). T is a col-
lection of logical forms in higher-order logic that represent what
PWL believes to be true.

2. Sample the grammar parametersθ from aprior distributionp(θ).

3. For each observation i, sample a proof πi from p(πi | T). The
conclusion of the proof is the logical form xi, which represents
the meaning of the ith sentence.

4. Sample the ith sentence yi from p(yi | xi,θ).

Inference is effectively the inverse of this process, and is implemented
by PWL. During inference, PWL is given a collection of observed sen-
tences y and the goal is to discern the value of the latent variables: the
logical forms for each sentence x, the proofs for each logical form π,
and the underlying theory T . Both the generative process and inference
algorithm naturally divide into two modules:

• Language module: During inference, this module’s purpose is
to infer the logical form of each observed sentence. That is, given
the input sentence yi, this module outputs the k most-probable
values of the logical form xi (i.e. semantic parsing).
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• Reasoning module: During inference, this module’s purpose is
to infer the underlying theory that logically entails the observed
logical forms (and their proofs thereof). That is, given an input
collection of logical forms x1, . . . , xn, this module outputs the
posterior distribution of the underlying theory T and the proofs
π1, . . . ,πn of those logical forms.

Note that the yi need not necessarily be sentences, and PWM can easily
be generalized to other kinds of data. For example, if a generative
model of images is available for p(yi | xi), then an equivalent "vision
module" may be defined. This vision module may be used either in
place of, or together with the language module, and would provide
a principled way to combine information from multiple modalities.
In the above generative process, PWM assumes each sentence to be
independent. A model of context is required to properly handle inter-
sentential anaphora or conversational settings. This can be done by
allowing the distribution on yi to depend on previous logical forms
or sentences: p(yi | x1, . . . , xi) (i.e. relaxing the i.i.d. assumption).
Figure 6 provides a graphical representation of PWM.

2.3 probabilistic worldbuilding from language

In our proposed model, reading is the act of updating the posterior
distribution of the theory, given a new sentence. We derive and im-
plement an algorithm called Probabilistic Worldbuilding from Language
(PWL) which performs this posterior inference in order to read and
understand sentences. PWL also uses the inferred theory for down-
stream tasks, such as answering questions about the sentences. The
posterior of the model is given by

p(T ,θ,π, x | y) ∝ p(T)p(θ)
n∏
i=1

p(πi | T)p(yi | xi,θ). (7)

We are able to exploit the structure of the posterior distribution to
make the inference algorithm both simpler and faster. For instance,
the posterior distribution of the grammar parameters θ has very lit-
tle uncertainty, given that n is not too small. Thus we can split the
inference algorithm into three “procedures”:

1. Training the parser: Given a seed training set of labeled sentences x
andy, learn the grammarparametersθby computing their poste-
riorp(θ | x,y). PWLusesGibbs sampling to obtain samples from
this posterior (see section 4.3.1 for further details). These sam-
ples of θ are necessary to parse new sentences. Figure 7 provides
an example from the seed training set. Our training algorithm
can additionally accept derivation tree labels (i.e. syntax trees)
for some or all of the sentences in the training set. These deriva-
tion tree labels are not necessary, as our algorithm described in
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Sentence: “Which inner planet has the highest mass?”

Logical form: λz.∃X(X=λx(∃i(inner(i) ∧ arg1_of(x)=i) ∧ planet(x))
∧ X(z) ∧ ∃f((f=λx.λv.∃m(∃y(value(y) ∧ arg2(y)=v ∧ arg1_of(m)=y)
∧ mass(m) ∧ ∃h(arg1(h)=x ∧ has(h) ∧ present(h) ∧ arg2(h)=m)))
∧ ∃g(greatest(f)(g) ∧ arg1(g)=X ∧ arg2(g)=z)))

(i.e. what is the value of z such that there exists a set of inner planets X, z is a member
of X, and there exists a function f that returns the mass of its input, such that z
maximizes f over the set X)

Derivation tree: S

QUESTION

“?”

S’

S”

VPR

VADJUNCT

NP

DEF_NP

NP’

NOMINALR

NOMINALL

NOMINALL

N

“mass”

ADJPR

ADJPL

ADJ

“high”[sup]

“highest”

THE

“the”

VPR

VPL

V

“have”[3rd,pres]

“has”

VADJUNCT

NP

NOMINALR

NOMINALL

NOMINALL

N

“planet”

ADJPR

ADJPL

ADJ

“inner”

WHICH

“which”

“Which”

Figure 7: An example from the seed training set of PWL, labeledwith the logi-
cal form and derivation tree (i.e. syntax tree). This example helps to
train the parser in PWL. The semantic formalism for the logical form
is detailed in section 4.5. Details on the grammar model of the lan-
guage module are provided in section 4.2. Note that the derivation
tree label is not necessary, as wewill provide a training algorithm in
section 4.3.1 that only uses sentences with logical form labels, and
semantic parsing experiments in section 4.4 where derivation tree
labels are not included in training. In the above example deriva-
tion tree, 3rd is a morphological flag that indicates the third person,
pres indicates present tense, and sup indicates superlative. Semantic
transformation functions are omitted for brevity.
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S
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child (i.e. N, computed
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S
VP

N
“NJ”

V
“borders”

N
“Pennsylvania”

upper bound: -6.74
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ADJ
“NJ”

V
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. . .
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V

“borders NJ”

N
“Pennsylvania”

upper bound: -10.13

branch according to
derivation trees of sec-
ond child (i.e. VP, com-
puted recursively)

Figure 8: The search tree of the branch-and-bound algorithm during the pars-
ing of the sentence “Pennsylvania bordersNJ.” In this diagram, each
block is a search state, which represents a set of logical forms and
derivation trees. The blue asterisk * denotes the set of all possi-
ble logical forms, whereas the black asterisk * denotes the set of
all possible derivation (sub)trees. The gray-colored search states
are unvisited by the parser, since their upper bounds on the objec-
tive function are smaller than that of the completed parse at the
bottom of the diagram (-6.74), thus allowing the parser to ignore a
very large number of improbable logical forms and derivations. For
simplicity of illustration, the example here uses a simplified gram-
mar and logical formalism, and the branching steps are simplified.
The recursive optimization of the derivation subtrees for N and VP
are not shown, which have their own respective search trees. This
algorithm is described in greater detail in section 4.3.2.



20 architecture overview

y∗ = “Sally caught a butterfly with a net.”

Rank Candidate parses x∗ logp(y∗ | x∗, x,y)

1
∃s(∃x(name(x) ∧ arg1_of(s)=x ∧ arg2(x)="Sally") ∧ ∃n(net(n)
∧ ∃b(butterfly(b) ∧ ∃h(has(h) ∧ arg2(h)=n ∧ arg1_of(b)=h)
∧ ∃c(arg1(c)=s ∧ catch(c) ∧ past(c) ∧ arg2(c)=b))))
(i.e. a butterfly had a net, and Sally caught that butterfly)

-31.83

2

∃s(∃x(name(x) ∧ arg1_of(s)=x ∧ arg2(x)="Sally") ∧ ∃n(net(n)
∧ ∃b(butterfly(b)
∧ ∃c(arg1(c)=s ∧ catch(c) ∧ past(c) ∧ arg2(c)=b
∧ ∃u(use_instrument(u) ∧ arg2(u)=n ∧ arg1_of(c)=u)))))

(i.e. Sally used a net to catch a butterfly)

-34.77

... ...
...

Rank Candidate parses x∗ re-ranked by reasoning module logp(x∗ | T) logp(x∗ | x,y, T ,y∗)

1

∃s(∃x(name(x) ∧ arg1_of(s)=x ∧ arg2(x)="Sally") ∧ ∃n(net(n)
∧ ∃b(butterfly(b)
∧ ∃c(arg1(c)=s ∧ catch(c) ∧ past(c) ∧ arg2(c)=b
∧ ∃u(use_instrument(u) ∧ arg2(u)=n ∧ arg1_of(c)=u)))))

(i.e. Sally used a net to catch a butterfly)

-2294.54 -2329.31

2
∃s(∃x(name(x) ∧ arg1_of(s)=x ∧ arg2(x)="Sally") ∧ ∃n(net(n)
∧ ∃b(butterfly(b) ∧ ∃h(has(h) ∧ arg2(h)=n ∧ arg1_of(b)=h)
∧ ∃c(arg1(c)=s ∧ catch(c) ∧ past(c) ∧ arg2(c)=b))))
(i.e. a butterfly had a net, and Sally caught that butterfly)

−∞ −∞
... ...

...
...

The theory T contains the axiom that no butter-
flies have a net: ¬∃b(butterfly(b) ∧ ∃n(net(n)
∧ ∃h(has(h) ∧ arg1(h)=b ∧ arg2(h)=n)))

Language module computes top-k logical forms
according to likelihood (see section 4.3.2)

For each parse x∗, the reasoning module computes
p(x∗ | T) and reranks logical forms according to
logp(x∗ | x,y, T ,y∗) = logp(y∗ | x∗, x,y) + logp(x∗ |
T) +C (see section 3.3.1)

Figure 9: An examplewhere PWL reads the sentence “Sally caught a butterfly
with a net,” which is a classical example of a sentence with prepo-
sitional phrase attachment ambiguity: “with a net” could either
attach to “butterfly” or “caught.” In PWL, “reading” a sentence is
divided into two stages: (1) find the k most likely logical forms, ig-
noring the prior probability of each logical form conditioned on the
theory, and (2) for each logical form in the list, computing its prior
probability conditioned on the theory and then re-ranking the list
accordingly. The output of the first stage is shown in the top table,
and the output of the second stage is shown in the bottom table.
In this example, the theory contains the axiom that no butterflies
have a net, which itself is the result of having read the sentence
“No butterfly has a net.” The log probabilities in the bottom table
are unnormalized. The semantic formalism for the logical forms is
detailed in section 4.5.
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Add logical form x1

∃x1(butterfly(x1) ∧ ∃x2(spot(x2)
∧ ∃x3(arg1(x3)=x1 ∧ arg2(x3)=x2 ∧ has(x3))))

(i.e. the meaning of “A butterfly has a spot”)

1st sample of T

butterfly(c0) spot(c1)

has(c2) arg1(c2)=c0
arg2(c2)=c1

logp(T ,π1) = -188.65

...

401st sample of T

butterfly(c0) spot(c1)

has(c2) arg1(c2)=c0
arg2(c2)=c1

logp(T ,π1) = -188.65

Add logical form x2

∃x1(∃x2(name(x2) ∧ arg1(x2)=x1 ∧ arg2(x2)="Sally") ∧ ∃x3(spot(x3)
∧ ∃x4(butterfly(x4) ∧ ∃x5(has(x5) ∧ arg2(x5)=x3 ∧ arg1(x5)=x4)
∧ ∃x6(arg1(x6)=x1 ∧ catch(x6) ∧ arg2(x6)=x4))))

(i.e. the meaning of “Sally caught a butterfly with a spot.”)

1st sample of T

butterfly(c0) spot(c1) has(c2)

arg1(c2)=c0 arg2(c2)=c1 spot(c4)

butterfly(c5) catch(c6) arg1(c6)=c3
arg2(c6)=c5 has(c7) arg1(c7)=c5
arg2(c7)=c4 name(c8) arg1(c8)=c3
arg2(c8)="Sally"

logp(T ,π1,π2) = -2763.17

...

401st sample of T

butterfly(c0) spot(c1) has(c2)

arg1(c2)=c0 arg2(c2)=c1 catch(c4)

arg2(c4)=c0 arg1(c4)=c3 name(c5)

arg1(c5)=c3 arg2(c5)="Sally"

logp(T ,π1,π2) = -2681.25

. . .

400 Metropolis-
Hastings iterations 400 Metropolis-

Hastings iterations

Last sample in the
Markov chain so far

Initialize the 1st sample
of the theory T and proof
of first logical form π1
(not shown)
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Initialize the 1st sample
of the proof of second log-
ical form π2 (not shown)

Figure 10: An example of PWL abducing the posterior distribution of the
theory given two logical forms: x1 is the meaning of “A butterfly
has a spot,” and x2 is the meaning of “Sally caught a butterfly
with a spot.” PWL does not represent the full posterior distribu-
tion, but rather it keeps samples of the Markov chain that serve as
an approximation of the posterior. Additional samples from the
posterior can be produced by performing additional Metropolis-
Hastings iterations, starting from the last sample. The proofs for
each logical form π1 and π2 are not shown here for brevity, but π1
is shown in figure 11. Note that after adding the logical form x2 in
the top-right of the figure (the meaning of “Sally caught a butterfly
with a spot”), the theory containsmanymore axioms. For example,
there are two butterflies: c0 is the butterfly with a spot, and c5 is
the butterfly that Sally caught. But since the prior distribution of
the theory T favors smaller and more parsimonious theories, and
Metropolis-Hastings tends to visit samples with higher and higher
probabilities, then after 400 iterations, these two butterflies were
merged into a single entity c0, thus simplifying the overall theory.
Figure 11 shows a sample of π1, which is the abduced proof of
the first logical form. Section 3.3 describes this algorithm in more
detail.
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Ax
butterfly(c0)

Ax
spot(c1)

Ax
arg1(c2)=c0

Ax
arg2(c2)=c1

Ax
has(c2)

∧I
arg1(c2)=c0 ∧ arg2(c2)=c1 ∧ has(c2) ∃I

∃x1(arg1(x1)=c0 ∧ arg2(x1)=c1 ∧ has(x1))
∧I

spot(c1) ∧ ∃x1(arg1(x1)=c0 ∧ arg2(x1)=c1 ∧ has(x1)) ∃I
∃x1(spot(x1) ∧ ∃x2(arg1(x2)=c0 ∧ arg2(x2)=x1 ∧ has(x2)))

∧I
butterfly(c0) ∧ ∃x1(spot(x1) ∧ ∃x2(arg1(x2)=c0 ∧ arg2(x2)=x1 ∧ has(x2))) ∃I

∃x1(butterfly(x1) ∧ ∃x2(spot(x2) ∧ ∃x3(arg1(x3)=x1 ∧ arg2(x3)=x2 ∧ has(x3))))

Figure 11: The “theory abduction” procedure in PWL takes as input the logi-
cal form shown at the bottom of this figure, which has themeaning
of “A butterfly has a spot.” The output of this procedure is the
abduced proof of this logical form shown here, whose axioms con-
stitute the abduced theory (labeled “Ax”). The example in figure
10 shows the output abduced theory, where x1 is the logical form
shown here in figure 11 and the above proof is π1. Each horizontal
bar denotes a proof step. Steps labeled “Ax” are axioms. These
are the axioms that constitute the theory T , and are shown in the
samples of T in figure 10. The steps labeled “∧I” are conjunction
introduction steps, where if we are given that A and B are true,
we conclude that A∧ B is true. The steps labeled “∃I” are exis-
tential introduction steps, where if we are given that φ[x 7→ c] is
true where x is a variable and c is a symbol and φ[x 7→ c] is the
formulaφwhere x is substitutedwith c, thenwe can conclude that
∃x.φ is true. The conclusion of the proof is the logical form for the
sentence “A butterfly has a spot.”

section 4.3.1 is able to train the parser without them, but they
can help during debugging. Another way to train the parser
would be to compute the maximum a posteriori (MAP) estimate
maxθ p(θ | x,y), but this is intractable in our model, and so we
choose to sample from the posterior instead. But in extended or
modified versions of PWMwhere the parsing model is different,
MAP could be an attractive method to train the parser.

2. Parsing: Given a new (unseen) sentence y∗, find the kmost prob-
able values of the logical form x∗, according to the posterior
distribution

p(x∗ | x,y,y∗, T) ∝ p(x∗ | T)p(y∗ | x∗, x,y).

However, since the computation of p(x∗ | T) is highly non-trivial,
wedivide it into two stages: First, find thek-best parses according
to the likelihood

p(y∗ | x∗, x,y) =
∫
p(y∗ | x∗,θ)p(θ | x,y)dθ

≈ 1

Nsamples

∑
θ(t)∼θ|x,y

p(y∗ | x∗,θ(t)).
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This is a discrete optimization problem, which PWL solves using
branch-and-bound (Land and Doig, 1960). This algorithm begins
by considering the set of all possible logical forms (and deriva-
tion trees). Next, it divides this set into a number of disjoint
subsets (the “branch” step), and for each subset, it computes an
upper bound on the objective function over any logical form in
that subset (the “bound” step). Each subset is pushed onto a
priority queue, where the priority is the upper bound. Then
the algorithm pops the highest priority subset and repeats this
process: further subdividing the set into subsets, computing the
upper bound for each, and pushing them onto the priority queue.
The algorithm repeats until it finds a subset containing a single
logical form, whose likelihood is at least the highest priority of
the priority queue. This logical form is guaranteed to be opti-
mal. The algorithm continues until the k-best logical forms have
been found. Section 4.3.2 will go into more detail on this pro-
cedure. An example of this algorithm finding the most likely
logical form for the sentence y∗ = “Pennsylvania borders NJ” is
shown in figure 8. Note that the grammar and logical formalism
are simplified in this example.
Once the kmost likely logical forms are computed, in the second
stage, PWL then re-ranks the resulting logical forms according
to the semantic prior p(x∗ | T). Figure 9 shows the result of
PWL parsing the sentence y∗ = “Sally caught a butterfly with
a net,” where the prepositional phrase attachment ambiguity is
resolved using background knowledge. The parsing procedure
is depicted as the first green arrow in figure 4 going from the
sentence to the logical form.

3. Theory abduction: Given a collection of logical forms x1, . . . , xn,
abduce a proof πi for each logical form xi, with the axioms of the
proofs constituting the abduced theory T . This abduction is done
by computing the posterior distribution of the theory and proofs
p(T ,π1, . . . ,πn | x1, . . . , xn). Since computing this posterior ex-
actly is intractable, we approximate it usingMetropolis-Hastings
(MH) to produce posterior samples of the theory T and all proofs
π1, . . . ,πn. This inference is done in a streaming fashion: Given
a new logical form xn+1, initialize the MH using the previous
samples of T and π1, . . . ,πn; Then, continue MH to produce pos-
terior samples of T and π1, . . . ,πn,πn+1. Figure 10 shows the
process of PWL abducing a theory for two logical forms: x1 is the
logical form meaning of “A butterfly has a spot,” and x2 is the
logical form meaning of “Sally caught a butterfly with a spot.”
Furthermore, this algorithm can provide estimates of the proba-
bilities of logical forms p(xi | T), which is useful for tasks such
as question-answering, as well as for computing the semantic
prior for parsing. Note that seed axioms may be added directly
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to the theory here. Section 3.3 will go into more detail on this
procedure. This step is depicted as the second green arrow in
figure 4 going from the logical form and proof to the theory.

Note that the first two procedures (training the parser and parsing) are
governed by the languagemodule whereas the third procedure (theory
abduction) is governed by the reasoning module.

Normally in Bayesian inference, we would need to compute the pos-
terior for all latent randomvariables in themodel, including the logical
forms x. However, it isn’t obvious how to compute the conditional
p(xi | T ,yi,θ). In addition, natural languages have evolved to express
large quantities of information with minimal energy expenditure, in
order to provide an efficient means of communication. As a result,
in order to maximize information, ambiguity should be minimized,
given the appropriate context and background knowledge, in order
to avoid the speaker being asked for clarification or reiteration. We
observe in our experiments that the posterior distribution p(xi | yi) of
a logical form interpretation xi given a sentence yi is usually concen-
trated at one or a small handful of logical forms (modes). To exploit
this fact and to simplify the implementation of the language module,
during inference, after parsing each sentence yi into its logical form
xi, we assume the logical forms are fixed. But in general, there may
exist real-world scenarios in which the meaning of some sentences are
ambiguous, even in consideration of the context and background in-
formation, and their logical form interpretations should be allowed to
vary.

Only the language module has latent parameters that need to be
learned (i.e. θ). The model of the theory and proofs does not have
any random variable parameters that need to be learned, and so the
reasoning module does not need to be trained. But axioms can be
added to the theory apriori, such as domain-independent facts about
theworld. The languagemodule of PWL is trainedwith a seed training
set consisting of a collection of labeled sentences, which are only used
to train the parser. The seed training set also consists of two seed
axioms which are added directly to the theory.

2.4 key design choices

The key design choices discussed in this chapter are:

• We designed PWM as a probabilistic generative model of lan-
guage understanding and reasoning. The theory is a random
variable in PWM which attempts to create rich mental models
of the world from its observations. We believe this sort of task-,
modality-, and domain-independent model of the world is in-
strumental for further progress in AI.
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• The probabilistic nature of PWM both helps to alleviate both
the brittleness of fully symbolic systems which plagued earlier
efforts in AI, as well as the highly underspecified nature of the
problem of abduction. The number of possible explanations for
a collection of observations is extremely large, and the ability to
assign a probability to each explanation helps to focus the search
on higher-probability theories.

• PWM uses higher-order logic, a symbolic human-readable for-
mal language, to represent all knowledge in the theory as well as
the meanings of sentences. This greatly aids in the interpretabil-
ity of PWL, and enables it to utilize well-studied methods for
reasoning in higher-order logic. Full higher-order logic is highly
expressive and is able to represent the meaning of a very broad
set of natural language sentences and phrases, independent of
their domain.

• Though the generative process of PWL is one of deductive rea-
soning, the inference (implemented by PWL) finds satisfying ab-
ductive proofs, which is computationally easier than deductive
reasoning since PWL can add axioms as needed in order to find
a proof for an observed logical form. This helps to workaround
some of the issues of decideability in deductive reasoning.

• PWM is a Bayesianmodel, so every randomvariable in themodel
has a prior distribution. These priors enable us, as the designers,
to incorporate background/expert knowledge to improve the
statistical efficiency of themodel. For example, wewill show that
providing some of the grammar rules for English syntax greatly
improves the statistical efficiency of the language module.

• PWL is divided into twomodular components: (1) the reasoning
module, and (2) the language module. This helps streamline the
implementation and debugging of the system, and by keeping
the reasoning module independent of the perceptual modality,
keeps open the path for future work to add new perceptual mod-
ules.

• Each sentence is assumed to be context-independent: condi-
tioned on the theory, the sentences are independent and iden-
tically distributed. This is a strong assumption, and in order to
relax it, PWM must be extended to include a proper model of
context, so that each sentence is no longer conditionally indepen-
dent of the previous sentences given the theory. We will discuss
potential ways to do so later in section 4.7.

• The procedure for reading sentences is divided into two stages:
(1) first maximize the likelihood and find the k-best logical forms,
then (2) compute the semantic prior for each logical form and
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rerank the list according to the posterior. We chose this approach
since the computation of the semantic prior is non-trivial and
computationally expensive.

• During inference, once PWL has computed the most probable
logical form for a given sentence, that logical form is fixed and is
not allowed to vary (i.e. the approximate posterior for the logical
form of each sentence is a point estimate). This simplifies the im-
plementation of the languagemodule andworks sufficientlywell
in our experiments, there are scenarios in which the meanings of
sentences are ambiguous, even in considering of the context and
background information. Thus, future work to allow the logical
form to vary during inference would be valuable.

• In theory abduction, the reasoning module aims to approximate
the posterior distribution p(T ,π | x) of the theory T and proofs
π given the observed logical forms x. We chose to infer the full
posterior rather than a point estimate since natural language is
not unambiguous, and real-world observations often have multi-
ple probable explanations. Human language understanding and
generation also preserves information about uncertainty, which
is evident from the existence and ubiquity of words such as
“probably,” “maybe,” “could,” etc.

• However, even though T is a random variable, each individual
sample of T is deterministic. But this would imply that words
such as “probably,” “maybe,” and “could” would never be gen-
erated. This is not an issue in this thesis since none of the exper-
iments have sentences that express uncertainty. But to correctly
understand the meaning of these words, PWM needs to be ex-
tended so that each individual sample of T is probabilistic.

• The reasoning module uses Metropolis-Hastings (MH) to per-
form theory abduction. As with any MCMC method, MH has
the desirable property that as more time (i.e. iterations) is spent
performing inference, the better the approximate theory, becom-
ing exact in the limit. MH is able to sample from distributions
that have an intractable normalization term, since the normaliza-
tion term cancels in the acceptance probability (equation 4). In
PWL, the posterior of the theory and proofs conditioned on the
observed logical forms p(T ,π | x) is one such distribution. This
property is not unique to MH among MCMC methods.

• The reasoningmodule performs inference in a streaming fashion.
This choice derives from the observation that as more and more
sentences are read, each new sentence is unlikely to upend the
entire world model inferred from the earlier sentences. Rather,
each sentence provides more of an incremental update to the
reader’s beliefs. In PWL, this serves to provide a better starting
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point forMHduring theory abduction, and as a result, reduce the
number of iterations needed to find a good approximate theory.

We will describe the reasoning module in much greater detail in
chapter 3, and the language module and its training in chapter 4.





3
REASONING MODULE

In this chapter, we present the reasoning module in greater
detail. This module governs the theory as well as the proofs
of the logical form observations. A mathematical description
of the model is provided in section 3.2, including a discussion
on the representation of the content of the theory and on the
representation of the proofs. In section 3.3, we describe the
algorithm that performs inference under this model, and the
specifics of its implementation in PWL.

3.1 background: dirichlet processes

Before introducing the model for the reasoning module in the next
section, we present background on Dirichlet processes, which forms a
component in the prior distribution of the theory in PWM.

TheDirichlet process (DP) (Ferguson, 1973) is a distribution over prob-
ability distributions (i.e. samples from a DP are themselves distribu-
tions). If a distribution G is drawn from a DP, we can write

G ∼ DP(α,H), (8)

where the DP is characterized by two parameters: a concentration
parameter α > 0 and a base distribution H. The DP has the useful
property that E[G] = H, and the concentration parameter α describes
the “closeness” of G to the base distributionH. If α is small, G is more
different from the base distribution H. If α is large, G is more similar
to H.
DPs are often used in statistical machine learning models where

observations y1,y2, . . . are distributed according to G, such as in:

G ∼ DP(α,H), (9)
y1,y2, . . . ∼ G. (10)

The joint probability of y1, . . . ,yn is given by:

p(y1, . . . ,yn) =
αnΓ(α)

Γ(α+n)

m∏
k=1

H(y∗k)Γ(nk), (11)

where y∗k are the unique values of y1, . . . ,yn,m is the number of such
values, nk , #{i : yi = y∗k} is the number of times y∗k appears in
y1, . . . ,yn, and αnΓ(α)/Γ(α+n) is the normalization term.

29



30 reasoning module

In these models, the Chinese restaurant process (CRP) (Aldous, 1985)
provides a convenient equivalent description:

φ1,φ2, . . . ∼ H, (12)
z1 = 1, (13)

zi+1 =

k with probability nk
α+i ,

knew with probability α
α+i ,

(14)

yi = φzi , (15)

where nk , #{j 6 i : zj = k} is the number of times k appears in
{z1, . . . , zi}, knew , max{z1, . . . , zi}+ 1 is the next integer that doesn’t
appear in {z1, . . . , zi}. The analogy to a restaurant is to imagine a restau-
rant with a countably infinite sequence of tables, labeled 1, 2, 3, . . . The
first person comes into the restaurant and sits at table 1. For each sub-
sequent person that enters the restaurant, they choose to sit at a table
with probability proportional to the number of people already sitting
at that table. Otherwise, they choose to sit at an empty table with prob-
ability proportional to α. zi indicates which table the ith customer
chose to sit, nk is the number of people sitting at table k, and knew is
the index of the next unoccupied table. Each table is assigned a sample
from H, independently and identically distributed (i.i.d.), where φi is
the sample assigned to table i. Each observation yi is the sample from
H that is assigned to the table that the ith customer chose to sit (i.e.
table zi). The CRP provides a simple algorithm to generate samples
from aDPmodel. Notice that if α is very large, every customer is likely
to choose to sit at a new table, and so each yi is likely to be drawn i.i.d.
from H (and therefore, G would be very similar to H). The opposite
would be true in the case where α is small, where G would be heavily
concentrated on a small handful of observations, as each customer is
more likely to sit at a table that already has other customers. The CRP
is exchangeablewhich is useful property in which the joint distribution
of the table assignments z is independent of their order. That is, for
any permutation of the integers σ:

p(z1, z2, . . .) = p(zσ(1), zσ(2), . . .). (16)

3.2 model

3.2.1 Generative process for the theory p(T)

The theory T represents what PWL believes to be true and is analogous
to the internal mental model that humans create as they make obser-
vations of the world around them. More precisely, in PWM, the theory
T is a collection of axioms a1,a2, . . ., where each axiom ai is a formula
of higher-order logic. We choose a fairly simple prior for p(T) for ease
of implementation and rapid prototyping, but it is straightforward to
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substitute p(T) with a more complex prior. Specifically a1,a2, . . . are
distributed according to a Dirichlet process.

Ga ∼ DP(Ha,α), (17)
a1,a2, . . . ∼ Ga, (18)

where Ha is the base distribution and α = 0.1 is the concentration
parameter.

ThebasedistributionHa is adistributionover logical forms inhigher-
order logic. To generate a sample from Ha, we sample each node in
the expression tree of the logical form top-down, starting from the root.
For each node in the expression tree:

1. Sample the operator at this node (i.e. atom, conjunction ∧, dis-
junction ∨, negation ¬, quantification ∀x, etc) from a categorical
distribution.

2. If we sampled an operator with a fixed number of operands (e.g.
¬ has one operand, → has two operands, etc), then recursively
sample each operand. If a quantifier is sampled, set its variable
to the next unused variable, and add it to the list of available vari-
ables. The list of available variables is the set of variables already
declared by an ancestor of the current node in the expression tree
of the logical form.

3. If we sampled an operator with a variable number of operands
(e.g. ∧, ∨), then first sample the number of operands from a
geometric distribution. Next, sample each operand recursively.

4. If this node is selected to be an atom (e.g. book(c1)), then its
predicate is sampled from a non-parametric distribution of pred-
icate symbols Hp. The atom’s argument(s) are each sampled as
follows: if nV is the number of available variables, then sample a
variable uniformly at random with probability 1

nV+1
; otherwise,

with probability 1
nV+1

, sample a constant from a distribution of
constant symbols Hc.

Hc is a uniform distribution over {c1, . . . , c100}. Hp is the Chinese
restaurant process with concentration parameter α = 1:

z1 = 1,

zi+1 =

k with probability nk
α+i ,

knew with probability α
α+i ,

,

φi = pzi ,

were p1,p2, . . . is the set of available predicate symbols, andφ1,φ2, . . .
are the samples from Hp.
In our semantic formalism, logical forms will contain atoms of the

form arg1(a) = b or arg2(a) = bwhere a is a variable or constant and
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b is either avariable, constant, number, or string (e.g. arg1(x) = jason).
We will discuss the semantic formalism in greater detail in section 4.5.
To accommodate these kinds of atoms, with some fixed probability,Ha
will generate such an atom. Next, a is sampled by selecting a variable
uniformly at randomwith probability 1

nV+1
; otherwise, with probabil-

ity 1
nV+1

, sample a constant from Hc. The right-side of the equality b
can either be a variable, constant, string, or number, and so PWM first
selects its type from a categorical distribution. If the type is chosen to
be a number, string, or variable, its value is sampled uniformly. If the
type is chosen to be a constant, b is sampled from Hc.

Names of entities are treated specially in this prior: The number of
names available to each entity is sampled independently and identi-
cally from a very light-tailed distribution: for entity ci the number
of names nN(ci) , #{s : name(ci) = s} is distributed according to
p(nN(ci) = k) ∝ λk

2 . This ensures that the number of names for each
entity is small (usually 1).
Sets are also treated specially in this prior: One kind of axiom

that can be generated is one that declares the size of a set, such as
size(λx.planet(x)) = 8, which denotes that the size of the set of plan-
ets is 8. Note that this is not a closed world assumption. The size of
each set is an unobserved random variable, just like any other axiom in
the theory. In the prior, the size of each set is distributed according to
a geometric distribution with parameter 10−4. Sets can have any arity
k > 0, in which case their elements are k-tuples.

The above generative process provides a way to compute the prior
probability of any theory. The parameters and code for computing the
above prior is available at github.com/asaparov/PWL.

3.2.1.1 Deterministic constraints on the theory

PWM imposes a handful of hard constraints on the theory T . Most
importantly, T is required to be globally consistent: There is no proof
of a contradiction ⊥ from the axioms ai in T . While this is a concep-
tually simple requirement, it is computationally expensive (generally
undecideable even in first-order logic). But PWL does not search over
all possible proofs for a contradiction. Rather, PWL enforces this con-
straint by keeping track of the known sets in the theory. A set is known
if its set size axiom is used in a proof, as in size(λx.planet(x)) = 8,
or if the set appears as a subset/superset in a universally-quantified
axiom, such as in ∀x(cat(x)→ mammal(x)) where the set λx.cat(x) is
a subset of λx.mammal(x). PWL keeps track of the size of each set as
well as its provable elements. So for any known set, T will contain
an axiom that declares the size of the set, even if that axiom is not
explicitly used in any proof. For each set, the function provable (in
algorithm 1) computes which elements are provably members of that
set. If the number of provable members of a set is greater than its size,
or if an element is both provably a member and not a member of a set,

https://github.com/asaparov/PWL
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Algorithm 1: Given a higher-order logic formula A, with free vari-
ables x1, . . . , xn, this algorithm computes the maximal set of n-
tuples (v1,1, . . . , v1,n), . . . , (vN,1, . . . , vN,n) such that for each i, A[x1 7→
vi,1, . . . , xn 7→vi,n] (i.e. the formulaAwhere each variable xj is substituted
with the value vi,j) is provably true from the axioms in the theory. The
elements of the tuples vi,j are restricted to be either constants, numbers, or
strings. Note that this function does not exhaustively consider all proofs
ofA. This function uses the helper function unifywhich performs unifica-
tion: given two input formulas A and B, unify(A,B) computes σ and σ ′,
where σmaps from variables inA to terms, σ ′ maps from variables in B to
terms, such that the application of σ to A is identical to the application of
σ ′ to B: σ(A) = σ ′(B). In this algorithm (and its helper functions), unify
only returns σ for brevity.

1 function provable(formula A)
2 let S be an empty set
3 for each axiom ai in the theory T do

4 u = unify(A,ai)
5 let S ′ be the set of all tuples (v1, . . . , vk) such that vi = u(xi), for all i
6 set S = S∪ S ′

7 set S = S∪ provable_by_theorem(A)
8 set S = S∪ provable_by_exclusion(A)
9 if A is a conjunction B1 ∧ . . .∧BN
10 for i = 1 to N do Si = provable(Bi)
11 return S∪ (S1 ∩ . . .∩ SN)

12 else if A is a disjunction B1 ∨ . . .∨BN
13 for i = 1 to N do Si = provable(Bi)
14 return S∪ (S1 ∪ . . .∪ SN)

15 else if A is a negation ¬B

16 return S∪ disprovable(B)
17 else if A is an implication B1 → B2
18 S1 = disprovable(B1)
19 S2 = provable(B2)
20 return S∪ (S1 ∪ S2)
21 else if A is an existential quantification ∃xn+1.f(x1, . . . , xn+1)
22 S ′ = provable(f(x1, . . . , xn+1))
23 let S∗ = {(v1, . . . , vn) : (v1, . . . , vn+1) ∈ S ′}
24 return S∪ S∗

25 else if A is a universal quantification
∀xn+1 . . . ∀xn+k(f(x1, . . . , xn+k)→ g(x1, . . . , xn+k))

26 for each known set λy1 . . . λym.h(y1, . . . ,ym) in T do

27 retrieve S ′ the provable elements of λy1 . . . λym.h(y1, . . . ,ym)

28 if |S ′| 6= the size of λy1 . . . λym.h(y1, . . . ,ym) continue

29 let u = unify(f(x1, . . . , xn+k),h(y1, . . . ,ym))
30 if u is null continue

31 if u(xi) is not a variable for some i ∈ {n+ 1, . . . ,n+ k} continue

32 let S∗ be an empty set
33 for each (v1, . . . , vm) ∈ S ′ do

34 let (v ′1, . . . , v ′n+k) where v ′i = vk if u(xi) = yk, and v ′i = u(xi) if u(xi)
is a constant, number, or string, for all i

35 set S∗ = S∗ ∪ (v ′1, . . . , v ′n)

36 Q = provable(g(x1, . . . , xn+k))
37 let Q∗ = {(v1, . . . , vn) : (v1, . . . , vn+k) ∈ S∗ ∩Q}

38 set S = S∪Q∗
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Algorithm 1: (continued)
39 else if A is an equality B1 = B2
40 if B1 and B2 are the same expression return the set of all tuples
41 if B1 or B2 has form size(φ)
42 if B2 has form size(φ) swap B1 and B2
43 for each axiom ai with form c = λy1 . . . λym.h(y1, . . . ,ym) where c is a

constant and λy1 . . . λym.h(y1, . . . ,ym) is a known set do

44 let n be the size of the set λy1 . . . λym.h(y1, . . . ,ym)

45 u = unify(φ, c)
46 u ′ = unify(B2,n)
47 if u ′ is null continue

48 if there is an xi such that u(xi) 6= u ′(xi) continue

49 let S ′ be the set of all tuples (v1, . . . , vn) where vi = u(xi) or
vi = u

′(xi) for all i
50 set S = S∪ S ′

51 else if A has the form number(xi)
52 let S ′ be the set of all tuples where the ith element is a number
53 return S∪ S ′

54 else if A is > return the set of all tuples
55 else if A is ⊥ return ∅
56 return S

the theory is found to be inconsistent. Even though this may not find
all possible contradictions in the theory, we find that it suffices to find
the contradictions that arise in our experiments. But it is possible that
for some other set of inputs, this consistency checking will fail to find
a contradiction. Whenever an axiom is added to the theory T , PWL
checks whether there are new provable members of any set, and up-
dates the stored list of provable members accordingly. And whenever
an axiom is removed, PWL checks whenever any objects are no longer
provable members of a set. In our experiments, we find that consis-
tency checking is much more costly when the theory is larger. For
example, on the question-answering examples of the FictionalGeoQA
dataset that have more than 100 observed sentences, the reasoning
module spends 68.8% of its time performing consistency checking. Re-
laxing this constraint would be valuable in future research, as it could
save significant computation, perhaps instead by only considering the
sets relevant to the current task rather than all sets in the theory, or
deferring consistency checks altogether.

For axioms of the form φ → ψ, PWL also keeps track of whether
the antecedent φ is provably true. It does so by using the provable
function (in algorithm 1). Whenever an axiom is added to the theory
T , PWL must check whether the antecedents of these axioms become
provably true, since thiswould imply the consequentψ is nowprovably
true (which can have further downstream consequences, such as newly
provable elements of sets), and algorithm 1 and its helper functions
only consider these axioms when their antecedents are true. If the
antecedent is not known to be true, the truth of the consequent has
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Algorithm 2: Helper functions used by algorithm 1. provable_by_
theorem checks whether the formula A is provable from axioms of the
form φ → ψ or ∀x1 . . . ∀xk(φ → ψ). provable_by_exclusion checks
whetherAwould imply that the number of provable elements of any set is
greater than its size, which would be a contradiction, thereby proving ¬A.

1 function provable_by_theorem(formula A)
2 let S be an empty set
3 for each known set λy1 . . . λym.h(y1, . . . ,ym) in T do

4 retrieve S ′ the provable elements of λy1 . . . λym.h(y1, . . . ,ym)

5 let h1(y1, . . . ,ym)∧ . . .∧ hk(y1, . . . ,ym) be the conjuncts of
h(y1, . . . ,ym)

6 for i = 1, . . . ,k do

7 let u = unify(A,hi(y1, . . . ,ym))
8 if u is null continue

9 for each (v1, . . . , vm) ∈ S ′ do

10 let (v ′1, . . . , v ′n) where v ′j = vk if u(xj) = yk, and v ′j = u(xj) if u(xj) is
a constant, number, or string, for all j

11 set S = S∪ (v ′1, . . . , v ′n)

12 for each axiom in T with form φ→ ψ where φ is provably true do

13 let ψ1 ∧ . . .∧ψk be the conjuncts of ψ
14 for i = 1, . . . ,k do

15 let u = unify(A,ψi)
16 if u is null continue

17 let (v ′1, . . . , v ′n) where v ′j = u(xj) for all j
18 set S = S∪ {(v ′1, . . . , v ′n)}

19 return S

20 function provable_by_exclusion(formula A)
/* for tractability, we do not consider nested proofs by

exclusion, and we only consider particular forms for A */
21 if this function has already been called higher in the stack return ∅
22 if A is not of the form ∃x.f(x) or f(x) where x is a variable return ∅
23 let S be an empty set
24 for each known set λy1 . . . λym.h(y1, . . . ,ym) in T do

25 retrieve S ′ the provable elements of λy1 . . . λym.h(y1, . . . ,ym)

26 if |S ′| 6= the size of λy1 . . . λym.h(y1, . . . ,ym) continue

27 if A has form ¬φ let N = φ

28 else let N = ¬A

29 for each u where u = unify(N, ξ), ξ is a subformula of h(y1, . . . ,ym), such
that if ξ is an axiom in T , provable(h(y1, . . . ,ym)) returns a newly
provable element: (v1, . . . , vm) /∈ S ′ do

/* if A were true, the set λy1 . . . λym.h(y1, . . . ,ym) would
have too many elements, which is a contradiction */

30 let (v ′1, . . . , v ′n) where v ′i = vk, if u(xi) = yk, and v
′
i = u(xi) if u(xi) is a

constant, number, or string, for all i
31 set S = S∪ {(v ′1, . . . , v ′n)}

32 return S
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Algorithm 3: Given a higher-order logic formula A, with free vari-
ables x1, . . . , xn, this algorithm computes the maximal set of n-
tuples (v1,1, . . . , v1,n), . . . , (vN,1, . . . , vN,n) such that for each i, A[x1 7→
vi,1, . . . , xn 7→vi,n] (i.e. the formulaAwhere each variable xj is substituted
with the value vi,j) is provably false from the axioms in the theory. The
elements of the tuples vi,j are restricted to be either constants, numbers, or
strings. Note that this function does not exhaustively consider all proofs
of ¬A.

1 function disprovable(formula A)
2 let S be an empty set
3 for each axiom ai in the theory T do

4 u = unify(¬A,ai)
5 let S ′ be the set of all tuples (v1, . . . , vk) such that vi = u(xi), for all i
6 set S = S∪ S ′

7 set S = S∪ provable_by_theorem(¬A)
8 set S = S∪ provable_by_exclusion(¬A)
9 if A is a conjunction B1 ∧ . . .∧BN
10 for i = 1 to N do Si = disprovable(Bi)
11 return S∪ (S1 ∪ . . .∪ SN)

12 else if A is a disjunction B1 ∨ . . .∨BN
13 for i = 1 to N do Si = disprovable(Bi)
14 return S∪ (S1 ∩ . . .∩ SN)

15 else if A is a negation ¬B

16 return S∪ provable(B)
17 else if A is an implication B1 → B2
18 S1 = provable(B1)
19 S2 = disprovable(B2)
20 return S∪ (S1 ∩ S2)
21 else if A is an existential quantification ∃xn+1 . . . ∃xn+k.f(x1, . . . , xn+k)
22 return S∪ exists_disprovable(A)
23 else if A is a universal quantification ∀xn+1.f(x1, . . . , xn+1)
24 S ′ = provable(f(x1, . . . , xn+1))
25 let S∗ = {(v1, . . . , vn) : (v1, . . . , vn+1) ∈ S ′}
26 return S∪ S∗

27 else if A is an equality B1 = B2
28 if B1 and B2 are the same return ∅
29 if B1 or B2 has form c(φ) where c is a constant
30 if B2 has form c(φ) swap B1 and B2
31 for each axiom ai with form c(ψ) = n where n is a constant, number, or

string do

32 u = unify(φ,ψ)
33 u ′ = unify(B2,n)
34 if u is null or u ′ is empty continue

35 let S ′ be the set of all tuples (v1, . . . , vn)where vi = u(xi) for all i, and
vi 6= u ′(xi) if u ′ is not null

36 set S = S∪ S ′
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Algorithm 3: (continued)
37 if B1 or B2 is c where c is a variable or constant, or there is an axiom B1 = c or

B2 = c where c is a constant
/* without loss of generality, suppose B1 satisfies the

above condition; otherwise swap B1 and B2 */
38 if B1 is a constant c or B1 = q is an axiom with constant c
39 if B2 is a constant c ′ or B2 = c ′ is an axiom with constant c ′ and c ′ 6= c
40 return the set of all tuples
41 else if B2 is a variable xj
42 let S ′ be the set of all tuples (v1, . . . , vn) such that vj 6= c
43 set S = S∪ S ′

44 else if B1 is a variable xi
45 if B2 is a constant c ′ or B2 = c ′ is an axiom with constant c ′
46 let S ′ be the set of all tuples (v1, . . . , vn) such that vi 6= c ′
47 set S = S∪ S ′

48 else if B2 is a variable xj
49 let S ′ be the set of all tuples (v1, . . . , vn) such that vi 6= vj
50 set S = S∪ S ′

51 else if A has the form number(xi)
52 let S ′ be the set of all tuples where the ith element is not a number
53 return S∪ S ′

54 else if A is > return ∅
55 else if A is ⊥ return the set of all tuples
56 return S

no effect on the theory and so the provable function can ignore it.
Similarly, whenever an axiom is removed, PWL checks whether the
antecedents are no longer provably true.
We place a handful of other constraints on the theory T : The name

of an entity must be a string (and not a number or a constant). All
constants are distinct; that is, ci 6= cj for all i 6= j. This helps to alle-
viate identifiability issues, as otherwise, there would be a much larger
number of semantically redundant theories: for any theory, a logically-
equivalent theory could be obtained by applying any permutation on
the constants. No event can be an argument of itself (e.g. there is no
constant ci such that arg1(ci) = ci or arg2(ci) = ci). If a theory T
satisfies all constraints, we write “T valid.”

The deterministic constraints on the theory do complicate compu-
tation of the prior, since the generative process for generating T is
conditioned on T being valid:

p(T | T valid) = p(T)/p(T valid), (19)

where p(T valid) =
∑

T ′:T ′ valid
p(T ′)

is the probability that the above generative process produces a valid
theory, which is equal to the sum of the probabilities of all valid theo-
ries, which is intractable to compute. However, we show in section 3.3
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Algorithm 4: Helper function used by algorithm 3 that returns the values
of the free variables that make the given existentially-quantified formula
provably false.
1 function exists_disprovable(formula ∃xn+1 . . . ∃xn+k.f(x1, . . . , xn+k))
2 let C1 ∧ . . .∧CN be the conjuncts of f(x1, . . . , xn+k)
3 let σ be an empty substitution map, and let I be an empty set
4 for i = 1, . . . ,N do

5 if Ci has the form xj = c where c is a constant, variable, or string, or Ci has the
form xj = q and there is an axiom q = c where c is a constant, variable, or
string

6 add xj 7→c to the substitution map σ
7 else I.add(i)

8 let φ be conjunction with conjuncts Ci where i ∈ I

9 let φ ′ be the result of applying the substitution map σ to the formula φ
10 letM be an initially empty map
11 for each conjunct of φ ′ with form f(xn+j) where λz.f(z) is a known set do

12 retrieve S ′ the provable elements of λz.f(z)
13 if the size of λz.f(z) is 0 return the set of all tuples
14 else if |S ′| is not equal to the size of λz.f(z) continue

15 M.put(xn+j,S ′)

16 if the number of entries inM is k
17 let S∗ be the set of all tuples
18 for {(vn+1, . . . , vn+k) : vn+i ∈M.get(xn+i) for all i} do

19 let φ∗ be the result of the substituting all xn+i for vn+i in φ ′
20 set S∗ = S∗ ∩ disprovable(φ∗)

21 set S = S∪ S∗

22 if there are conjuncts in φ ′ with the form
xn+i = λxn+k+1 . . . λxn+k′g(x1, . . . , xn+k′) and size(xn+i) = c

23 if c is not an integer or a variable return the set of all tuples
24 S ′ = provable(g(x1, . . . , xn+k′))
25 let S∗ = {(v1, . . . , vn+k) : (v1, . . . , vn+k′) ∈ S ′}
26 for each (v1, . . . , vn+k) ∈ S∗ do

27 let l be the number of times (v1, . . . , vn+k) appears in S ′
28 if c is an integer and l > c
29 set S = S∪ {(v1, . . . , vn)}
30 else if c is a variable xi and l > vi or vi is not an integer
31 set S = S∪ {(v1, . . . , vn)}

32 for each known set λy1 . . . λym.h(y1, . . . ,ym) in T do

33 u = unify( λxn+k+1 . . . λxn+k′g(x1, . . . , xn+k′),
λy1 . . . λym.h(y1, . . . ,ym))

34 if u is null continue

35 let l be the size of λy1 . . . λym.h(y1, . . . ,ym)

36 if c is an integer and l 6= c
37 let S ′ be the set of all tuples (v1, . . . , vn) where vi = u(xi), for all i
38 set S = S∪ S ′

39 else if c is a variable xr
40 let S ′ be the set of all tuples (v1, . . . , vn) where vi = u(xi), for all i,

and vr 6= l
41 set S = S∪ S ′

42 for each known set λy1 . . . λym.h(y1, . . . ,ym) in T do

43 if the size of λy1 . . . λym.h(y1, . . . ,ym) is not 0 continue

44 if h(y1, . . . ,ym) has form ∃ym+1 . . . ∃ym′ .h ′(y1, . . . ,ym′)
45 let ψ = h ′(y1, . . . ,ym′)
46 else let ψ = h(y1, . . . ,ym)

47 u = unify(φ ′,ψ)
48 let S ′ be the set of all tuples (v1, . . . , vn), where for each i such that u(xi)

is a constant or string, vi = u(xi)
49 set S = S∪ S ′

50 return S
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that for inference, it suffices to be able to efficiently compute the ratio
of prior probabilities:

p(T1 | T1 valid)
p(T2 | T2 valid)

=
p(T1)p(T2 valid)
p(T2)p(T1 valid)

=
p(T1)

p(T2)
. (20)

Additionally note that since the above constraints do not depend on
the order of the axioms, constants, etc. (i.e. the constraints themselves
are exchangeable), the distribution of T conditioned on T being valid
is exchangeable.

Note that the provable function and its helper functionsmakeheavy
use of the unify function, whichwhen given two input formulasA and
B, finds substitutions σ and σ ′, where σ is a map from the variables of
A to higher-order terms, σ ′ is a map from the variables of B to higher-
order terms, and σ applied to A is identical to σ ′ applied to B. In the
pseudocode for provable and its helper functions shown in this thesis,
unify function returns σ if such amap exists; otherwise, it returns null.
Note that this is not the same as full higher-order unification, where
the substituted formulas are equivalent under α, β, and η reductions.
For efficiency, unify only considers substitution maps from variables
to variables, constants, numbers, or strings.

The provable function and its helper functions work with sets of
tuples (possibly infinite), computing their unions and intersections. To
do so efficiently, they make use of a sparse data structure to represent
these sets, shown below:
1 class tuple_element

/* supertype that represents a
tuple element */

2 class tuple_constant
extends tuple_element

3 int constant_id

4 class tuple_string
extends tuple_element

5 string str

6 class tuple_number
extends tuple_element

7 number num

8 class interval
9 numbermin

10 numbermax
11 bool is_min_inclusive
12 bool is_max_inclusive

13 class tuple_any_number
extends tuple_element

14 array<interval> intervals

15 class tuple_any extends tuple_element
/* represents the set of all

values except those in
‘excluded’ */

16 array<tuple_element> excluded

17 class tuple_set
18 array<tuple_element> elements
19 array<pair<int,int>> equal
20 array<pair<int,int>> unequal
21 array<pair<int,int>> ge

In the tuple_set data structure, the elements array represents the
elements of the tuple: so for a set of tuples S, elements[i] represents
{vi : (v1, . . . , vn) ∈ S}. the equal field represents the equality constraints
on the set of tuples: it contains pairs of indices (i, j) such that for any
tuple (v1, . . . , vn) in the set S, vi = vj. Similarly, the unequal field
represents the inequality constraints: it contains pairs of indices (i, j)
such that for any tuple (v1, . . . , vn) in the set S, vi 6= vj. Finally, the
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ge field contains greater-than-or-equal-to constraints: it contains pairs of
indices (i, j) such that for any tuple (v1, . . . , vn) in the set S, vi > vj.

Equipped with this data structure, the sets of tuples in the prov-
able function and its helper functions can be represented as lists of
disjoint tuple_set objects, where the list represents the union of the
corresponding sets.

checking the consistency of set sizes: Many of the axioms
in the theory will be of the form size(λx.f(x)) = n where n > 0 is
an integer. These axioms declare that the size of the set {x : f(x)}

is n (the set of all objects x such that f(x) is true). Consider the ax-
ioms: size(λx.cat(x)) = 3, size(λx.small(x)) = 2, size(λx(cat(x)∧
small(x))) = 0, and size(λx(cat(x)∨ small(x))) = 4. These axioms
state that the number of cats is 3, the number of small objects is 2,
the number of small cats is 0, and the number of objects that are ei-
ther cats or small is 4. But this is impossible since for any two sets A
and B, |A ∪ B| = |A|+ |B|− |A ∩ B|. And so in the above example, the
size of the set λx(cat(x)∨ small(x)) must be at least 5. It is possible
to add these axioms to the theory and rely on the above consistency
checking mechanisms (the provable function) in order to check for
the consistency of set sizes. However, this would be fairly inefficient.
Instead, PWL uses a specialized data structure to maintain the con-

sistency of set sizes. This data structure consists of a directed graph
G, where each vertex in G corresponds to a known set. Each directed
edge corresponds to the superset relation: ifA is a superset of B, there
is a directed path from the vertex u to the vertex v in G, where u
corresponds to A and v and corresponds to B. We take care to avoid
adding superfluous edges: if there is an edge (u, v) in G and there is
an edge (v,w) in G, then there is no edge (u,w). This serves to keep G
as sparse as possible. This graph structure enables efficient retrieval of
the provable elements of any known set: if e is a provable element of
the setA, then e is a provable element of every superset ofA (i.e. every
ancestor of the vertex corresponding to A in G). The graph structure
also helps to determine whether two sets A and B are disjoint: check
whether any ancestor of the vertex corresponding to A ∩ B has size 0.
Perhaps most importantly, the graph structure helps to determine, for
each set A, the minimum size of A that is consistent with the sizes of
the other known sets. The following constraint must hold:

|A| > max
{(B1,...,Bn):Bi⊆A,
Bi∩Bj=∅ for all i 6=j}

n∑
i=1

|Bi|. (21)

That is, for any sets B1, . . . ,Bn which are disjoint subsets ofA (n could
be 1), the size of A must be at least the sum of the sizes of all Bi.
This constraint also induces an upper bound on the size of A, since A
itself may be a subset of other sets. To find the collection of subsets
B1, . . . ,Bn that maximizes their sum, we consider the “disjointedness”
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Algorithm 5: Modified Bron-Kerbosch algorithm to find the disjoint clique
of vertices c1, . . . , ck thatmaximizes

∑k
i=1w(ci), wherew(ci) is theweight

of the vertex ci, each ci is a descendant of the given input vertex v, and
for all i 6= j, the set corresponding to the vertex ci is disjoint with the set
corresponding to cj.

1 function search_helper(G, vertex listM, vertex list X, vertex u, vertex v)
2 if u and v are disjoint in G
3 for each n ∈M is an ancestor of v doM.remove(n)
4 M.add(v)
5 else

6 for each c child vertex of v do

7 if w(c) = 0 or ∃n ∈M∪X such that n is an ancestor of c continue

8 search_helper(G,M,X,u, c)

9 function max_weight_disjoint_clique(graph G, vertex r)
10 let Q be an empty priority queue
11 let {u1, . . . ,un} = {u : w(u) 6= 0, (r,u) is an edge in G} be the immediate

subsets (children) of rwith non-zero weight
12 for i = 1, . . . ,n do

13 let N = {uj : j < i,ui and uj are disjoint}
14 let α = w(ui) +

∑
u∈Nw(u)

15 Q.add( new search state (∅,N,∅,ui) with priority α)

16 let L be an initially empty list of completed cliques
17 while Q is not empty do

18 (C,N,X, v) = Q.pop()with priority α
19 if α 6 highest weight of a clique in L break

20 letM be an initially empty list
21 for each x ∈ X do search_helper(M,M, v, x)
22 copy X ′ fromM

23 for each n ∈ N do search_helper(M,X ′, v,n)
24 let {u1, . . . ,un} beM \X ′

25 for i = 1, . . . ,n do

26 let N∗ = {uj : j < i}

27 let X∗ =M \ (N∗ ∪ {ui})
28 let α ′ = w(v) +

∑
c∈Cw(c) +

∑n
j=iw(ui)

29 Q.push( new search state (C∪ {v},N∗,X∗,ui) with priority α ′)

30 if bothM and X are empty L.add(C∪ {v})
31 let {u1, . . . ,un} = {u : w(u) 6= 0, (v,u) is an edge in G} be the immediate

subsets (children) of v with non-zero weight
32 for i = 1, . . . ,n do

33 let N∗ = {uj : j < i,ui and uj are disjoint}
34 let α ′ = w(ui) +

∑
c∈Cw(c) +

∑
u∈N∗ w(u)

35 Q.push( new search state (C,N∗,M,ui) with priority α ′)

36 return maximum weight clique in L
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graph of G: Let D be a graph with the same vertices as G, and there
is an edge (u, v) in D if and only if the sets corresponding to u and v
in G are disjoint. Thus, D is undirected, unlike G. Each vertex in D is
weighted according to the size of the corresponding set. The problem
of finding the maximal disjoint subsets B1, . . . ,Bn is reduced to the
problem of finding the maximal clique in D, consisting only of the
descendant vertices of A, that maximizes the sum of the weights. To
perform this optimization, PWL uses a modified version of the Bron-
Kerbosch algorithm (Bron and Kerbosch, 1973), shown in algorithm
5.
The algorithm is an application of branch-and-bound: it starts by

considering the set of all cliques of vertices inDwhich are descendants
of the input vertex r in G. Next, on line 12, it subdivides this set to a
collection of disjoint subsets (the “branch” step), where each subset is
the set of cliques that contains either v or a descendant of v, where v is a
child vertex of r. Each subset is pushed into the priority queueQ. Then
algorithm repeats this process: each element in the priority queue Q
is a tuple (C,N,X, v) (i.e. a search state). This tuple represents a set
of candidate cliques S, where each clique contains all the vertices in C,
some of the vertices inN, and none of the vertices in X, and it contains
v or least one of the descendants of v. All vertices v ∈ N∪X are disjoint
with each vertex c ∈ C∪ {v}. At each iteration of the main loop (on line
17), the algorithm subdivides this set S (i.e. creates new search states)
by considering moving each vertex from N into the clique C ∪ {v}.
If v has child vertices, the algorithm also creates new search states
by considering replacing v with one of its children. As such, these
new search states are disjoint. The priority of each search state S is an
upper bound on theweight of any clique in the set of candidate cliques
represented by that state: h(S) = w(v) +

∑
c∈Cw(C) +

∑
n∈Nw(n),

wherew(x) is theweight of the vertex x. Note that h(S) is a valid upper
bound on theweight of any clique in the set S, since the largest possible
clique inS is one that includes all of thevertices inC∪N∪ {v}. When the
algorithmprocesses a search statewhere there are no further candidate
vertices N that can be added to the clique, the clique is maximal and
is added to a list of completed cliques L. Once the highest priority
in the priority queue is less than or equal to the highest weight of a
completed clique in L, the best clique in L is guaranteed to be optimal.
Though the maximum weighted clique problem is NP-hard and

algorithm 5 has exponential worst-case complexity, it is more efficient
when the graph is sparse. In our experiments, the graphs were small
(at most ∼ 120 vertices) and sparse enough that this algorithm would
always terminate quickly. However, it remains to be seen how it will
fare when the theory is much larger, containing many more known
sets. And future research to relax this constraint would be valuable,
perhaps by restricting the optimization to local regions of the graph.
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3.2.1.2 Properties of the theory prior p(T)

We emphasize that the distribution for p(T) was chosen for simplicity
and ease of implementation, and it worked well enough in our exper-
iments. However, there is likely a large family of distributions that
would work similarly well. Nevertheless, this prior does exhibit useful
properties for a domain- and task-general model of reasoning:

• Occam’s razor: Smaller/simpler theories are given higher proba-
bility than larger and more complex theories, both in terms of
the number of axioms but also in the complexity of each axiom.

• Consistency: Inconsistent theories are discouraged or impossible.

• Entities tend to have a unique name. Our prior above encodes
one direction of this prior belief: each entity is unlikely to have
many names. However, the prior does not discourage one name
from referring to multiple entities.

• Entities tend to have a unique type. Note however that this
does not discourage types provable by subsumption. For exam-
ple, if the theory has the axioms novel(c1) and ∀x(novel(x) →
book(x)), even though book(c1) is provable, it is not an axiom in
this example and the prior only applies to axioms.

3.2.2 Generative process for the proofs p(πi | T)

PWMusesnatural deduction, awell-studiedproof calculus, for its proofs
(Gentzen, 1935, 1969). Pfenning (2004) provides an accessible intro-
duction. Figure 12 illustrates a simple example of a natural deduction
proof. Each horizontal line is a proof step, with the (zero or more)
formulas above the line being the premises of that proof step, and the
single formula below the line being the conclusion of that proof step.
Each proof step has a label to the right of the line. For example, the
“∧I” step denotes conjunction introduction: given that A and B are true,
this step concludes that A∧ B is true, where A and B can be any for-
mula. A natural deduction proof can use axioms in its proof steps (the
axioms are given by proof steps labeled “Ax”). Natural deduction is se-
mantically complete in that if any higher-order formula φ is true (under
Henkin semantics), there is a natural deduction proof of φ (Henkin,
1950), which is a very useful property for generality.

We can write any natural deduction proof πi as a sequence of proof
steps πi , (πi,1, . . . ,πi,k) by traversing the proof tree in prefix order.
We define a simple generative process for πi:

1. First sample the length of the proof k from a Poisson distribution
with parameter 20.
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Ax
A∧¬A

∧E
A

Ax
A∧¬A

∧E
¬A

¬E
⊥

¬I
¬(A∧¬A)

Figure 12: An example of a proof of ¬(A∧ ¬A). The proof starts with the
axiomA∧¬A. By conjunction elimination (∧E), we conclude from
this axiom that both A and ¬A are true. By negation elimination
(¬E), we conclude from the fact that both A and ¬A are true that
there is a contradiction ⊥. Finally, from the contradiction, via
negation introduction (¬I), we conclude that the negation of the
original axiom is true: ¬(A∧¬A). The tree structure of natural
deduction proofs is visible in this example, where the two leaves
are the axioms at the top and the root is the conclusion at the
bottom.

2. For each j = 1, . . . ,k: Select a deduction rule from the proof
calculus with a categorical distribution. If the Ax rule is se-
lected, then simply take the next available axiom from the theory
T = a1,a2, . . . If the deduction rule requires premises, then each
premise is selected uniformly at random from πi,1, . . . ,πi,j−1.
Some deduction rules will require additional parameters:
a) If the selected rule is conjunction elimination∧E, its premise

is a conjunction φ1 ∧ . . .∧ φn and its conclusion is φi1 ∧
. . .∧φik where {i1, . . . , im} ⊂ {1, . . . ,n} and i1 < . . . < im.
We sample m from a Poisson distribution with parameter
1.5, and each increment ij+1 − ij is sampled from a Poisson
distribution with parameter 2 (the initial index i1 is also
sampled from a Poisson distribution with parameter 2).

b) If the selected rule is disjunction introduction∨I, its premise
is a formula φ and its conclusion is φ∨ψ. We select φ uni-
formly at random from πi,1, . . . ,πi,j−1, as with all other
deduction rules, but we also need to generate ψ. For sim-
plicity, we choose ψ uniformly at random from the set of
all possible logical forms with depth less than N where N
is large. While this is very unrealistic, it is simple to imple-
ment. This approach sufficed in our experiments since they
did not often produce proofs that contained this deduction
rule. A better approach could be to sample ψ from Ha.

c) If the selected rule is universal introduction ∀I, its premise
is a formula φ and its conclusion is ∀x.φ[a 7→ x] where
φ[a 7→ x] is the substitution of the parameter a with the
variable x in the formula φ. As with all other deduction
rules, the premise φ is selected uniformly at random from
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πi,1, . . . ,πi,j−1. The parametera is sampled uniformly from
the set of parameters that appear in φ.

d) If the selected rule is universal elimination ∀E, its premise
is a formula ∀x.φ and its conclusion is φ[x 7→ c] for some
term c. As with all other deduction rules, the premise ∀x.φ
is selected uniformly at random from πi,1, . . . ,πi,j−1. The
term c is drawn from a Chinese restaurant process with
concentration parameter α = 1:

z1 = 1,

zi+1 =

k with probability nk
α+i ,

knew with probability α
α+i ,

,

φi = tzi ,

where t1, t2, . . . is a list of available terms, and φ1,φ2, . . .
are the samples from the CRP (c being among them).

e) If the selected rule is existential introduction ∃I, its premise
is a formula φ[x 7→ c] and its conclusion is ∃x.φ, where x
is a variable and c is a term. As with all other deduction
rules, the premise formula is selected uniformly at random
from πi,1, . . . ,πi,j−1. Note that it is not necessary to replace
every occurrence of c in φ[x 7→c] with x. For example, from
see(kate, kate), we can conclude ∃x.see(x, kate). To se-
lect which occurrences of c to replace with the variable x,
we need to generate a list of indices i1, . . . , im, where each
index identifies a node in the prefix ordering of nodes of the
expression tree ofφ[x 7→c]. For example, in see(kate, kate),
the subexpression with index 1 is see(kate, kate). The
subexpression with index 2 is see. The subexpression with
index 3 is the first occurrence of kate, and so on. So in or-
der to conclude ∃x.see(x, kate) from see(kate, kate), the
list of indices would be {3}. To generate the list of indices
i1, . . . , im where i1 < . . . < im, we first sample m from a
Poisson distribution with parameter 1.5. Next, we sample
each increment ij+1− ij is sampled from a Poisson distribu-
tion with parameter 4 (the initial index i1 is also sampled
from a Poisson distribution with parameter 4).

f) If the selected rule is equality elimination = E, its premises
are a formulaφ[p 7→X] and an equalityX = Y. Its conclusion
is φ[p 7→Y], which is identical to the premise except some of
its occurrence of X have been replaced with Y. But just as
with ∃I above, it is not necessary to replace every occurrence
ofXwith Y. For example, from see(kate, kate) and kate =

sister(matt), we can conclude see(kate, sister(matt)).
So again we need a list of indices i1, . . . , im where i1 <
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. . . < im to indicate which occurrences of X to replace with
Y. We generate this list from the same distribution as the
indices for the ∃I rule, as described above: First sample m
from a Poisson distribution with parameter 1.5. Next, we
sample each increment ij+1 − ij is sampled from a Poisson
distribution with parameter 4 (the initial index i1 is also
sampled from a Poisson distribution with parameter 4).

The above generative process may produce invalid proofs: For exam-
ple, it may produce a forest rather than a single proof tree, or some of
the deduction steps may have premises with types that do not match
the expected type for that deduction step (e.g. the premise of con-
junction elimination ∧E is required to be a conjunction, but the above
process may produce proofs where the premise is not always a con-
junction). Thus, πi is sampled conditioned on πi being a valid proof.
Just aswith p(T) in equation 19, this conditioning causes p(πi | T) to be
intractable to compute. However, only the ratio of the prior probability
is needed for inference, which can be computed efficiently:

p(πi | T ,πi valid)
p(π ′i | T ,π ′i valid)

=
p(πi | T)p(π

′
i valid | T)

p(π ′i | T)p(πi valid | T)
=
p(πi | T)

p(π ′i | T)
. (22)

PWL was initially implemented assuming classical logic, since we
believed that human reasoning aligns most commonly with classical
logic. However, it is easy to adapt PWL to use other logics, such as in-
tuitionistic logic. Intuitionistic logic is identical to classical logic except
that the law of the excluded middle A∨¬A is not a theorem (see figure
30 for an example in the ProofWriter dataset where the two logics
disagree). The interpretable nature of the reasoning module makes
it easy to adapt PWL to other kinds of logic or proof calculi. One of
our experiments uses the ProofWriter dataset, whichwas constructed
with intuitionistic logic. In order to measure the performance of PWL
on the ProofWriter dataset, PWL supports reasoning with both clas-
sical and intuitionistic logic. A flag allows the user to switch between
the two.
We emphasize that all of the parameters in the above prior are fixed,

and so PWL does not learn them from the data. This worked well
enough in our experiments, but a richer prior may be required for
larger theories, where some of the parameters are random variables
and are themselves learned.

3.3 inference and implementation

Having described the generative process for the theory T and proofs
π , {π1, . . . ,πn}, we now describe inference. Given logical forms
x , {x1, . . . , xn}, the goal is to compute the posterior distribution of
T and π such that the conclusion of the each proof πi is xi. That
is, PWL performs abduction: recovering the latent theory and proofs
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Algorithm 6:Pseudocode for proof initialization. If anynewaxiomviolates
the deterministic constraints in section 3.2.1.1, the function returns null.

1 function init_proof(formula A)
2 if A is a conjunction B1 ∧ . . .∧Bn
3 for i = 1 to n do φi = init_proof(Bi)

4 return

φ1 . . . φn
∧I

B1 ∧ . . .∧Bn
5 else if A is a disjunction B1 ∨ . . .∨Bn
6 I = shuffle(1, . . . ,n)
7 for i ∈ I do

8 φi = init_proof(Bi)

9 if φi 6= null return

φi
∨I

B1 ∨ . . .∨Bn

10 else if A is a negation ¬B

11 return init_disproof(B)
12 else if A is an implication B1 → B2
13 if using classical logic
14 I = shuffle(1, 2)
15 for i ∈ I do

16 if i = 1

17 φ1 = init_disproof(B1)

18 if φ1 6= null return

φ1
Ax

B1
¬E

⊥
⊥E

B2 →I
B1 → B2

19 else

20 φ2 = init_proof(B2)

21 if φ2 6= null return

φ2 →I
B1 → B2

22 else if using intuitionistic logic
23 return

Ax
B1 → B2

24 else if A is an existential quantification ∃x.f(x)
25 let C be the set of known constants, numbers, and strings in T , and the

new constant c∗
26 I = swap(shuffle(C))
27 for c ∈ I do

28 φc = init_proof(f(c))

29 if φc 6= null return

φc ∃I
∃x.f(x)

30 else if A is a universal quantification ∀x.f(x)

31 return
Ax

∀x.f(x)
32 else if A is an equality B1 = B2

33 return
Ax

B1 = B2
34 else if A is a set membership statement s(c) where s was defined s = λx.f(x)
35 φ = init_proof(f(c))

36 return
φ

Ax
s = λx.f(x)

=E
s(c)

37 else if A is an atom (e.g. book(great_gatsby))
38 return

Ax
A

39 else return null
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Algorithm 7: Helper function for init_proof (shown in algorithm 6) that
returns a proof that the given formula A is false. If any new axiom violates
the deterministic constraints in section 3.2.1.1, the function returns null.

1 function init_disproof(formula A)
2 if A is a conjunction B1 ∧ . . .∧Bn
3 I = shuffle(1, . . . ,n)
4 for i ∈ I do

5 φi = init_disproof(Bi)

6 if φi 6= null return
φi

Ax
B1 ∧ . . .∧Bn

∧E
Bi

¬E
⊥

¬I
¬(B1 ∧ . . .∧Bn)

7 else if A is a disjunction B1 ∨ . . .∨Bn
8 for i = 1 to n do φi = init_disproof(Bi)

9 return

Ax
B1 ∨ . . .∨Bn

φ1
Ax

B1
¬E

⊥ . . .

φn
Ax

Bn
¬E

⊥
∨E

⊥
¬I

¬(B1 ∨ . . .∨Bn)

10 else if A is a negation ¬B

11 return init_proof(B)
12 else if A is an implication B1 → B2
13 φ1 = init_proof(B1)
14 φ2 = init_disproof(B2)

15 return
φ2

φ1
Ax

B1 → B2 →E
B2

¬E
⊥

¬I
¬(B1 → B2)

16 else if A is an existential quantification ∃x.f(x)

17 return

Ax
size(λx.f(x)) = 0

Ax
∀S(size(S) = 0↔ ¬∃x.S(x))

=E
¬∃x.f(x)

18 else if A is a universal quantification ∀x.f(x)
19 let C be the set of known constants, numbers, and strings in T , and the

new constant c∗
20 I = swap(shuffle(C))
21 for c ∈ I do

22 φc = init_disproof(f(c))

23 if φc 6= null return
φc

Ax
∀x.f(x)

∀E
f(c)

¬E
⊥

¬I
¬∀x.f(x)

24 else if A is an equality B1 = B2

25 return
Ax

B1 6= B2
26 else if A is a set membership statement s(c) where s was defined s = λx.f(x)
27 φ = init_disproof(f(c))

28 return
φ

Ax
s = λx.f(x)

=E
¬s(c)

29 else if A is an atom (e.g. book(great_gatsby))
30 return

Ax
¬A

31 else return null
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that explain/entail the given observed logical forms. Real natural
language is not unambiguous, and real-world observations often have
multiple probable explanations. In addition, there exist sentences that
expresses information about this uncertainty, such as “A liquid water
oceanprobably exists under the surface ofEnceladus.” These sentences
must have been generated with explicit awareness of this uncertainty.
Therefore, rather than inferring a single most probable theory, PWL
endeavors to infer the posterior distribution of the theory given the
observations.
To this end, PWL uses Metropolis-Hastings (MH). PWL performs

inference in a streaming fashion, starting by considering only the first
sentence (i.e. the case n = 1) to obtain MH samples from p(π1, T | x1).
Then, for every new logical form xn, PWL uses the last sample from
p(π1, . . . ,πn−1, T | x1, . . . , xn−1) as a starting point of the Markov
chain and then obtains MH samples from p(π1, . . . ,πn, T | x1, . . . , xn).
Thiswarm-start initialization serves todramatically reduce thenumber
of iterations needed to mix the Markov chain. To obtain the MH
samples, the proof of each new logical form π

(0)
n is initialized using

algorithm6,whereas the proofs of previous logical forms are kept from
the last MH sample. The axioms in these proofs constitute the theory
sample T (0). Then, for each iteration t = 1, . . . ,Niter, MH proposes a
mutation to one or more proofs in π(t). The possible mutations are
listed in table 1. These mutations may change axioms in T (t). Let
T ′, π ′i be the newly proposed theory and proofs. Then, compute the
acceptance probability:

min

{
1,

p(T ′)

p(T (t))

n∏
i=1

p(π ′i | T
′)

p(π
(t)
i | T (t))

g(T (t),π(t) | T ′,π ′)
g(T ′,π ′ | T (t),π(t))

}
, (23)

where g(T ′,π ′ | T (t),π(t)) is the probability of proposing themutation
from T (t),π(t) to T ′,π ′, and g(T (t),π(t) | T ′,π ′) is the probability of
the inverse of this mutation. Since this quantity depends only on the
ratio of probabilities, it can be computed efficiently (see equations 20
and 22). Once this quantity is computed, sample from a Bernoulli
with this quantity as its parameter. If it succeeds, MH accepts the
proposed theory and proofs as the next sample: T (t+1) = T ′ and
π
(t+1)
i = π ′i. Otherwise, reject the proposal and keep the old sample:
T (t+1) = T (t) and π(t+1)i = π

(t)
i . If every possible theory and proof

is reachable from the initial theory by a sequence of mutations, then
with sufficiently many iterations, the samples T (t) and π(t)i will be
distributed according to the true posterior p(T ,π1, . . . ,πn | x1, . . . , xn).
In our experiments, we useNiter = 400 orNiter = 600 iterations of MH,
which we find provides good estimates of the posterior probabilities.
If only a subset of possible theories and proofs are reachable from the
initial theory, theMH samples will be distributed according to the true
posterior conditionedon that subset. Thismaybe good enough formany
applications, particularly if the theories in the subset have desirable
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properties such as superior tractability. However, the subset cannot be
made too small as then PWL would lose generality. Specifically, the
constraints on the theory described in section 3.2.1.1 may cause the
Markov chain to not be irreducible, and so not all possible theories
and proofs are reachable from the initial theory, but we observe in our
experiments that the MH proposals listed in table 1 are sufficient to
reliably find high probability theories and proofs.

The function init_proof in algorithm 6 recursively calls init_
disproof, shown in algorithm 7, which closely mirrors the structure
of init_proof. The purpose of init_proof is to find some proof of a
given higher-order logic formula, or return null if none exists. Its task
is to find a satisfying abductive proof, which is computationally easier
than theorem proving, since new axioms can be created as needed.
The returned proof need not be “optimal” since it serves as the initial
state for MH, which will further refine the proof. The validity of the
proofs is guaranteed by the fact that init_proof only returns valid
proofs and MH only proposes mutations to proofs that preserve the
correctness of the proof.

In algorithm 6, the shuffle function uniformly shuffles its input.
The swap function (called on line 26, in the case of existential quantifi-
cation) will randomly select an element in its input list to swap with
the first element. The probability of moving an element c to the front
of the list is computed as follows: Recursively inspect the atoms in the
formula f(c) and count the number of “matching” atoms: The atoms
t(c) or c(t) is considered “matching” if it is provable in T . Next, count
the number of “mismatching” axioms: for each atom t(c) in the for-
mula f(c), an axiom t ′(c) is “mismatching” if t 6= t ′. And similarly for
each atom c(t) in the formula f(c), an axiom c(t ′) is “mismatching” if
t 6= t ′. Letn be the number of “matching” atoms andm be the number
of “mismatching” axioms, then the probability ofmoving c to the front
of the list is proportional to exp{n− 2m}. This greatly increases the
chance of finding a high-probability proof in the first iteration of the
loop on line 27, and since this function is also used in anMH proposal,
it dramatically improves the acceptance rate. This reduces the number
of MH iterations needed to sufficiently mix the Markov chain.

Note that it is possible for init_proof to fail even if the given log-
ical form is not inconsistent with the other observations. Consider
the case where the observed logical forms are: (1) planet(pluto)∨
dwarf_planet(pluto), and (2) ¬planet(pluto). Suppose the first
logical form is added to the theory, and the last sample of T in the
Markov chain has the axiom planet(pluto), then when PWL adds the
second logical form, ¬planet(pluto), init_proof will fail to find a
valid proof. When this happens, PWL performs 20 randomwalk steps
to change the theory, and then attempts init_proof again. If this fails,
PWL repeats the process: perform another 20 iterations of random
walk and then try init_proof again, etc. We find in our experiments
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Proposal

Probability

of selecting

proposal

Select a grounded atomic axiom (e.g. square(c1)) and propose
to replace it with an instantiation of a universal quantification (e.g.
∀x(rectangle(x)∧ rhombus(x) → square(x))), where the antecedent
conjuncts are selected uniformly at random from the other grounded
atomic axioms for the constant c1: rectangle(c1), rhombus(c1), etc.

1
N

The inverse of the above proposal: select an instantiation of a universal
quantification and replace it with a grounded atomic axiom.

1
N

Select an axiom that declares the size of a set (e.g. of the form
size(λx.state(x)) = 50), and propose to change the size of the set
by sampling from the prior distribution, conditioned on the maximum
and minimum allowable set size (to maintain consistency).

1
N

Select a node from a proof tree in π1, . . . ,πn of type ∨I, → I, or ∃I
(and also disproofs of conjunctions, if using classical logic). These
nodes were created in algorithm 6 on lines 6, 14, and 26, respectively,
where for each node, a single premise was selected out of a num-
ber of possible premises. This proposal naturally follows from the
desire to explore other selections by re-sampling the proof: it sim-
ply calls init_proof again on the formula at this proof node. How-
ever, it is difficult to compute the probability of this proposal if init_
proof is used as written. Instead, we replace the function calls to
shuffle(...) or swap(shuffle(...)) with first(shuffle(...))
or first(swap(shuffle(...))), where first simply returns the first
element from its input list. This makes init_proof much cheaper to
compute, but muchmore likely to fail, since it only considers one possi-
ble proof for the given formula rather than searching over a large space
of possible proofs. In case of failure, this proposal simply tries init_
proof again, and repeats this process until it succeeds. In our exper-
iments, we find that this modified init_proof function fails roughly
70.8% of the time.

1
N

Merge: Select a “mergeable” event; that is, three constants (ci, cj, ck)
such that arg1(ci) = cj, arg2(ci) = ck, and t(ci) for some constant t
are axioms, and there also exist constants (ci′ , cj′ , ck′) such that i ′ > i,
arg1(ci′) = cj′ , arg2(ci′) = ck′ , and t(ci′) are axioms. Next, propose
tomerge ci′ with ci by replacing all instances of ci′ with ci in the proof
trees, cj′ with cj, and ck′ with ck. This proposal is not necessary in
that these changes are reachable by a sequence of other proposals, but
those proposals may have low probability, and so this proposal serves
to more easily escape local maxima.

α
N

Split: The inverse of the above proposal. β
N

Table 1: A list of the Metropolis-Hastings proposals implemented in PWL
thus far. N, here, is a normalization term: N = |A|+ |U|+ |C|+ |P|+

α|M|+ β|S| where: A is the set of grounded atomic axioms in T (e.g.
square(c1)),U is the set of universally-quantified axioms that can be
eliminated by the second proposal, C is the set of axioms that declare
the size of a set (e.g. size(A) = 4), P is the set of nodes of type∨I,→I,
or ∃I (and also disproofs of conjunctions, if using classical logic) in
the proofs π1, . . . ,πn,M is the set of “mergeable” events (described
above), and S is the set of “splittable” events. In our experiments,
α = 2 and β = 0.001.
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that during proof initialization, init_proof returns null 72.5% of the
time on the question-answering task of the ProofWriter dataset when
using classical logic (not counting the invocations of init_proof by
the fourth MH proposal in table 1). However, when we switch to in-
tuitionistic logic, init_proof did not return null on the same dataset.
This is due to the fact that under classical logic, the formula A → B

is equivalent to ¬A∨ B, and so init_proof will attempt to prove either
¬A or B is true, but this equivalence is not necessarily true under intu-
itionistic logic. The examples in ProofWriter contain many instances
of A→ B but not ¬A∨B.

MH can become stuck in regions of locally high probability, and
unless it is run for significantly more iterations, it will be unable to
find globally optimal regions of the space of theories and proofs. To
help alleviate this, at every 100th iteration, we perform 20 steps of
a random walk: Each step is an MH step, only using the third and
fourth proposal in the table 1, and every MH proposal is accepted
regardless of its acceptance probability. This re-initialization is in
many ways analogous to a random restart and can help to escape from
local maxima.

We emphasize that while the generative process describes deductive
reasoning, the inference algorithm is that of abductive reasoning (coupled
with deductive reasoning for consistency checking).

3.3.1 Computing the semantic prior p(x∗ | x)

An important quantity that PWL needs to compute is the semantic prior
p(x∗ | x), which is the probability of a new logical form x∗ given a set
of previously observed logical forms x , {x1, . . . , xn}. The quantity is
neededwhen reading a sentence, in order to rerank the list of candidate
logical forms, and is the principal way in which semantic information
from the theory is incorporated during reading. PWL also computes
this quantity when answering true/false or multiple-choice questions,
since it can compare the probability of one logical form versus another.
This expression can be written

p(x∗ | x) =
p(x1, . . . , xn, x∗)
p(x1, . . . , xn)

. (24)
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The numerator and denominator are approximated with a sum over
the possible theories T and proofs π:

p(x1, . . . , xn) =
∑
T ,π

p(T)

n∏
i=1

1{πi is a proof of xi} p(πi | T), (25)

≈
∑

T (t),π(t) distinct
samples from T ,π|x

p(T (t))

n∏
i=1

p(π
(t)
i | T (t)), (26)

p(x1, . . . , xn, x∗) =
∑
T ,π,π∗

p(T) 1{π∗ is a proof of x∗} p(π∗ | T)
n∏
i=1

1{πi is a proof of xi} p(πi | T), (27)

≈
∑

T (t),π(t),π(t)
∗ distinct

samples from T ,π,π∗|x

p(T (t))p(π
(t)
∗ | T (t))

n∏
i=1

p(π
(t)
i | T (t)). (28)

Since the quantity in equations 25 and 27 are intractable to compute,
PWL approximates themby sampling from the posterior T ,π1, . . . ,πn |

x1, . . . , xn and summing over the distinct samples. Although this
approximation seems crude, the sum is dominated by a small number
of the most probable theories and proofs, and MH is an effective way
to find them, as we observe in experiments. But it may be promising
to explore other approaches to compute this quantity, such as Luo
et al. (2020). In many applications, we do not need to compute the
denominator. For example, if we wish to determine which of two
logical forms ismore probable, x∗ or x+, given the previously observed
logical forms x, we can approximate the ratio

p(x∗ | x1, . . . , xn)
p(x+ | x1, . . . , xn)

=
p(x1, . . . , xn, x∗)
p(x1, . . . , xn, x+)

, (29)

using the sampling procedure. The term p(x1, . . . , xn) appears in both
the numerator and denominator, and so it cancels.

3.4 key design choices and future directions

Many of the design choices in the design and implementation of the
reasoningmoduleweremade for the ease of implementation and rapid
prototyping. As a result, there is significant room for improvement on
many aspects of this module. For example, the prior on the theory
p(T) is very simple. The real world has much richer structure, with an
ontology of types. A better prior for T would explicitly generate this
hierarchical ontology, along with mutual exclusion and subsumption
relationships.
While our prior for entity names prefers that each entity has a small

number of names (usually 1), it does not prefer that each name refers
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to a small number of entities. A better choice of prior would be one
where the mapping between entities and names is closer to one-to-one.
An even better approach would be to alter the prior on the theory p(T)
so that with some probability, each generated relation is one-to-one
(or very close to one-to-one). The name relation would be specified as
one-to-one, and we would not need a separate prior for entity names.

The largest bottleneck in PWL is consistency checking, performed
by provable (algorithm 1) along with its helper functions. These al-
gorithms take into account every axiom in the theory, regardless of
whether or not the axiom is related to the formula argument A. Find-
ing a way to relax this would substantially improve the scalability to
larger theories that contain many more axioms. For instance, prov-
able could be modified to only consider axioms that are sufficiently
relevant to the formula argumentA. This would require appropriately
defining “relevance” and to be permissive of at least some inconsisten-
cies. One natural question that arises is whether the inconsistencies
should be part of the model or a consequence of approximate infer-
ence. Furthermore, provable currently does not consider all possible
proofs of the given formula A. While this sufficed in our experiments,
there may be cases where it does not. Further exploration is needed to
identify such cases and to find ways to extend provable to consider
additional proof paths as appropriate.
Related to this issue is the algorithm for checking the consistency

of set sizes (algorithm 5). This algorithm has exponential running
time in the worse-case, even though it always terminates quickly in
our experiments. Further exploration is needed here, as well, to find
cases where the running-time is problematic. In the same vein as
consistency checking above, one possible way to resolve theworst-case
complexity issue is to modify the algorithm to only consider a small
number of “relevant” sets, rather than all known sets in the theory. In
addition, PWLdoes not find all possible inconsistencies in set sizes. For
example, consider the collection of set size axioms size(λx.cat(x)) =
3, size(λx.small(x)) = 2, and size(λx(cat(x) ∨ small(x))) = 10.
Again due to the fact that |A∪B| = |A|+ |B|− |A∩B| for any two setsA
and B, it must be the case that the set λx(cat(x)∨ small(x)) has size at
most 5. But algorithm 5 will only provide an upper bound on the size
of a set A if that set is a subset of another set A ⊂ S (and is therefore
part of a clique of subsets of S that are mutually disjoint). Future work
to extend the consistency checking of set sizes to handle the above case
is welcome.
The prior for the proofs p(πi | T) is very simple. The premises

of each proof step are sampled uniformly at random from the set
of available logical forms, which grows linearly with the size of the
proof. Thus, longer proofs will be unfairly penalized by this prior.
This was not a problem in our experiments as the proofs tended to
be fairly short. A more realistic prior would be more directed and
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context-aware. For example, if a logical form is being generated for
a sentence that is part of a conversation about astronomy, then the
next logical form is more likely to utilize constants and axioms from
the domain of astronomy. A more realistic prior would also generate
reusable proof fragments, which can be used multiple times across
proofs. An alternate approach for generating proofs could be to use
a compositional exchangeable distribution such as adaptor grammars
(Johnson, Griffiths, and Goldwater, 2006).

The init_proof function (algorithm 6) attempts to find a proof of a
given logical form (creating axioms as needed) without any modifica-
tions to existing axioms in the theory. As a result, it may fail to a find
a proof if there is an axiom that is inconsistent with the given logical
form, even if the logical form is consistent with all other observed logi-
cal forms. While we described a workaround above, the random walk
approach is unfocused: and for large theories, it is unlikely to change
the specific axioms that are inconsistent with the given logical form. A
better approach would be to focus the random walk on these axioms.
Perhaps a better approach is to allow init_proof to change existing
axioms to accommodate the new proof.
The first MH proposal in table 1 is simple but restrictive: the an-

tecedent conjuncts and the consequent are restricted to be atomic. The
inference would be able to explore a much larger and semantically
richer set of theories if the antecedent or consequent could contain
more complex formulas, including other quantified formulas. In ad-
dition, the inference algorithm sometimes becomes stuck in local max-
ima, requiring more MH iterations to find more global maxima. One
way to improve the efficiency of inference is to add a newMHproposal
that specifically proposes to split or merge types. For example, if the
theory has the axioms cat(c1) and dog(c1), this proposal would split
c1 into two concepts so that cat(c1) and dog(c2) are axioms. Without
this new proposal, this transformation is still reachable via successive
applications of the 4th proposal in table 1, but if both axioms are used
in multiple proofs each, the intermediate proposals would have very
low probability. This kind of type-based Markov chain Monte Carlo is
similar in principle to Liang, Jordan, and Klein (2010).

The MH proposal distribution in PWL is very naive, picking a pro-
posal almost uniformly at random. This is potentially very wasteful,
especially when the number of proofs is high and/or the proofs are
large. A better algorithm would be aware of the task at hand. For
example, if the current task is to answer a question about geography,
theMHproposals should focus on proofs of logical forms related to ge-
ography, and very rarely select a proof of a logical form in an unrelated
domain.

The experiments did not have any situations where there was sig-
nificant uncertainty in the theory, and so it sufficed to use a single
Markov chain for inference. However, if the true posterior of the the-
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ory is multi-modal, a single Markov chain might only be able to find
one of the modes, especially if the regions between the modes have
low probability. Using multiple Markov chains would provide a more
robust approximation of the posterior.

The following list summarizes the key design choices discussed in
this chapter:

• The prior for the theory p(T) was chosen to be fairly simple and
flat in structure. Even so, it has the property that larger and
more complex theories have lower probability (Occam’s razor).
While this worked sufficiently well in our experiments, a richer
prior, such as one that includes an explicit ontology, would be
preferable.

• However, the theory prior is not so simple as to treat entity names
and sets in the same way as it treats other objects. The prior on
entity nameswas chosen in order to encourage each entity to have
a small number of names, and this aligns with our assumption
that the name relation is almost one-to-one.

• The reasoning module contains a specialized “submodule” for
reasoning about sets, and a data structure to facilitate this. We
chose to do so since a large part of reasoning in natural lan-
guage is reasoning over collections of objects. Language has
many built-in features that enable the seamless communication
of information about such collections.

• The set reasoning component, along with the provable func-
tion (algorithm 1) and its helper functions, provides PWL with
a way to check for the consistency of the theory. This does not
search over all possible proofs, as such an approach would never
terminate (e.g. provable_by_exclusion in algorithm 2 explic-
itly avoids searching for nested proofs by exclusion). But the
coverage of this approach is evidently sufficient to find the con-
tradictions that arise when reading natural language sentences
in our experiments.

• The consistency checking is unfocused: when checking for the
consistency of a new axiom, PWL currently attempts to find in-
consistencies with respect to every other axiom in the theory,
no matter how unrelated. This approach is computationally ex-
pensive but conceptually simple, since we can avoid questions
about how to measure “relatedness” and whether logical incon-
sistencies are part of the model or a consequence of approximate
inference.

• The prior for the proofs p(πi | T)was also chosen to be fairly sim-
ple. The premises for each proof step are sampled uniformly at
random from the conclusions of the previous proof steps, which



3.4 key design choices and future directions 57

while simple, is highly unrealistic. Human reasoning is much
more directed, and relies on common proof fragments that are
re-used across proofs.

• The proof initialization function init_proof (algorithm 6) at-
tempts to find a proof for the given logical form, creating new
axioms as needed. Its recursive structure over the expression
tree of the logical form allows init_proof to handle a wide va-
riety of logical forms, while keeping the axioms simple. A naive
alternative would be to simply add the given logical form as an
axiom, but this would only move the complexity from proof ini-
tialization to the MH proposals. init_proof does not consider
proofs that utilize existing theorems in the theory.

• In addition, init_proof does not try to modify already existing
axioms in order to make the theory consistent with the new
logical form. In this case, we perform 20 steps of a random
walk to modify the existing axioms in the theory, with the hope
that they become consistent with the new logical form. This
procedure is unguided, and a better alternativewould be to focus
on changing the specific axioms that led to the inconsistency.

• In init_proof, the swap function (on line 26) reorders the possi-
ble instantiations of an existential quantifier in order to produce a
proofwith higher prior probability, thereby reducing the number
of MH iterations needed to find a good theory and proofs.

• PWL uses a fairly simple set of MH proposals (listed in table
1). The fourth proposal in the list was designed to explore the
other possible proofs thatmay be constructed by the init_proof
function. It is also fairly easy to implement since it can use a
slightly modified version of the init_proof function. However,
this proposal will select proof nodes uniformly at random to
resample, regardless of the size of the proof at that node. init_
proof will then proceed to try resampling the full proof. If the
selected proof is large, it may require many attempts of init_
proof to find a new proof. An alternate approach that only
resamples fragments of proofs may perform better.

• PWL has a MH proposal specifically to change the sizes of sets.
This proposal is not strictly necessary since the fourth proposal
can achieve the same thing, but to do so would require more iter-
ations, since it would need to select the appropriate proof node.
This proposal also helps to ensure that MH is able to sufficiently
explore the space of possible set sizes. However, if the selected
set is equivalent to another known set, then our algorithms for
finding the upper and lower bound for the size of the selected
set will return the same size, essentially wasting an MH step. To
avoid this, this step should instead simultaneously change the
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sizes of all sets that are equivalent to the selected set. In our
graph-based data structure for maintaining the consistency of
set sizes, this entails finding the strongly-connected component
that contains the vertex that corresponds to the selected set, con-
tracting the component into a single vertex, and then continuing
with our algorithms to find the lower and upper bound on the
size of the set that corresponds to this vertex.

• PWL also includes a split and merge proposals for MH, where
it proposes to merge repeated events in the theory, or split an
event into two. This is helpful in a case such as when two entities
have the same name. The merge operation will propose merging
these two entities into a single entity (and the two name events
into a single event). In principle, repeated applications of the
fourthMH proposal could produce the same result, but it would
requiremore iterations. The split proposal is necessary to ensure
that the MH acceptance probability is not 0, but the probability
of proposing a split is set very low, since the prior on the theory
p(T) favors smaller theories.

• At every 100th iteration of MH, we perform 20 steps of a random
walk, akin to a “random restart” in optimization. This helps MH
to escape regions of locally high probability and hopefully find
regions of globally high probability.

• We chose to compute the semantic prior by using MH to find
distinct high-probability samples of the theory and proofs. MH
is an effective way to find high-probability regions of the space
of theories and proofs.



4
LANGUAGE MODULE

In the previous chapter, we described the reasoning module,
which constitutes one half of PWL. In this chapter, we present
the other half: the language module. This module governs
the relationship between the logical forms and the natural lan-
guage utterances. A mathematical description of the model is
provided in section 4.2. In section 4.3.1, we describe the al-
gorithms for training and parsing, including details on their
implementation. In section 4.4, we apply this parsing approach
to the GeoQuery and Jobs datasets (Tang and Mooney, 2000;
Zelle and Mooney, 1996), using the Datalog representation of
the provided logical form labels, and demonstrate that the ac-
curacy of the parsed logical forms is comparable to that of the
state-of-the-art on these datasets. Since the Datalog represen-
tation in these datasets are fairly domain-specific, we present
a new wide-coverage semantic representation based on higher-
order logic in section 4.5.

Accurate andefficient semantic parsing is a long-standinggoal in nat-
ural language processing. Existing approaches are quite successful in
particular domains (Dong and Lapata, 2016; Kwiatkowski et al., 2013,
2010, 2011; Li, Liu, and Sun, 2013; Liang, Jordan, and Klein, 2013; Rabi-
novich, Stern, and Klein, 2017; Wang, Kwiatkowski, and Zettlemoyer,
2014; Wong and Mooney, 2007; Zettlemoyer and Collins, 2005, 2007;
Zhao and Huang, 2015). However, they are largely domain-specific,
relying on additional supervision such as a lexicon that provides the
semantics or the type of each token in a set (Dong and Lapata, 2016;
Kwiatkowski et al., 2010, 2011; Liang, Jordan, and Klein, 2013; Rabi-
novich, Stern, and Klein, 2017; Wang, Kwiatkowski, and Zettlemoyer,
2014; Zettlemoyer and Collins, 2005, 2007; Zhao and Huang, 2015), or
a set of initial synchronous context-free grammar rules (Li, Liu, and
Sun, 2013; Wong and Mooney, 2007). To apply the above systems to
a new domain, additional supervision is necessary. When beginning
to read text from a new domain, humans do not need to re-learn ba-
sic English grammar. Rather, they may encounter novel terminology.
With this in mind, our approach is akin to that of (Kwiatkowski et
al., 2013) where we provide domain-independent supervision to help
train a semantic parser. More specifically, PWL restricts the rules that
may be learned during training to a set that characterizes the general
syntax of English. While we do not explicitly present and evaluate
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an open-domain semantic parser, we hope our work provides a step in
that direction.

Knowledge plays a critical role in natural language understanding.
Even seemingly trivial sentences may have a large number of ambigu-
ous interpretations. Consider the sentence “Ada started the machine with
the GPU,” for example. Without additional knowledge, such as the fact
that “machine” can refer to computing devices that contain GPUs, or
that computers generally contain devices such as GPUs, the reader can-
not determine whether the GPU is part of the machine or if the GPU is
a device that is used to start machines. Context is highly instrumental
to quickly and unambiguously understand sentences.
In contrast to most semantic parsers, which are built on discrimina-

tive models, our model is fully generative: To generate a sentence, the
logical form is first drawn from a prior. A grammar then recursively
constructs a derivation tree top-down, probabilistically selecting pro-
duction rules from distributions that depend on the logical form. The
generative nature of the semantic parsing model allows it to fit seam-
lessly into our larger model. The semantic prior distribution provides
a straightforward way to incorporate background knowledge, such as
information about the types of entities and predicates, or the context
of the utterance. In fact, to fit this semantic parsing model into our
larger model, the semantic prior is simply replaced with our distribu-
tion of logical forms conditioned on the theory p(πi | T). Additionally,
our generative model presents a promising direction to jointly learn
to understand and generate natural language. In addition, our parser
can return partial parses of sentences, which is useful for sentences
that contain a small number of unseen words, such as definitions of
new tokens. This can be exploited to learn new tokens and concepts
outside of training.

4.1 hierarchical dirichlet processes

Before introducing the model for the language module in the next
section,wefirst providebackgroundon inference inDirichlet processes
using Gibbs sampling, and on hierarchical Dirichlet processes, which
constitute a central component in the language module of PWM. Later
in this section, we present a novel application of the HDP to model
distributions that depend on discrete structures, such as sequences,
tree, logical forms, etc, which we use for structured prediction. See
section 3.1 for background on the definition of Dirichlet processes and
Chinese restaurant processes.

gibbs sampling for dirichlet processes: The Chinese restau-
rant process (CRP) representation of the Dirichlet process enables ef-
ficient inference using Markov chain Monte Carlo (MCMC) methods.
Suppose that we are given y , {y1, . . . ,yn} observations and we wish
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to infer the values of the latent variables: φi and zi (using the same
notation as section 3.1). A Gibbs sampling algorithm can be derived,
where initial values for φi and zi are selected, φ(0)

i and z(0)i , and for
each iteration t, we sample new values of φ(t)

i and z(t)i . One straight-
forward initialization for φ(0)

i and z(0)i is to assign each observation
to its own table: φ(0)

i = yi and z(0)i = i for i = 1, . . . ,n. Note that the
value of φ(t)

i is deterministic and equal to y
z
(t)
j

for all z(t)j = i. Thus,
only z(t)i needs to be sampled at each iteration (for all i = 1, . . . ,n). In
Gibbs sampling, each random variable is sampled from its conditional
distribution given all other variables: z(t+1)i ∼ zi | φ

(t), z(t)−i ,y.

p(zi | φ, z−i,y) ∝ p(z,φ,y), (30)

= p(z1, . . . , zn)
∏
j=1

p(φj)

n∏
j=1

p(yj | φ, zj), (31)

∝ p(zπ(1), . . . , zπ(n))1{yi = φzi}, (32)

p(zi = k | φ, z−i,y) ∝

1{yi = φk} nk
α+n−1 if nk > 0,

1{yi = φk}
p(φk=yi)α
α+n−1 if nk = 0,

(33)

where nk is the number of customers sitting at table k not including
the ith customer,φ , {φ1,φ2, . . .} and z−i = z \ {zi} is the set of all zj
except zi, and 1{·} is 1 if the condition is true and zero otherwise. In this
derivation, we used exchangeability to change the order of the table
assignments z so that zi is the last assignment. After sufficiently many
iterations, the distribution of the samples φ(t)

i and z(t)i will approach
the true posterior p(φ, z | y).

Note that this presentation of the DP differs from the classical pre-
sentation, where the DP is part of a mixture model, as in:

G ∼ DP(α,H), (34)
θ1, θ2, . . . ∼ G, (35)

yi ∼ F(θi), (36)

where F(θi) is a distribution with parameter θi. If H is a conjugate
prior of F, then an efficient Gibbs sampling algorithm is available, for
example if H is a Dirichlet distribution and F is a multinomial, or if
both H and F are normal distributions. In this thesis, F is assumed to
be the delta function (the distribution whose samples are identical to
the input parameter), and no assumptions are made on H other than
there exists an efficient way to compute the prior probability p(φi).

4.1.1 Hierarchical Dirichlet processes

The DP can be used as a component in larger models. The hierarchi-
cal Dirichlet process (HDP) (Teh et al., 2006) is a hierarchy of random
variables, where each random variable is a distributed according to a
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Dirichlet process whose base distribution is given by the parent node
in the hierarchy. Suppose each observation yi is coupled with a pa-
rameter xi that indicates the source node from which to sample the
observation. Let the label of the root node in the hierarchy be 0, and
the model can be written:

Gn ∼

DP(α0,H) if n = 0,

DP(αn,Gparent(n)) otherwise,
(37)

yi ∼ G
xi , (38)

for all nodes in the hierarchy n. An equivalent “Chinese restaurant”
representation may be written, which is coined a Chinese restaurant
franchise (CRF), where each node n has a restaurant. For simplicity,
assume that all xi are leaf nodes, then the CRF is written:

φ1,φ2, . . . ∼ H, (39)
zn

1 = 1, (40)

zn

i+1 =

k with probability nn

k

αn+i ,

knew with probability αn

αn+i ,
(41)

ψn

i =

φz0

i
if n = 0,

ψ
parent(n)
zn

i
otherwise,

(42)

yi = ψ
xi
ui+1

, (43)

for all nodes in the hierarchyn, wherenn

k , #{j 6 i : zn

j = k} is the num-
ber of customers at node n sitting at table k, knew , max{zn

1, . . . , zn

i }+ 1

is the next available table at node n, and ui , #{j < i : xj = xi} is the
number of previous observations drawn fromnode n. In this extended
metaphor, whenever a customer sits at a new table in the restaurant at
node n 6= 0, a “new customer” appears in the parent node parent(n)
which corresponds to this table. Theψn

i are the samples fromGn. Note
that the above model is valid only when xi is a leaf node. If xi were a
parent node, then the output samples ψxij are used by both the child
nodes of xi as well as the observations yi. In the restaurant metaphor,
the customers at node xi not only come from its child nodes but also
from the observations. In this case, the ψxij that are assigned to the
observations come after those assigned to child nodes (the order does
not actually matter thanks to exchangeability, so long as the samples/
customers are partitioned between the two). More precisely, yi would
be equal toψxicn+ui+1

where cn = max{zc

i : c ∈ children(n)} is the num-
ber of ψxij used by the child nodes of n (i.e. the number of customers
that come from the child nodes of n).



4.1 hierarchical dirichlet processes 63

inference: The Gibbs sampling update can be derived similarly to
the DP case: Given (x,y, z), φ and ψ can be computed deterministi-
cally. Thus we only need to sample each zn

i :

p(zn

i | φ,ψ, z−n, zn

−i, x,y) ∝ p(z,φ,ψ, x,y), (44)

=
∏
j=1

p(φj)
∏

n

p(zn

1, zn

2, . . .)
∏
j=1

p(ψn

j |φ,ψ−n, zn

j )
∏
j=1

p(yj|ψ, xj),

(45)

∝

p(z0

π(1), z
0

π(2), . . .)1{ψ
0

i = φz0

i
} if n = 0,

p(zn

π(1), z
n

π(2), . . .)1{ψ
n

i = ψ
parent(n)
zn

i
} otherwise,

(46)

p(zn

i = k | φ,ψ, z−n, zn

−i, x,y) ∝ (47)

1{ψ0

i =φk}
n0

k

α0+n0
if n = 0,nn

k > 0,

1{ψ0

i =φnew}
p(φnew=ψ0

i)α
0

α0+n0
if n = 0,nn

k = 0,

1{ψn

i =ψ
parent(n)
k }

nn

k

αn+nn
if n 6= 0,nn

k > 0,

1{ψn

i =ψ
parent(n)
new }

fparent(n)(ψn

i )α
n

αn+nn
if n 6= 0,nn

k = 0,

(48)

where nn

k is the number of customers at node n sitting at table k not in-
cluding the customer currently being resampled, nn is the total number
of customers at node n (also not including the current customer), and
fm(v) is shorthand for p(ψm

new = v | φ,ψ, z−n, zn

−i, x,y) for any node
m. Note that in the case where n 6= 0, sampling zn

i requires computing
fparent(n)(ψn

i ), i.e. the probability of a customer at node n choosing to
sit a “new” table p(ψparent(n)

new ). This value can be computed recursively,
so if the node m 6= 0:

fm(v) =
αmfparent(m)(v)

αm +nm
+
∑

{k ′:nm

k ′>0}

nm

k ′1{ψ
parent(m)
k ′ = v}

αm +nm
. (49)

In the case where m = 0:

f0(v) =
α0p(φnew = v)

α0 +n0
+
∑

{k ′:n0

k ′>0}

n0

k ′1{φk ′ = v}

α0 +n0
. (50)

If zn

i is sampled to be a “new” table, a new customer will appear in the
parent node of n, and its table assignment must be sampled next. This
new customermay itself be assigned to a new table, and so this process
continues recursively until a customer sits at a non-empty table, or a
customer sits at an empty table at the root node 0. The computation
required in this recursive sampling procedure overlaps heavily with
that in computing the probabilities in equations 49 and 50, so they
should be done simultaneously to avoid wasted computation.
In our code, for each iteration of Gibbs sampling, we traverse the

tree nodes n in prefix order, and resample zn

i in random order.
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In many applications, including in PWL, we need to compute the
probability of a new observation yn+1, given its source node xn+1 and
previous observations (x,y):

p(yn+1 | xn+1, x,y) =
∫
p(yn+1 | xn+1, z)p(z | x,y)dz, (51)

≈ 1

Nsamples

∑
z(t)∼z|x,y

p(yn+1 | xn+1, z(t),φ(t),ψ(t)). (52)

The integral is approximated as a sum over posterior samples of z,
which can be obtained using the MCMC algorithm described above.
However, we find in our experiments that the posterior is concentrated
at a single point, and it suffices to keep only the final sample (i.e.
Nsamples = 1) as a point estimate of z,ψ,φ. In either case, we can
compute the quantity within the sum:

p(yn+1 | xn+1, z,φ,ψ) = p(ψxn+1new = yn+1 | z,φ,ψ). (53)

This quantity can be computed as in equations 49 and 50 (but since
we are not resampling zn

i , we don’t exclude any customers in the nm

k

terms).
The above can be extended to the case where rather than 1 new

observation, there are k new observations, and we want to compute
their joint probability:

p

( k⋂
i=1

yn+i

∣∣∣∣ x,y,
k⋂
i=1

xn+i

)

=

k∏
i=1

p

(
yn+i

∣∣∣∣ x,y,
i⋂
j=1

xn+j,
i−1⋂
j=1

xn+j

)
. (54)

So to compute this, first compute the probability of the first observation
yn+1 alone. Next, add (xn+1,yn+1) to the HDP (treat them as part of
x and y) and compute the probability of yn+2 alone. Repeat until all k
probabilities are computed and then return the product. We observe
that the joint probability does not factorize over each observation. This
is due to the “rich get richer” effect observed in the Chinese restaurant
process: If one observation is sampled, the same observation is more
likely to be sampled in the future, since future customers are more
likely to sit at tables with existing customers. And so the distribution
is not i.i.d.
But as the number of customers n becomes very large, the effect of

α and any single customer on the distribution of the next observation
becomes negligible, and so the distribution becomes more i.i.d.:

lim
n→∞p

( k⋂
i=1

yn+i

∣∣∣∣x,y,
k⋂
i=1

xn+i

)
= lim
n→∞

k∏
i=1

p

(
yn+i

∣∣∣∣x,y,
k⋂
i=1

xn+i

)
.

(55)
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This fact can be useful when approximating

p

( k⋂
i=1

yn+i

∣∣∣∣ x,y,
k⋂
i=1

xn+i

)
≈

k∏
i=1

p

(
yn+i

∣∣∣∣ x,y,
k⋂
i=1

xn+i

)
, (56)

when n is large.

learning the concentration parameter α: We learn the con-
centration parameter from the data by placing a Gamma prior on α:

αn ∼ Gamma(an,bn). (57)

An auxiliary variable sampling method can be used to infer α, which
is described in appendix A of Teh et al. (2006) and section 6 of Escobar
and West (1995). The Gibbs sampling step for αn is:

sn ∼ Bernoulli
(

nn

αn +nn

)
, (58)

wn ∼ Beta(αn + 1,nn), (59)
αn ∼ Gamma(an + max{zn

i }− s
n,bn − logwn). (60)

Here, max{zn

i } is the number of occupied tables in restaurant n. The
above updates assume that each node n has an independent αn. How-
ever, in many scenarios, we wish to tie the concentration parameters
together to improve statistical efficiency. Suppose we constrain all the
concentration parameters at each level in the hierarchy to be equal.
Let L(n) be defined as the level of the node n (i.e. L(0) = 0 and
L(n) = L(parent(n)) + 1). Let αi be the concentration parameter at
level i, and so αn = αL(n). Let its prior be αi ∼ Gamma(ai,bi). Then,
the Gibbs sampling step for αi is:

αi ∼ Gamma

ai + ∑
{n:L(n)=i}

(max{zn

i }− s
n),bi −

∑
{n:L(n)=i}

logwn

 . (61)

This is the approachwe implement in PWLwhen training the language
module. PWL has several HDP hierarchies, and each has its own set
of hyperparameters a and b. As an example, for one such hierarchy
in PWL (corresponding to the nonterminal VPR), the hyperparameters
are a1 = 100,a2 = 10,b1 = 0.1,b2 = 1, but the other hierarchies have
similar values for their hyperparameters.

4.1.2 Inferring the source node x

The above describes how to obtain posterior samples of z (and there-
fore, φ and ψ), given a set of observations yi and the corresponding
nodes xi from which they were sampled. But now consider the case
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where the x are randomvariables, andwe encounter a newobservation
y∗, but the source node x∗ (from which y∗ was sampled) is unknown,
and we would like to infer it. That is, we would like to compute:

arg max
x∗

p(x∗|y∗, x,y) = arg max
x∗

p(x∗)

∫
p(y∗|x∗, z)p(z|x,y)dz, (62)

≈ arg max
x∗

p(x∗)

Nsamples

∑
z(t)∼z|x,y

p(y∗ | x∗, z(t),ψ(t),φ(t)). (63)

where p(y∗ | x∗, z,ψ,φ) = p(ψx
∗

new=y∗ | z,ψ,φ).

Again, this quantity is computedas in equations 49 and50. The arg max
over this objective is a discrete optimization problem, which, if solved
naïvely, would require computing the objective function for every node
n in the tree. This is intractable if the tree is very large. Therefore, we
present a branch-and-bound algorithm to perform this optimization
efficiently.

Algorithm 8: Pseudocode for a generic brand-and-bound algorithm for
k-best discrete optimization.

1 function branch_and_bound(objective function f, heuristic h, domain X)
2 C is an empty list
3 Q is an empty priority queue
4 Q.push(X,∞)

5 while Q not empty do

6 (S, v) = Q.pop()
7 if S = {x} is a singleton
8 C.add(x, f(x))
9 else

10 (S1, . . . ,Sn) = branch(S)
11 for i = 1, . . . ,n do

12 Q.push(Si,h(Si))

/* check termination condition */
13 if there are k elements in C with priority at least v
14 break

15 return C /* the k elements of X that maximize f */

Branch-and-bound (Land and Doig, 1960) is a method for solving
discrete optimization problems. Pseudocode is shown in algorithm
8. Given an objective function f, heuristic h, and search space X, the
algorithm returns the k-best elements of X that maximize the objective
f. The algorithm requires that the heuristic h be an upper bound for f.
That is, for any set S,

h(S) > max
x∈S

f(x). (64)

The algorithm begins by considering the full search space X. A pro-
cedure called branch then partitions X into n disjoint subsets Xi (this
procedure is specific to the optimization problem). Each subset is
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pushed onto the priority queue, with its key given by the heuristic
h(Xi). Then, for each iteration of the main loop, pop a set S from
the priority queue, and repeat the process: using branch, partition
S into (S1, . . . ,Sn), and then push each subset into the priority with
key h(Si). If S = {x} is a singleton set only containing the element x,
then add it to a list of potential solutions. The algorithm terminates
when there are k potential solutions whose objective function values
are at least the priority of S, or when the priority queue becomes empty.
Once the algorithm terminates, the objective function values of the re-
turned solutions are at least as large as the heuristic of the remainder
of the search space. And since h is an upper bound for f, the returned
solutions are guaranteed to be optimal.

We develop a branch-and-bound algorithm to perform the optimiza-
tion in equation 63. The HDP hierarchy provides a convenient search
tree structure for the optimization. Let D(n) be the set of descendent
nodes of n, including n itself. The function branch(D(n)) is defined to
partitionD(n) into ({n},D(c1), . . . ,D(cn))where ci are the child nodes
of n. We define a heuristic for D(n):

h(D(n)) =
hx(D(n))

Nsamples

Nsamples∑
t=1

max
{k:nn

k>0}
{1{ψn

k = y∗},p(ψn

new = y∗)} (65)

where hx(S) is an upper bound on the prior hx(S) > maxx∈S p(x), the
max is taken over all occupied tables in the restaurant at node n, and
the references to ψ within the sum are for the tth sample, ψ(t). D(n)

can be sparsely represented in the implementation as a simple pointer
to n. The heuristic is convenient since it can be computed only using
the information available at node n, and so its running time is not a
function of the size of theHDP hierarchy, as long as the heuristic on the
prior hx(·) is easy to compute. Furthermore, our algorithm avoids the
recursion in the computation of p(ψn

new), since the term p(ψ
parent(n

new ))

was already computed in the computation of the heuristic for the parent
node, and our algorithm re-uses it in future heuristic evaluations.

Thm 1. The heuristic h(D(n)) is an upper bound on maxx∈D(n) f(x) where
f is the objective function given by equation 63.

Proof. Consider any nodem ∈ D(n) a descendant ofn, and anyMCMC
sample t. We first aim to show that the quantity within the sum is an
upper bound:

max
{k:nn

k>0}
{1{ψn

k = y∗},p(ψn

new = y∗)} > p(y∗|x = m, z(t),ψ(t),φ(t)).

(66)
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Since the right-hand side is equal top(ψm

new = y∗), the bound is trivially
true in the case where m = n. So we can assume without loss of
generality that m 6= n, and the right-hand side can be written:

p(y∗ | x = m, z(t),ψ(t),φ(t)) = p(ψm

new = y∗), (67)

=
αmp(ψ

parent(m)
new = y∗)

αm +nm
+
∑

{k ′:nm

k ′>0}

nm

k ′1{ψ
parent(m)
k ′ = y∗}

αm +nm
, (68)

according to equation 49. Since this expression is a convex combination
of 1{ψparent(m)

k ′ = y∗} and p(ψparent(m)
new = y∗), it is bounded above by:

6 max
{k ′:nm

k ′>0}

{
1{ψ

parent(m)
k ′ = y∗},p(ψparent(m)

new = y∗)
}

. (69)

Due to equation 49, observe that p(ψa

new= y∗) 6 p(ψ
parent(a)
new = y∗) for

any node a. In addition, by construction of the HDP, the ψa

k at any
node a are a subset of the ψparent(a)

k . That is, for all k, there is a k ′ such
that ψa

k = ψ
parent(a)
k ′ . These observations extend to all ancestors of a.

Applying these two observations to the node m, we can conclude that
the above expression is further bounded above by:

6 max
{k ′:nn

k ′>0}
{1{ψn

k ′= y
∗},p(ψn

new= y
∗)} . (70)

We have shown that the quantity within the sum of the heuristic is an
upper bound. Since by definition, hx(D(n)) > maxx∈D(n) p(x) >
p(x∗ = m), the full heuristic h(D(n)) is an upper bound on f(m),
the objective function evaluated at m, for all m ∈ D(n). Therefore,
h(D(n)) > max

m∈D(n) f(m). �

The branch-and-bound algorithm starts with the input set D(0),
which is the set of all nodes in the tree, and will efficiently compute
the k most probable values of the source node x∗, from which the
observation y∗ was sampled. Note that the above algorithm is easily
extended to the case where the HDP is part of a mixture model (i.e. F
is not a delta function). To do so, replace each instance of 1{ψn

k = y∗}

with p(y∗ | y∗ ∼ F(θn

k), z,φ), for all n and k.
The above algorithm can be generalized to the case where x∗ is re-

stricted to a subset of the nodes X in the hierarchy: arg maxx∗ p(x∗ |

x∗ ∈ X,y∗, x,y). In this case, the algorithm is started with the input
setD(0)∩X. The branch function is modified: branch(D(n)∩X) par-
titions the set D(n) ∩ X into ({n} ∩ X,D(c1) ∩ X, . . . ,D(cn) ∩ X) where
ci are the child nodes of n.

4.1.3 Infinite hierarchies

To apply the HDP in the language module of PWL, we need to be
able to handle the case where the HDP hierarchy is infinite (but with
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finite height). That is, every non-leaf node in the hierarchymayhave an
infinite number of children. But thismakes no difference in theMCMC
algorithm to inferz,φ,ψ, since thenumber of givenobservations (x,y)
is finite. We only need to compute and keep track of the variables that
are associated with an observation (either at the current node or a
descendant). Thus, the only nodes of the tree that we need to explicitly
keep in memory are those of x and their ancestors, as the restaurants
at all other nodes are empty. The explicitly-stored tree size is bounded
by the product of the number of distinct xi and the height of the tree.
However, the branch-and-boundalgorithm tofind themost probable

source node x∗ needs to be adapted, since the branch function would
otherwise return an infinite number of subsets. Consider any node
n that has no observations (i.e. has an empty restaurant). Then by
equation 49, p(ψn

new) = p(ψ
parent(n)
new ) = . . . = p(ψa

new) where a is the
most recent non-empty ancestor of n. For such nodes, the objective
function in equation 63 can be simplified

p(n)

Nsamples

∑
z(t)∼z|x,y

p(ψa

new = y∗). (71)

Aside from the prior term p(n), all empty descendant nodes of a have
the same objective function value, which is independent of n. So to
adapt the algorithm to the infinite hierarchy case, the branch function
is modified:

branch(D(a)) returns
(
{a},D(c1), . . . ,D(cn),

∞⋃
i=n+1

D(ci)

)
, (72)

where (c1, . . . , cn) are the non-empty child nodes of a, and (cn+1, cn+2,
. . .) are the empty child nodes of a. Next, in algorithm 8, following
line 8, we add a new else-if statement to check for the case that S is a
set of empty nodes. If so, S is added to C, and we don’t continue the
search in the empty descendant nodes. The resulting adapted branch-
and-bound algorithm correctly and efficiently solves the optimization
problem for infinite hierarchies.

4.1.4 Modeling dependence on discrete structures

HDPs can be used to learn distributions that depend on sequences of
non-negative integers. Consider the data {(x1,y1), . . . , (xn,yn)}where
each xi ∈ Zh+ is a sequence ofhnon-negative integers. Thedistribution
of yi is dependent on the value of xi. We can use the HDP to learn
the relationship of this dependence: construct a hierarchy of height h,
where each non-leaf node has a countably infinite number of children,
every child node corresponding to a non-negative integer. Here, each
xi uniquely identifies a leaf node in the hierarchy by characterizing a
path from the root 0 to a leaf: the first integer in the sequence identifies
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the child of the root node, the second integer identifies the grandchild,
and so on. The yi are then sampled from the corresponding leaf
node. We can apply the MCMC algorithms derived above to learn the
distributions of the yi, and how those distributions relate to the integer
sequences xi.

Given a new observation y∗, the branch-and-bound algorithm can
be used to find the most probable corresponding integer sequence x∗,
but we need to be able to convert the output of the branch-and-bound
into the corresponding integer sequence. The algorithm will output
a list of the k most probable source nodes from which y∗ is sampled,
or sets of empty source nodes (since the HDP hierarchy is infinite).
More precisely, let (o1, . . . ,ok) be the output of the branch-and-bound
algorithm. For each oj, there are two cases:

1. oj is a single leaf node, in which case it is straightforward to
convert the node into its corresponding integer sequence.

2. oj is the set of empty descendants of a node a. In this latter case,
it can be converted into an “incomplete” sequence of integers,
where the first L(a) numbers of the sequence correspond to the
node a, where L(a) is the level of a. This incomplete sequence
represents the set of all integer sequences that begin with the
same L(a) integers, that do not already explicitly exist in the tree.

For example, let na be the ath child of the root node 0 in the HDP
hierarchy. Let na,b be the bth child of na, and so on. Suppose the
training set contains only the sequences (4, 3, 1), (4, 7, 4), and (4, 8, 2).
Therefore, thenodes in theHDPwithnon-empty restaurants are: n4,3,1,
n4,7,4, n4,8,2, n4,3, n4,7, n4,8, n4, and 0. If the branch-and-bound
algorithm returns n4,7,4, the corresponding output integer sequence
is (4, 7, 4). If instead, branch-and-bound returns the set of the empty
descendant nodes of n4, the corresponding output integer sequence
is (4, ∗ \ {3, 7, 8}, ∗). The ‘∗’ is a “wildcard” symbol that represents the
set of all non-negative integers. Thus, (4, ∗ \ {3, 7, 8}, ∗) represents the
set of all integer sequences that start with (4, . . .) but do not start with
(4, 3, . . .), (4, 7, . . .), or (4, 8, . . .).
This model can be extended to the case where the xi ∈ X have richer

structure (e.g. X is the set of labeled trees, graphs, logical forms, etc),
i.e. structured prediction. To do so, define d functions fk : X→ Z+ that
characterize an aspect of the input structuresxi. We call these functions
fk feature functions. For example, if x is a labeled binary tree, f1(x)
returns the label of the root node, and f2(x) returns the label of the left
child, etc. The functions serve to map the structures xi into sequences
of non-negative integers: (f1(xi), . . . , fd(xi)). Then the above HDP
model can be directly used to learn the relationship between these
integer sequences and the distribution of the observations yi. For a
new observation y∗, the branch-and-bound algorithm will return the
kmost likely integer sequences (possibly with wildcard symbols) that
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represent the unknown structure x∗. To convert the integer sequence
(w1, . . . ,wd) into the corresponding structure in X, we can compute:

f−11 (w1)
⋂
. . .
⋂
f−1d (wd) where f−1k (wk) , {x : fk(x) ∈ wk}. (73)

PWL implements three functions to perform the above mapping be-
tween integer sequences and more structured representations in X:

1. get_feature(f, X): Given a feature function f and a set X ⊆ X,
return {f(x) : x ∈ X}.

2. set_feature(f, Xold, w): Given a feature function f, a set
Xold ⊆ X, and a non-negative integer w ∈ Z+, return Xold ∩
f−1(w). This function is used in the case that wk is an integer
(not a wildcard).

3. exclude_features(f, Xold, W): Given a feature function f, a
set Xold ⊆ X, and a finite set of non-negative integers W ∈ Z∗+,
returnXold \ f−1(W). This is used in the case thatwk is awildcard
∗ \W.

4.1.5 Related work

The HDP hierarchy in our proposedmodel in section 4.1.4 resembles a
decision tree (Russell and Norvig, 2010). The input features determine
the path within the tree, and the output is sampled from a leaf node.
Teh (2006) constructs a language model using a hierarchical Pitman-Yor
process (HPY),which is a generalization of theHDP that exhibits power-
law behavior. In their model, the HPY describes the distribution of the
next character in a sequence of characters, conditioned on the previous
d characters. The sequence of preceding d characters corresponds
to the path in the hierarchy of depth d. Our approach is a novel
application of HDPs for structured prediction, where the path in the
hierarchy is a random variable which corresponds to the structure we
aim to predict. Since the HDP hierarchies are infinite, the model does
not a priori impose a limit on the number of possible structures or
logical forms. An idea for future work is to replace the HDP in our
model with the HPY to better capture power-law behavior which is
prevalent in natural language.

4.2 model: semantic grammar

Agrammar in our formalism operates over a set of nonterminalsN and
a set of terminal symbols W. It can be understood as an extension of
a context-free grammar (CFG) (Chomsky, 1956) where the generative
process for the syntax is dependent on a logical form, thereby cou-
pling syntax with semantics. In the top-down generative process of a
derivation tree, a logical form guides the selection of production rules.
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S→ N:select_arg1 VP:delete_arg1
VP→ V:identity N:select_arg2
VP→ V:identity
N→ “New Jersey” V→ “borders”
N→ “NJ” V→ “bordered”
N→ “Pennsylvania” V→ “has”
N→ “Michael Phelps” V→ “swims”
N→ “tennis” V→ “plays”

Figure 13: Example of a grammar in our framework. This example grammar
operates on logical forms of the form predicate(first argument, second
argument). The semantic function select_arg1 returns the first
argument of the logical form. Likewise, the function select_arg2
returns the second argument. The function delete_arg1 removes
the first argument, and identity returns the logical form with no
change. In our work, the interior production rules (the first three
listed above) are examples of rules that we specify, whereas the
terminal rules and theposterior probabilities of all rules are learned
via grammar induction. A simplified semantic representation is
shownhere for the sake of illustration. PWMuses a richer semantic
representation. Section 4.2.2 provides more detail.

S borders(pa,nj)

Npa

“Pennsylvania”

VP borders(,nj)

V

“borders”

N nj

“NJ”

Figure 14: Example of a derivation tree under the grammar given in figure
13. The logical form corresponding to every node is shown in blue
beside the respective node. The logical form for V is borders(,nj)
and is omitted to reduce clutter.

Production rules in our grammar have the form A → B1 :f1 . . . Bk :fk
whereA ∈ N is a nonterminal,Bi ∈ N∪W are right-hand side symbols,
and fi are semantic transformation functions. These functions describe
how to “decompose” this logical form when recursively generating
the subtrees rooted at each Bi. Thus, they enable semantic composi-
tionality. An example of a grammar in this framework is shown in
figure 13, and a derivation tree is shown in figure 14. Let R be the set
of production rules in the grammar and RA be the set of production
rules with left-hand nonterminal symbol A.
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4.2.1 Generative process

A derivation tree in this formalism is a tree where every interior node
is labeled with a nonterminal symbol in N, every leaf is labeled with a
terminal in W, and the root node is labeled with the root nonterminal
S. Moreover, every node in the tree is associated with a logical form:
let xn be the logical form assigned to the tree node n, and x0 = x for
the root node 0.

The generative process to build a derivation tree begins with the
root nonterminal S and a logical form x. Recall that in PWM, the
logical form x is the conclusion of each proof generated from the the-
ory, as described in section 3.2.2, but other prior distributions may be
used for x, and the presentation here will be agnostic to the choice of
this prior. PWM expands S by randomly drawing a production rule
from RS, conditioned on the logical form x. This provides the first
level of child nodes in the derivation tree. For example, if the rule
S → B1 : f1 . . . Bk : fk were drawn, the root node would have k child
nodes, n1, . . . , nk, respectively labeled with the symbols B1, . . . ,Bk.
The logical form associated with each node is determined by the se-
mantic transformation function: xni = fi(x

0). These functions describe
the relationship between the logical form at a child node and that of its
parent node. This process repeats recursively with every right-hand
side nonterminal symbol, until there are no unexpanded nonterminal
nodes. The sentence is obtained by taking the yield (i.e. the concatena-
tion) of the terminals in the tree.
The semantic transformation functions are specific to the semantic

formalism and may be defined as appropriate to the application. In
our semantic parsing experiments in section 4.4, we define a domain-
independent set of transformation functions specific to the Datalog
representation of GeoQuery and Jobs (e.g., one function selects the
left n conjuncts in a conjunction, another selects the nth argument
of a predicate instance, etc). Some examples of these transformation
functions are:

• The function select_left returns the left conjunct of a con-
junction. For example, given the Datalog expression (river(A),
loc(A,B),const(B,stateid(colorado))), this function returns
river(A).

• The function delete_left returns a conjunction where the first
conjunct is removed. For example, given (river(A),loc(A,B),
const(B,stateid(colorado))), this function returns(loc(A,B),
const(B,stateid(colorado))).

• The function select_arg2 returns the second argument in an
atomic formula. For example, givenconst(A,stateid(maine)),
this function returns stateid(maine).
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In PWL, we define a different set of domain-independent transforma-
tion functions for a new semantic formalism based on higher-order
logic that we will present in section 4.5.

Semantic transformation functions are allowed to fail, which is use-
ful in defining richer transformation functions and providing more
flexibility when designing the production rules of the grammar. If in
the generative process, a transformation function returns failure, the
generative process is restarted from the root (all progress up to the
failure is discarded). As an example, failure enables the definition of
transformation functions that check whether the input logical form
satisfies a specific property: require_binary_conjunction returns
the input logical form, unchanged, if it is a conjunction of length 2;
otherwise, it returns failure. Since failure can cause the generative pro-
cess to repeatedly restart, the process of sampling using the generative
process can be expensive. However, PWL does not generate sentences
using this algorithm, and as we show in section 4.3, the performance
of PWL is not adversely affected.

4.2.2 Selecting production rules

The above description does not specify the conditional distribution
from which rules are selected from RA given the logical form. There
are many modeling options available in choosing this distribution,
but we need a distribution that captures complex dependencies be-
tween the logical form and selected production rule. For example,
consider the grammar in figure 13 and the logical form plays_sport(
michael_phelps,tennis). When generating a sentence for this log-
ical form, at the root nonterminal S, there is only one production
rule available, S → N:select_arg1 VP:delete_arg1, so this rule
is selected. Now consider the child node corresponding to the non-
terminal VP. Its logical form is plays_sport(,tennis), which is
the output of the function delete_arg1 when applied to the logi-
cal form at the root node. At this point, there are two choices of
production rules with VP on the left-hand side: VP → V N and
VP → V. In this case, we want the conditional distribution to select
VP → V N, since the most likely sentence that conveys the semantics
in the logical form is “plays tennis.” In fact, VP → V N should be
selected even in when the logical form is plays_sport(,baseball)
or plays_sport(,soccer) or almost any other sport. However, if the
logical formwere plays_sport(,swimming), we want the conditional
distribution to give higher probability toVP→ V, since the verb phrase
“swims” is much more likely. Therefore, a desirable property of the
conditional distribution for VP production rules is that the distribu-
tion depends primarily on the predicate symbol (e.g. plays_sport)
but also depends secondarily on the object argument (e.g. swimming
or tennis).
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PWL uses the HDP model, as presented in section 4.1.4, to capture
this dependence. Every nonterminal in our grammar A ∈ N will be
associated with an HDP hierarchy. For each nonterminal, we specify
a sequence of semantic feature functions, {g1, . . . ,gm}, each of which,
when given input logical form x, returns a non-negative integer. The
HDP hierarchy is a complete infinite tree of height m, where every
parent node has an infinite number of child nodes, one for each non-
negative integer. The base distributionH at the root of the HDP is over
RA.

Take, for example, the derivation in figure 14. In the generative pro-
cess where the node VP is expanded, the production rule is drawn
from the HDP associated with the nonterminal VP. Suppose the
HDP was constructed using a sequence of two semantic features:
(predicate, arg2). In the example, the feature functions are evalu-
ated with the logical form borders(,nj) and they return a sequence
of two integers, the first is the identifier for the symbol borders and
the second is the identifier for the symbol nj. This sequence uniquely
identifies a path in the HDP hierarchy from the root node 0 to a leaf
node n. The production rule VP → V N is drawn from this leaf
nodeGn, and the generative process continues recursively. As desired,
the distribution of the selected production rule Gn depends on the
HDP source node n, which itself depends primarily on the first fea-
ture and secondarily on the second feature and so on (in this example,
the predicate and arg2 of the logical form are the first and second
features, respectively).
In our implementation, the set of nonterminalsN is divided into two

disjoint groups: (1) the set of “interior” nonterminals, and (2) preter-
minals. The production rules of preterminals are restricted such that
the right-hand side contains only terminal symbols. The rules of in-
terior nonterminals are restricted such that only nonterminal symbols
appear on the right side.

1. For preterminals, H is a distribution over sequences of terminal
symbols. The sequence of terminal symbols is distributed as
follows: first sample the length of the terminal from a geometric
distribution (i.e. the number of words) and then generate each
word in the sequence i.i.d. from a uniform distribution over a
finite set of (initially unknown) terminals. Note that we do not
specify a set of domain-specific terminal symbols in defining this
distribution.

2. For interior nonterminals, H is a discrete distribution over a
domain-independent set of production rules, which we specify.
Since theproduction rules contain transformation functions, they
are specific to the semantic formalism. However, prior knowl-
edge of the English language can be encoded in these specified
production rules, which dramatically improves the statistical ef-
ficiency of our model and obviates the need for massive training
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sets to learn English syntax. It is nonetheless tedious to design
these ruleswhilemaintainingdomain-generality. Once specified,
however, these rules in principle can be re-used in new tasks and
domains without further changes.

We emphasize that only the prior is specified here, andPWLuses gram-
mar induction to infer the posterior. In principle, amore relaxed choice
ofHmay enable grammar induction without pre-specified production
rules, and therefore without dependence on a particular semantic for-
malism or natural language, if an efficient inference algorithm can be
developed in such cases.

4.2.3 Modeling morphology

The grammar model is easily modified to incorporate word morphol-
ogy. To do so, we add an additional step to the generative process after
generating the terminal symbols. Instead of the terminal symbols con-
stituting the tokens of the sentence directly, the terminal symbols are
insteadword roots coupledwithmorphological flags that indicate their
inflection. For example, in the grammar infigure 13, rather thanhaving
multiple rules for the various inflections of the verb “to border”, such
as V → “borders”, V → “bordered”, V → “bordering”, there would
only be a single production rule for the root: V→ “border”. In order to
produce the various inflections, the logical form is augmented to carry
morphology information. Semantic transformation functionsmay add
or modify morphological flags. For example, suppose we have the
rule VP → V:add_third_person,add_present_tense where add_
third_person is a function that adds the 3rd flag (indicating third
person) to the logical form, and add_present_tense is a function that
adds the pres flag (indicating present tense) to the logical form. These
morphological flags are copied into the terminal symbols, and as a
final step, the roots are inflected according to the morphological flags
(e.g. “border[3rd,pres]” is inflected to “borders”). See figure 15 for an
example of a derivation tree for a grammar that models morphology.
If a root with morphological flags has multiple inflections, such as

“octopus”[pl] (pl indicates plural), the generative process selects one
uniformly at random. During inference (i.e. parsing), this morpholog-
ical model has the effect of performing morphological and syntactic-
semantic parsing jointly, as we will show in the next section. Wik-
tionary (Wikimedia Foundation, 2020) provides comprehensive high-
quality morphology information for English verbs, common nouns,
adjectives, and adverbs. PWL uses Wiktionary to construct a map-
ping between uninflected roots and inflected words, which is used in
both directions: (1) given root and morphological flags, find the cor-
responding set of inflections, or (2) given an inflected word, find the
corresponding set of roots and morphological flags. Note that only
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S borders(pa,nj)

Npa

“Pennsylvania”

VP borders(,nj)

V

“border”[3rd,pres]

“borders”

N nj

“NJ”

Figure 15: Example of a derivation tree under a grammar with a model of
morphology. The logical form corresponding to every node is
shown in blue beside the respective node. The logical form for V
is borders(,nj)[3rd,pres] and is omitted to reduce clutter. Mor-
phology is not modeled for proper nouns such as “Pennsylvania”
and “NJ.”

(2) is necessary for parsing and training, whereas (1) is necessary for
generation.

Although this morphology model is implemented in PWL, we do
not use it in our experiments on GeoQuery and Jobs. The morphology
model is used in the experiments described later in the thesis.

4.3 inference and implementation

4.3.1 Training

In this section, we describe how to infer the latent derivation trees
t , {t1, . . . , tn}, given a collection of sentences y , {y1, . . . ,yn} and
logical form labels x , {x1, . . . , xn}, where each derivation tree ti is
distributed according to the conditional distribution described by the
generative process in section 4.2.1 above.
We describe grammar induction independently of the choice of rule

distribution. We wish to compute the posterior p(t | x,y) of the latent
derivation trees. This is intractable to compute exactly, and sowe resort
to MCMC. To perform blocked Gibbs sampling, we pick initial values
for t and repeat the following: For i = 1, . . . ,n, sample ti | t−i, xi,yi
where t−i = t \ {ti}.

p(ti | t−i, xi,yi) ∝ 1{yield(ti) =yi}
∏
A∈N

p

( ⋂
{n∈ti :n
has labelA}

rn

∣∣∣∣∣ t−i, xi
)

, (74)

where N is the set of nonterminals, and the intersection is taken over
the nodes n ∈ ti labeled with the nonterminal A in the ith derivation
tree, and rn is the production rule at node n. Note that the probability
does not necessarily factorize over rules, as is the case when using
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the HDP. So in order to sample ti, we use Metropolis-Hastings (MH),
where the proposal distribution is given by the fully factorized form:

p(t∗i | t−i, xi,yi) ∝ 1{yield(t∗i ) =yi}
∏
n∈t∗i

p (rn | t−i, xn

i ) . (75)

The algorithm for sampling t∗i is detailed in section 4.3.1.1. After
sampling t∗i , we choose to accept the new sample with probability

min

1,
∏

n∈ti p(r
n | xn, t−i)

p
(⋂

n∈ti r
n | x, t−i

) p
(⋂

n∈t∗i
rn | x, t−i

)
∏

n∈t∗i
p(rn | xn, t−i)

 , (76)

where ti, here, is the old sample, and t∗i is the newly proposed sample.
In practice, this acceptance probability is very high. This approach is
very similar in structure to that in Blunsom and Cohn (2010), Cohn,
Blunsom, andGoldwater (2010), and Johnson,Griffiths, andGoldwater
(2007).

Computing the conditional probabilities of the production rules
p(rn | xn, t−i) and p(

⋂
n∈ti r

n | x, t−i) (as well as the quantities re-
quired in sampling t∗i ) depends on the model for selecting production
rules. In PWL, which uses an HDP model, these quantities can be
computed using equations 51 and 54. PWL only keeps the last MCMC
sample (Nsamples = 1), so for each node in every derivation tree m ∈ tj,
the production rule at that node rm corresponds to a customer in the
Chinese restaurant representation of the HDP associated with the non-
terminal at node m. When resampling the derivation tree ti, PWL
removes all customers that correspond to a production rule in ti. Then
it is straightforward to compute conditional probabilities according to
equations 51 and 54 with the remaining customers. Once a new ti is
sampled, the customers corresponding to production rules in ti are
added to their respective restaurants.
There may be additional random variables in the grammar apart

from the derivation trees, such as α in the HDPs. We perform Gibbs
sampling steps for these variables after each loop of resampling the
trees ti, i = 1, . . . ,n. Thegrammar inductionalgorithm is summarized:
Pick initial values for t and α and repeat the following,

1. For i = 1, . . . ,n, sample t∗i | α, t−i, xi,yi from the distribution
given by equation 75. Then accept this sample as the new value
for ti with probability given by equation 76.

2. Perform the Gibbs sampling step for α | t.

In all experiments throughout the thesis, we run the above loop for
10 iterations. Note that this algorithm requires no further supervision
beyond the utterances y and logical forms x. However, it is able to
exploit additional information such as supervised derivation trees: if
t̄ ⊆ t is a subset of derivation trees that are supervised, the Gibbs
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sampling algorithm simply avoids resampling the trees in t̄. These
supervised derivation trees do not necessarily need to be rooted in
the nonterminal S. For example, a lexicon can be provided where each
entry is a terminal symbol yi with a corresponding logical form label
xi. In our experiments onGeoQuery and Jobs, we evaluate ourmethod
with and without such a lexicon.

4.3.1.1 Sampling t∗i

To sample from equation 75, we use inside-outside sampling (Finkel,
Manning, and Ng, 2006; Johnson, Griffiths, and Goldwater, 2007),
a dynamic programming approach. For every nonterminal A ∈ N,
sentence start position i, end position j, and logical form x, let I(A,i,j,x)
be the probability that t∗i has a node n with the label A and logical
form x and spans the sentence from i to j. This is known as the
inside probability. Similarly, for all production rules in the grammar
A → B1 :f1 . . . BK :fK, sentence boundary positions between the right-
hand side nonterminals l1 < . . . < lK+1, and logical forms x, let
I(S→B1:f1...BK:fK,l,x) be the probability that t∗i has a node n with the
label A and logical form x and has child nodes Bu, each with logical
forms fu(x), and each spanning the sentence from lu to lu+1. This
is known as the inside rule probability. Note that we don’t need to
compute all possible inside probabilities for all logical forms (in many
applications, the set of logical forms is infinite). Therefore, we compute
these inside probabilities top-down, beginning at the root nonterminal
I(S,0,|yi|,xi) with the known logical form xi where |yi| is the length
of sentence yi. The following formula can be used to compute this
quantity recursively:

I(A,i,j,x) =
∑

A→B1:f1...BK:fK

∑
i=l1<...<lK+1=j

I(A→B1:f1...BK:fK,l,x). (77)

I(A→B1:f1...BK:fK,l,x) =

p(A→ B1:f1 . . . BK:fK | x, t−i)
K∏
u=1

I(Bu,lu,lu+1,fu(x)). (78)

If fu(x) returns failure, then I(Bu,lu,lu+1,fu(x)) = 0. Note that in the
case that A is a preterminal,

I(A→w,l1,l2,x) = 1{wmatches yi at (l1, l2)} p(A→ w | t−i). (79)

where w is a terminal. Aside from the inside probabilities that were
required to compute the root inside probability I(S,0,|yi|,xi), all other
inside probabilities are 0. In PWL, this recursion is implemented itera-
tively, in order to avoid any issues with limited stack size and to share
code with the parsing and generation algorithms. We also take care
not to recompute previously computed inside probabilities.
All that remains is the outside step: sample the derivation tree

using the computed inside probabilities. To do so, start with the
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root nonterminal S at positions i = 0 to j = |yi| and logical form xi,
and consider all production rules with S on the left-hand side S →
B1 : f1 . . . BK : fK and all sentence boundaries between the right-hand
side nonterminals l1 < . . . < lK < lK+1 where l1 = i and lK+1 = j.
Sample a production rule and sentence boundaries with probability
proportional to the inside rule probability I(S→B1:f1...BK:fK,l,xi). Next,
consider each right-hand side nonterminal of the selected ruleBu, start
position lu, end position lu+1, and logical form fu(xi), and recursively
repeat the sampling procedure. The end result is a tree sampled from
equation 75.

4.3.2 Parsing

For a new sentencey∗, we aim to find the logical form x∗ andderivation
t∗ that maximizes

p(x∗, t∗ | y∗, x,y) =
∫
p(x∗, t∗ | y∗, t)p(t | x,y)dt, (80)

≈ 1

Nsamples

∑
y∼t|x,y

p(x∗, t∗ | y∗, t). (81)

These samples of t are obtained from the above training procedure.
For the parsing approach presented in this section, it is assumed that
Nsamples = 1, and so p(x∗, t∗ | y∗, x,y) ≈ p(x∗, t∗ | y∗, t), where t is the
last MH sample from the training procedure. Thus, we can write the
objective function for parsing:

p(x∗, t∗ | y∗, t) ∝ p(x∗)p(y∗ | t∗)p(t∗ | x∗, t),

= 1{yield(t∗) = y∗}p(x∗)p
( ⋂

n∈t∗

rn
∣∣∣∣ xn

∗, t
)

, (82)

≈ 1{yield(t∗) = y∗}p(x∗)
∏
n∈t∗

p(rn | xn

∗, t).1 (83)

This is a discrete optimization problem, which we solve using branch-
and-bound (see algorithm 8). The algorithm starts by considering the
set of all derivation trees ofy∗ andpartitions it into a number of subsets
(the “branch” step). For each subset S, we compute an upper bound
on the log probability of any derivation in S (the “bound” step). This
bound is given by equations 85, 86, and 87. Having the computed the
bound for each subset, we push them onto a priority queue, prioritized
by the bound. We then pop the subset with the highest bound and re-
peat this process, further subdividing this set into subsets, computing
the bound for each subset, and pushing them onto the queue. Even-
tually, we will pop a subset containing a single derivation which is

1 Equations 82 and83 are not equal since the conditional distributionof production rules
is not necessarily i.i.d. PWL uses an HDP for this conditional distribution, which has
the nice property that as the size of the training set increases, this approximation
becomes more exact.
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provably optimal, if its objective function value according to the above
equation is at least the priority of the next item in the queue. We can
continue the algorithm to obtain the top-k derivations/logical forms.
Since this algorithm operates over sets of logical forms (where each set
is possibly infinite), we must implement a data structure to sparsely
represent such sets of formulas, as well as algorithms to perform set
operations, such as intersection and subtraction.
Each set of derivations is sparsely represented in PWL as a single

incomplete derivation tree (i.e. the leaf nodes may be either terminals
or nonterminals) and a logical form set. The logical form set repre-
sents the logical form of the root node of every derivation tree in the
set. The logical forms at the other nodes can be computed by using
the semantic transformation functions. In addition, every nonterminal
node with non-zero children has two integer indices that indicate its
start and end positions in the sentence y∗. This data structure repre-
sents the set of all derivation trees whose nodes match the nodes in
the incomplete derivation tree at the given sentence positions. In addi-
tion, each derivation tree set has an integer counter to indicate to the
branch function how to subdivide the set. Each such set of derivation
trees is also called a search state. As an example, consider the input
sentence “Trenton is the capital of New Jersey.” Now consider a search
state where the incomplete derivation tree contains only a single node
labeled NP with start position 3 and end position 7 (corresponding to
“capital of New Jersey”) and the logical form set is the set of all logical
forms. This search state represents the set of all derivation trees that
have a nodewith labelNP and is the common ancestor of the terminals
in “capital of New Jersey.”
Given a set of derivation trees, the branch function is defined in algo-

rithm 9. The branch-and-bound algorithm is started with a derivation
tree set whose incomplete derivation tree has a single root node with
nonterminal S, the set of all logical forms, start position 0, and end
position |y∗|.

There are two missing pieces in algorithm 9: the first is on line 17.
To compute this, we can augment the branch-and-bound algorithm to
return themth best element(s) that maximize(s) an objective function
over a set. This augmented function is shown in algorithm 11. When-
ever line 17 is first executed for a given nonterminal Bk, start position
ik, end position jk and logical form set fk(X), initialize the priority
queue Q in algorithm 11 with: Q.push(S∗,h(S∗)) where S∗ is the
search state with an incomplete derivation tree consisting of a single
node at the root with nonterminal Bk, start position ik, end position
jk, and logical form set fk(X).
The other missing piece in algorithm 9 is line 28, which depends on

the model for selecting production rules. PWL uses an HDP model,
and is able to directly use the algorithm described in section 4.1.2 to
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Algorithm 9: Pseudocode for branch in the branch-and-bound algorithm
for the parser, which aims to maximize equation 83.

1 function branch(derivation tree set S)
2 L is an empty list
3 n is the root of the incomplete derivation tree of S
4 X is the logical form set at n

5 i is the start sentence position of n

6 j is the end sentence position of n

7 if n has no child nodes
8 A is the nonterminal symbol of n

9 return expand(A, i, j,X) /* see algorithm 10 */
10 else if n has a nonterminal child node with no children
11 A→ B1:f1 . . . BK:fK is the production rule at n

12 ck is the first nonterminal child node of n with no children
13 Bk is the nonterminal symbol of ck

14 ik is the start sentence position of ck

15 jk is the end sentence position of ck

16 m is the counter of S
17 Sm is themth most probable set of derivation trees with root nonterminal

Bk, start position ik, end position jk, whose logical forms are a subset of
fk(X) , {fk(x) 6= fail : x ∈ X}, according to equation 83

18 if Sm exists
19 for sentence positions jk+1 such that jk < jk+1 < j do

/* the operation X∩ f−1k (Xm) can return a union of sets */

20 let Xk,1 ∪ . . .∪Xk,r be the output of X∩ f−1k (Xm)where Xm is the logical
form set of Sm, and f−1k (Xm) , {x : fk(x) ∈ Xm}

21 for Xk,l ∈ {Xk,1, . . . ,Xk,r} do

22 S∗ is a new derivation tree set with counter 1, the incomplete
derivation tree is identical to that of S except ck is substituted with
the incomplete derivation tree of Sm, the logical form set at the root is
Xk,l, and the end position of ck+1 is jk+1

23 L.add(S∗)

24 L.add( a new derivation tree set identical to S except its counter ism+ 1)

25 else

26 A→ B1:f1 . . . BK:fK is the production rule at n

27 m is the counter of S
28 Xm is themth most likely set of logical forms according to

p(A→ B1:f1 . . . BK:fK | x ∈ X, t)
29 if Xm exists
30 L.add( a new derivation tree set identical to S except its logical form set is

Xm, and is marked as COMPLETE )
31 L.add( a new derivation tree set identical to S except its counter ism+ 1)

32 return L
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Algorithm 10: Pseudocode for the expand helper function, which algo-
rithm 9 invokes.

1 function expand(nonterminal A, start position i, end position j, logical form set X)
2 L is an empty list
3 if A is a preterminal
4 for rules A→ w where the tokens in the sentence y∗ matches the terminal w at

positions i to j do

/* if using the morphology model, we instead require that w

is a valid morphological parse of the tokens in the
sentence y∗ at positions i to j */

5 S∗ is a new derivation tree set where the incomplete derivation tree
consists of a root node n with nonterminal A, start position i, end
position j, logical form set X, and child node w

6 L.add(S∗)

7 else

8 for rules A→ B1:f1 . . . BK:fK and sentence positions k such that i < k < j do

9 S∗ is a new derivation tree set with counter 1, the incomplete derivation
tree consists of a root node n with nonterminal A, start position i, end
position j, logical form set X, and for each child node ci, the nonterminal
is Bi, and logical form set is fi(X) , {fi(x) 6= fail : x ∈ X}; the start position
of c1 is i, the end position of c1 is k, and the end position of cK is j

10 L.add(S∗)

11 return L

Algorithm 11: A modified branch-and-bound algorithm to return the kth
best element(s) that maximize(s) the function f. Before the first call to this
function, C is initialized as an empty list, andQ is initialized with a single
element: Q.push(X,h(X))where X is the domain on which to maximize f.
The changes to C and Q persist across subsequent calls to get_kth_best.

1 function get_kth_best(objective function f,
heuristic h,
priority queue Q,
list of completed elements C,
integer k)

2 if there are at least k elements in C with priority at least the highest priority in Q
3 return k-best element in C

4 while Q not empty do

5 (S, v) = Q.pop()
6 if S is marked as COMPLETE
7 C.add(x, f(x))
8 else

9 (S1, . . . ,Sn) = branch(S)
10 for i = 1, . . . ,n do

11 Q.push(Si,h(Si))

/* check termination condition */
12 if there are at least k elements in C with priority at least v
13 return k-best element in C

14 return ∅
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compute X∗. Algorithm 11 may also be used here to return the mth
most likely logical form(s).

The abovebranch-and-boundalgorithmrequires aheuristic function
that, for an input search state (set of derivation trees), returns an upper
bound on the objective function in equation 83 over all derivation trees
in the set. This heuristic function determines the order of the search
states to visit. The product in the objective

∏
n∈t∗ p(r

n | xn

∗, t) can
be decomposed accordingly into a product of two components: (1)
the inner probability at a node n ∈ t∗ is the product of the terms that
correspond to the subtree rooted at n, and (2) the outer probability is the
product of the remaining terms, which correspond to the parts of t∗
outside of the subtree rooted at n.

To help define this heuristic, we define an upper bound on the log
inner probability I(A,i,j) for any derivation tree rooted at nonterminal
A at start position i and end position j in the sentence.

I(A,i,j) , max
A→B1...BK

(
max
x ′

logp(A→B1, . . . ,BK | x ′, t) + max
l2<...<lK

K∑
k=1

I(Bk,lk,lk+1)

)
, (84)

where l1 = i, lK+1 = j. Note that the left term is a maximum over
all logical forms x ′, and so this upper bound only considers syntac-
tic information. Computing the left term depends on the model for
selecting production rules. Since PWL uses an HDP, it uses the branch-
and-bound approach in section 4.1.2 to compute this term. The right
term can be maximized using dynamic programming with running
time O(K2). As such, classical syntactic parsing algorithms can be
applied to compute I for every chart cell in O(n3). For any terminal
symbol w ∈W, we define I(w,i,j) = 0.

We now define the upper bound heuristic on any search state Swith
an incomplete derivation tree that has root node n, start position i, end
position j, and logical form set X. If n has no child nodes:

logh(S) , hn

x(X) + I(A,i,j). (85)

Else, ifnhas anonterminal childnodewithout children, theproduction
rule atn isA→ B1:f1 . . . BK:fK, k is the smallest index of a nonterminal
child node, andm is the value of the counter:

logh(S) , min{hn

x(X) + I(Bk,lk,lk+1), logηm−1}

+ ρ + max
lk+2<...<lK+1

K∑
u=k+1

I(Bu,lu,lu+1). (86)

Else, if all the nonterminal child nodes of n has children, andm is the
value of the counter:

logh(S) , hn

x(X) + ρ + logµm−1. (87)
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Figure 16: The search tree of the branch-and-bound algorithmduring parsing.
In this diagram, each block is a search state, which represents
a set of derivation trees. The blue asterisk * denotes the set of
all possible logical forms, whereas the black asterisk * denotes
the set of all possible derivation (sub)trees. Note only the logical
form at the root node is shown. The gray-colored search states
are unvisited by the parser, since their upper bounds on the log
posterior are smaller than that of the completed parse at the bottom
of the diagram (-6.74), thus allowing the parser to ignore a very
large number of improbable logical forms and derivations. In
this example, we use the grammar from figure 13. The branching
steps here are simplified for the sake of illustration. The recursive
optimization of the derivation subtrees forN andVP are not shown,
which have their own respective search trees.



86 language module

where

ρ ,
∑

m∈S\n

logp(rm | x ∈ X, t),

hn

x(X) > max
x∈X

logp(xn) is an upper bound on the semantic prior,

ηm , the objective function value of the mth most probable
derivation trees obtained on line 17,

µm , mth highest value of p(A → B1 :f1 . . . BK :fK | x ∈ X, t)
obtained on line 28.

Themax in the third term of equation 86 can be computed via dynamic
programmingwith running timeO(K2). In the equation for ρ, the sum
over m ∈ S \ n is over all nodes in the incomplete derivation tree of
S, excluding n. To avoid recomputing ρ every time h is invoked, PWL
stores it in every search state. Its initial value is 0. In algorithm 9, on
line 22, the log probability of the new search state S∗ is equal to the
sum of the log probability of the old state S and the log probability of
Sm. In line 30, the log probability of the new search state is equal to
the sum of the log probability of the old search state S and logp(A→
B1 : f1 . . . BK : fK | x ∈ X, t). PWL then uses this quantity directly as
ρ in the above heuristic. The heuristic also has the nice property that
when a search state is marked COMPLETE, its heuristic value is equal to
the logarithm of the objective, aside from the prior term. Thus, when
computing the objective function, such as checking the termination
condition in the branch-and-bound, we only need to compute the prior
term.

With a sufficiently tight upper bound on the objective, this algorithm
ignores a very large number of subproblems whose upper bound is
too high. Figure 16 shows the search tree for the branch-and-bound
algorithm. By ignoring sets of derivation trees with an upper bound
smaller than that of the highest-scoring element in the search queue,
the parser can ignore a large number of improbable logical forms
and derivations. Thus, with a good upper bound, the parser can
run in sublinear time with respect to the size of the theory. The parser
resembles ageneralizedversionof theEarleyparsingalgorithm(Earley,
1970).

4.3.3 Generating sentences

In contrast with parsing, given a new logical form x∗, natural language
generation is the task of finding the unknown sentence y∗ and deriva-
tion tree t∗. A straightforward way to do this in PWM is to sample
t∗ | t, x∗, and simply compute y∗ = yield(t∗). The sampling follows
the generative process directly.
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Algorithm 12: Pseudocode for branch and expand in the branch-and-
bound algorithm for generating the most likely sentence(s), given a logical
form, which aims to maximize equation 90.

1 function branch(derivation tree set S)
2 L is an empty list
3 n is the root of the incomplete derivation tree of S
4 x is the logical form at n

5 if n has no child nodes
6 A is the nonterminal symbol of n

7 return expand(A, x)
8 else if n has a nonterminal child node with no children
9 A→ B1:f1 . . . BK:fK is the production rule at n

10 ck is the first nonterminal child node of n with no children
11 Bk is the nonterminal symbol of ck

12 m is the counter of S
13 ρ is the log probability of S
14 if fk(x) fails return ∅
15 Sm is themth most probable derivation tree with root nonterminal Bk and

logical form fk(x), according to equation 90
16 if Sm exists
17 S∗ = S∩ Sm is a new derivation tree set with counter 1, the incomplete

derivation tree is identical to that of S except ck is substituted with the
incomplete derivation tree of Sm, and the log probability is the sum of ρ
and the log probability of Sm

18 L.add(S∗)
19 L.add( a new derivation tree set identical to S except its counter ism+ 1)

20 else

21 A→ B1:f1 . . . BK:fK is the production rule at n

22 ρ is the log probability of S
23 L.add( a new derivation tree set identical to S except its log probability is

the sum of ρ and p(A→ B1:f1 . . . BK:fK | x, t), and is marked COMPLETE )

24 return L

25 function expand(nonterminal A, logical form x)
26 L is an empty list
27 if A is a preterminal
28 for rules A→ w do

29 S∗ is a new derivation tree set where the incomplete derivation tree consists
of a root node n with nonterminal A, logical form x, and child node w

30 L.add(S∗)

31 else

32 for rules A→ B1:f1 . . . BK:fK do

33 S∗ is a new derivation tree set with counter 1, the incomplete derivation
tree consists of a root node n with nonterminal A, logical form x, and for
each child node ci, the nonterminal is Bi, and logical form is fi(x)

34 if fi(x) did not fail for all i = 1, . . . ,K
35 L.add(S∗)

36 return L
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However, in many situations, it is desirable to find the sentence y∗
and derivation t∗ that maximize:

p(y∗, t∗ | x∗, x,y) =
∫
p(y∗, t∗ | x∗, t)p(t | x,y), (88)

≈ 1

Nsamples

∑
t∼t|x,y

p(y∗, t∗ | x∗, t), (89)

p(y∗, t∗ | x∗, t) ≈ 1{yield(t∗) = y∗}
∏
n∈t∗

p(rn | xn

∗, t). (90)

As with parsing, we assume that Nsamples = 1. This is also a discrete
optimization problem, albeit simpler than parsing, and we again ap-
ply branch-and-bound. Similar to the case in parsing, each search
state represents a set of derivation trees, represented by an incomplete
derivation tree, except that the nodes do not have any sentence posi-
tions, since y∗ is not known, and there is only a single logical form
rather than a set of logical forms, since x∗ is known. The branch func-
tion for generation is shown in algorithm 12. The algorithm is started
with a derivation tree set whose incomplete derivation tree consists of
a single node labeled Swith logical form x∗.

The heuristic upper bound for a search state S is simply:

logh(S) ,
∑

m∈S\n

logp(rm | xm

∗ , t) = ρ, (91)

where the sum is over all nodes in the incomplete derivation tree of S,
excluding the root node n. Note that, just as in parsing, the algorithm
keeps track of this quantity in each search state as the log probability
ρ, and so logh(S) = ρ.
Just as in parsing, in order to execute line 15, we can use the aug-

mented branch-and-bound in algorithm 11 to return the mth best
derivation tree that maximizes the objective over the set of derivation
trees rooted at Bk with logical form fk(x). Whenever line 17 is first ex-
ecuted for a given nonterminal Bk and logical form fk(x), initialize the
priority queueQ in algorithm 11 with: Q.push(S∗,h(S∗))where S∗ is
the search statewith an incompletederivation tree consistingof a single
node at the root with nonterminal Bk and logical form fk(x). The im-
plementation for our inside-outside sampler, branch-and-boundparser
and generator is available at github.com/asaparov/grammar.

4.4 semantic parsing experiments on geoquery and jobs

To evaluate our parser, we use the GeoQuery and Jobs datasets (Tang
and Mooney, 2000; Zelle and Mooney, 1996). GeoQuery contains 880
questions about U.S. geography. Each question is labeled with a logi-
cal form in Datalog. The dataset includes a database called GeoBase,
which, when each logical form is executed, returns the answer to the
corresponding question. The Jobsdataset contains 640 questions about

https://github.com/asaparov/grammar
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Sentence “How large is Alaska?”
Logical form answer(A,(size(B,A),const(B,stateid(alaska))))

Sentence “How many people lived in Austin?”
Logical form answer(A,(population(B,A),const(B,cityid(austin,_))))

Sentence “What is the biggest city in Nebraska?”
Logical form answer(A,largest(A,(city(A),

loc(A,B),const(B,stateid(nebraska)))))

Sentence “Give me the cities in USA?”
Logical form answer(A,(city(A),loc(A,B),const(B,countryid(usa))))

Figure 17: Examples of sentences and logical form labels from GeoQuery.

Sentence “Show me programmer jobs in Tulsa?”
Logical form answer(A,(job(A),title(A,T),

const(T,’Programmer’),loc(A,C),const(C,’tulsa’)))

Sentence “What jobs are there with a salary of more than 50000 dollars per year?”
Logical form answer(A,(job(A),salary_greater_than(A,50000,year)))

Sentence “What jobs in Austin require more than 10 years of experience?”
Logical form answer(A,(job(A),loc(A,P),

const(P,’austin’),req_exp(A,E),const(E,10)))

Sentence “Can I find a job making more than 40000 a year without a degree?”
Logical form answer(A,(job(A),

salary_greater_than(A,40000,year),\+ req_deg(A)))

Figure 18: Examples of sentences and logical form labels from Jobs.

computer-related jobpostings (from theUSENETgroupaustin.jobs).
Each question is also labeledwith a Datalog logical form, similar to the
semantic formalism of GeoQuery. Most question in the two datasets
are interrogative sentences, but there are some imperative sentences.
Figures 17 and 18 showcases some examples from each dataset, respec-
tively. The task is semantic parsing: given each sentence, predict the
logical form that represents its meaning.

We created a semantic grammar for the Datalog representation of
GeoQuery and Jobs, specifying the “interior” production rules and im-
plementing the semantic transformation functions and their inverses.2
These experiments aremeant to evaluate the languagemodule of PWL,
and so the reasoning module is not used as the semantic prior. Rather,
we experiment with a simpler prior: Let x be a Datalog logical form,
and xa,i is the ith predicate or “function” node in x in prefix order
whose smallest variable is a (“smallest” in the sense that A is smaller

2 This grammar is available at github.com/asaparov/parser/blob/master/english.
gram.

https://github.com/asaparov/parser/blob/master/english.gram
https://github.com/asaparov/parser/blob/master/english.gram
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than B is smaller than C etc). For example, size(A,B) is a predicate
node whose smallest variable is A, and most(B,C,...) is a “function”
node whose smallest variable is B. The prior probability of x is given
by p(x) ∝

∏
a,i p(x

a,i | xa,i−1) where the conditional p(xa,i | xa,i−1)

is modeled with an HDP as in section 4.1.4. This HDP has height 2:
the first feature function is the predicate or “function” symbol of the
input node (e.g. size or most), and the second feature function is the
arity and “order” of the arguments (e.g. size(A) vs size(A,B) vs
size(B,A)).
Wealso followLi, Liu, andSun (2013),WongandMooney (2007), and

Zhao andHuang (2015) and experiment with type-checking, where ev-
ery entity is assigned a type from a type hierarchy (e.g. alaska has
type state, state has supertype polity, etc), and every predicate is
assigneda functional type (e.g. populationhas typepolity→ int→
bool, etc). We incorporate type-checking into the semantic prior by
assigning zero probability to type-incorrect logical forms. More pre-
cisely, logical forms are distributed according to the original prior,
conditioned on the fact that the logical form is type-correct. Type-
checking requires the specification of a type hierarchy. Our hierarchy
contains 11 types for GeoQuery and 12 for Jobs. We run experiments
with and without type-checking for comparison.

Following Zettlemoyer and Collins (2007), we use the same 600 Geo-
Query sentences for training and an independent test set of 280 sen-
tences. On Jobs, we use the same 500 sentences for training and 140
for testing. We run our parser with two setups: (1) with no domain-
specific supervision, and (2) using a small domain-specific lexicon and
a set of beliefs (such as the fact that Portland is a city). For each setup,
we run the experimentswith andwithout type-checking, for a total of 4
experimental setups. A given output logical form is considered correct
if it is semantically equivalent to the true logical form.3 In these exper-
iments, we did not use a model of morphology in the grammar. We
measure the precision and recall of our method, where precision is the
number of correct parses divided by the number of sentences forwhich
our parser provided output, and recall is the number of correct parses
divided by the total number of sentences in each dataset. Our results
are shown compared against many other semantic parsers in table 2.
Our method is labeled PWL-LM indicating that while we use the same
parser design as the language module of PWM, it uses a distinct gram-
mar and logical formalism (Datalog vs higher-order logic). The num-
bers for the baselines were copied from their respective papers, and so
their specified lexicons/type hierarchies may differ slightly. All code
for these experiments is available at github.com/asaparov/parser.

Many sentences in the test set contain tokens previously unseen in
the training set. In such cases, the maximum possible recall is 88.2 and

3 The result of execution of the output logical form is identical to that of the true logical
form, for any grounding knowledge base/possible world.

https://github.com/asaparov/parser
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Method Additional
Supervision

GeoQuery Jobs
P R F1 P R F1

WASP (Wong and Mooney, 2006) A,B 87.2 74.8 80.5
λ-WASP (Wong and Mooney, 2007) A,B,F 92.0 86.6 89.2
Extended GHKM (Li, Liu, and Sun, 2013) A,B,F 93.0 87.6 90.2
Zettlemoyer and Collins (2005) C,E,F 96.3 79.3 87.0 97.3 79.3 87.4
Zettlemoyer and Collins (2007) C,E,F 91.6 86.1 88.8
UBL (Kwiatkowski et al., 2010) E 94.1 85.0 89.3
FUBL (Kwiatkowski et al., 2011) E 88.6 88.6 88.6
Wang, Kwiatkowski, and Zettlemoyer (2014) C,E 91.1
TISP (Zhao and Huang, 2015) E,F 92.9 88.9 90.9 85.0 85.0 85.0
Rabinovich, Stern, and Klein (2017) E,F 87.1 92.9

Coarse2Fine (Dong and Lapata, 2018) E,F 88.2
Platanios et al. (2021) E,F,G 91.4 91.4
NQG-T5-3B (Shaw et al., 2021) E,F,G 93.7

PWL-LM − lexicon − type-checking D 86.9 75.7 80.9 89.5 67.1 76.7
PWL-LM + lexicon − type-checking D,E 88.4 81.8 85.0 91.4 75.7 82.8
PWL-LM − lexicon + type-checking D,F 89.3 77.9 83.2 93.2 69.3 79.5
PWL-LM + lexicon + type-checking D,E,F 90.7 83.9 87.2 97.4 81.4 88.7

Legend for sources of additional supervision:
A. Training set containing 792 examples, B. Domain-specific set of initial synchronous CFG rules,
C. Domain-independent set of lexical templates, D. Domain-independent set of interior production rules,
E. Domain-specific initial lexicon, F. Type-checking and type specification for entities,
G. Pre-trained on large web corpus.

Table 2: Results of semantic parsing experiments on the GeoQuery and Jobs
datasets (Saparov, Saraswat, and Mitchell, 2017). Precision, recall,
and F1 scores are shown. The methods in the top portion of the table
were evaluated using 10-fold cross validation, whereas those in the
bottom portion were evaluated with an independent test set. As a
consequence, the methods evaluated using 10-fold cross validation
were trained on 792 GeoQuery examples and tested on 88 examples
for each fold (hence the additional supervision label “A” in the above
table). In contrast, the methods evaluated using an independent
test set were trained on 600 GeoQuery examples and tested on 280
examples. The domain-independent set of interior production rules
(labeled “D” in the above table) is described in section 4.2.2. Some of
the above methods use the preprocessed version of data from Dong
and Lapata (2016), where entity names and numbers in the training
and test sets are replaced with typed placeholders. This provides the
same additional information as a typed domain-specific lexicon.
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Logical form: answer(A,smallest(A,state(A))) answer(A,largest(B,(state(A),population(A,B))))

Test sentence: “Which state is the smallest?” “Which state has the most population?”
Generated: “What state is the smallest?” “What is the state with the largest population?”

Figure 19: Examples of sentences generated from our trained grammar
on logical forms in the GeoQuery test set (Saparov, Saraswat,
and Mitchell, 2017). Generation is performed by computing
arg maxy∗,t∗ p(y∗, t∗ | x∗, t) as described in section 4.3.3.

82.3 on GeoQuery and Jobs, respectively. Therefore, we also measure
the effect of adding a domain-specific lexicon, which maps semantic
constants like maine to the noun “Maine” for example. This lexicon
is analogous to the string-matching and argument identification steps
in some other semantic parsers. We constructed the lexicon manually,
with an entry for every city, state, river, andmountain inGeoQuery (141
entries), and an entry for every city, company, position, and platform
in Jobs (180 entries).

Aside from the lexicon and type hierarchy, the only training infor-
mation is given by the set of sentences y, corresponding logical forms
x, and the domain-independent set of interior production rules, as de-
scribed in section 4.2.2. In our experiments, we found that the sampler
converges rapidly, with only 10 passes over the data. This is largely
due to our restriction of the interior production rules to a domain-
independent set, which provides significant information about English
syntax.
We emphasize that the addition of type-checking and a lexicon are

mainly to enable a fair comparison with past approaches. As expected,
their addition greatly improves parsing performance. At the time of
the publication of our method (Saparov, Saraswat, andMitchell, 2017),
we achieved state-of-the-art F1 on the Jobs dataset. However, even
without such domain-specific supervision, the parser performs rea-
sonably well. This is a promising indication that this parser will work
effectively in the broader PWL system, and is able to correctly parse
sentences with complex and nested semantics. However, we notice a
common error is the incorrect determination of scope of functions like
highest, shortest, etc. This is likely due to the fact that the semantic
prior does not explicitly model the scope of these functions (it assumes
a uniform probability on all possible scopes). Thus, a more explicit
model of scopemight further improve parsing performance. We found
that the semantic parsing problem is easier if the logical forms of each
sentence are more similar to the syntactic structure of that sentence. In
the extreme case, the logical forms would be identical to the sentences
themselves, in which case parsing would be trivial. Thus, there is an
inevitable balancing act in designing a semantic grammar and logical
formalism for natural language, where on one hand we want the pars-
ing problem to be as simple as possible, but on the other hand, wewant
the logical forms to be useful for downstream tasks, such as question-
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answering and reasoning, and ideally the logical forms of two distinct
sentences that have the samemeaning should be equivalent. These are
important lessons to keep in mind when designing a domain-general
semantic grammar and logical formalism.

4.5 domain-general grammar and semantic formalism

Althoughwe implemented the aforementionedDatalog grammar to be
asdomain-general aspossible, theDatalog representation inGeoQuery
and Jobs itself is unable to capture the meaning of many sentences
outside the domains of geography and job searching. Consider the
sentence “John travels to New York.” One possible Datalog logical
form for the semantics of this sentence is

(const(A,personid(john)),travel(A,B),const(B,cityid(’new york’,_))).

Now consider the sentence “John traveled to New York.” While the
tense distinction is irrelevant in GeoQuery and Jobs, this is not true in
general. Even when time is explicitly specified, as in “John traveled
to New York yesterday,” it is not clear how to represent this in Data-
log. This issue also arises with other adverbial qualifiers, as in “John
quickly traveled to NewYork” or “Johnwill travel to NewYork after he
finishes breakfast.” Furthermore, in the above example logical form,
the variables A and B are implicitly universally quantified, according
to Datalog semantics. So it is unclear how to represent sentences with
existential semantics such as “If I had an airplane, I would fly.” These
limitations impede Datalog’s applicability as a domain-independent
representation of natural language semantics.

Other semantic formalisms have similar limitations. For example,
while Abstract Meaning Representation (AMR) (Banarescu et al., 2013)
provides a broad-coverage representation of natural language seman-
tics, it intentionally ignores some central aspects of language in order
to simplify and streamline the annotation of a large number of sen-
tences. AMR does not have universal quantification, and so does not
distinguish between singular andplural forms ofwords. The sentences
“Alex received a flower” and “Alex received flowers” would have the
same logical form, which would be problematic for a downstream task
such as answering the question “Did Alex receive at least 2 flowers?”
Discourse Representation Theory (DRT) (Kamp and Reyle, 1993; Sandt,
1992) is a semantic representation that has explicit universal quantifica-
tion and is able to capture the semantics ofmany linguistic phenomena
such as anaphora and presupposition. There is a well-defined map-
ping from DRT logical forms into first-order logic formulas, and so
reasoning over DRT structures is possible using methods developed
for first-order logic. Proof calculi for DRT have also been developed
to enable reasoning directly with DRT structures (Kamp and Reyle,
1996).
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Higher-order logic or lambda calculus (Church, 1940) is a well-studied
formal language with applications to mathematics and formal seman-
tics. In fact, the field of formal semantics emerged in a large part due
to Montague’s work on a grammar of English where meaning is rep-
resented in higher-order logic (Montague, 1970, 1973, 1974). There are
many well-studied proof calculi for performing reasoning in higher-
order logic, many of them being extensions of proof calculi for first-
order logic, including natural deduction (Gentzen, 1935, 1969). Much
of thework in formal semantics built uponMontague’swork, including
combinatory categorial grammar (CCG) (Steedman, 1997).

Thus, we present a new semantic formalism based on higher-order
logic and a new grammar with the explicit goal of domain-generality.
A semantic formalism is amapping between interpretations of sentences
to logical forms. We emphasize that while a language-independent
semantic formalism would be tremendously valuable, it is not our
primary goal. We focus on representing the semantics of English
sentences in this thesis, and we leave extensions to other languages to
future work. Higher-order logic provides a convenient way to define
sets of objects as boolean-valued functions: A boolean-valued function
f represents the set of all objects x that make f(x) true. So if f(x) is true
if and only if x is a cat, then f is the set of all cats. Higher-order logic
provides notation to define new functions, called function abstraction,
and we can directly use this to “build” new sets:

• λx.cat(x) defines the set of all cats,
• λx(large(x)∧ dog(x)) is the set of all large dogs,
• λx(cat(x)∧¬∃y(like(x,y)∧ dog(y))) is the set of all cats that
do not like a dog, etc.

Plural noun phrases in English and other languages can express prop-
erties of sets of objects, such as “3 books,” which refers to a set whose
cardinality is three and whose elements are all books. The semantics
of this phrase can be represented in higher-order logic as:

subset(X, λx.book(x)) ∧ size(X)=3,

where size is the cardinality function, and subset is defined as:

∀A∀B(subset(A,B)↔ ∀x(A(x)→ B(x))).

That is, subset(A,B) is true if and only if every element of the set A is
an element of the set B. Note that the subset is necessary here, since
if instead we had written X= λx.book(x) ∧ size(X) = 3, the set of all
books would have cardinality three, which is not often the meaning
of “3 books.” The above tools allows us to analyze almost all noun
phrases as sets. Even singular noun phrases can be analyzed as sets
containing only one object: λx.x = alex is the set that only contains
alex. This representation enables description of the properties of
sets rather than their elements, which, for example, is necessary to
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represent the meaning of quantity phrases: “at least 3 books,” “most
books,” “a few books,” “half of the books on the table,” etc.

parsing vs reasoning: An important lesson from the develop-
ment of our grammar for Datalog, and from the development of se-
mantic parsers more broadly, is that the semantic parsing problem is
easier if the logical forms of each sentence are more similar to the syn-
tactic structure of that sentence. In the extreme case, the logical forms
would be identical to the sentences themselves, in which case parsing
would be trivial. However, in this extreme case, the resulting logical
forms would not be any more useful than the sentences themselves for
downstream tasks, such as question-answering and reasoning. At a
bare minimum, we want the logical forms represented in a formal lan-
guage, in which reasoning is amenable (e.g. there is a proof calculus
for the formal language). We also want the logical forms of any two
sentences with the same meaning to be logically equivalent.
Beyond this bare minimum, there are design options to consider.

One such option is the order of commutative operations, such as con-
junction. The sentences

• “Alice is a dog and Bob is a cat”
• “Bob is a cat and Alice is a dog”

have the same meaning but differ in their ordering of operands. There
are two choices here:

1. The two sentences above have the same logical form: cat(bob)∧
dog(alice). This requires a canonical ordering of operands. In
this example, the canonical ordering is determined by the alpha-
betical ordering of their predicates.

2. The two sentences have distinct but equivalent logical forms,
mirroring the order of the respective operands in the sentences:
dog(alice) ∧ cat(bob) for the first sentence, and cat(bob) ∧
dog(alice) for the second.

In order to implement the first choice in our grammatical framework,
the grammar would need two production rules like the following:

S→ S:select_left_operand AND:require_canonical
S:select_right_operand

S→ S:select_right_operand AND:require_canonical
S:select_left_operand

where the function require_canonical checks whether the input
logical form is a binary conjunction with its operands in canonical
order. If so, it simply returns the input logical form unchanged;
otherwise, it returns failure. The function select_left_operand
returns the left operand of an input conjunction (e.g. given input
dog(alice)∧ cat(bob), it returns dog(alice)). The function select_
right_operand returns the right operand of an input conjunction (e.g.
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given input dog(alice)∧ cat(bob), it returns cat(bob)). Similar rules
would need to be implemented for any other nonterminal that could
be coordinated. This approach scales poorly when the number of
operands increases beyond two. In addition, since our parser is top-
down, such a grammarwould cause a large number of spurious search
states to be created. It is for these reasons we chose the second choice:
the order of the operands in the logical form matches the order of
the corresponding phrases in the sentence. This is not limited to con-
junction. For the same reasons as above, we chose that the order of
adjuncts of a phrase in the sentence should match the order of the cor-
responding subexpressions in the logical form. For example, in "She
will go there by car in the evening," the subexpression in the logical
form corresponding to "by car" should precede the subexpression cor-
responding to “in the evening.” As another example, in “tall green
tree,” the subexpression in the logical form corresponding to “tall”
should precede that which corresponds to “green.”

But this design choice does not remove the necessity of canonical-
ization. It is deferred to the reasoning module. In the above example,
it is now the reasoning module’s job to determine that dog(alice)∧
cat(bob) is equivalent to cat(bob)∧ dog(alice). Thus, these design
choices serve to delineate the boundary between the language module
and reasoning module. If more computation is deferred to the reason-
ing module, the language module’s job will be easier, at the expense
of increasing the complexity of reasoning, and vice versa.
Another design choice in the semantic representation is the repre-

sentation of named entities. PWM defers named entity linking to the
reasoning module (the parser does not do named entity linking). That
is, the semantic parser does not parse “Alice” directly into the constant
alice. Rather, named entities are parsed into existentially-quantified
expressions, such as ∃a(name(a) = “Alice” ∧ . . .). This reduces the
number of possible logical forms that the parser must consider. If
instead the parser were responsible for named entity linking, “Alice”
could refer to alice, bob, or any other concept in the theory. This
would dramatically increase the size of the parser’s search space.

neo-davidsonian semantics: Like AMR and DRT, PWL uses
neo-Davidsonian semantics (Parsons, 1990) (also known as event seman-
tics) to represent meaning of actions and events in all logical forms
(both in the theory and during semantic parsing). As a concrete exam-
ple, a straightforward way to represent the meaning of “Jason traveled
to New York” could be with the logical form travel(jason, nyc). In
neo-Davidsonian semantics, this would instead be represented with
three distinct atoms: travel(c1), arg1(c1) = jason, and arg2(c1) =
nyc. Here, c1 is a constant that represents the “traveling event,” whose
first argument is the constant representing Jason, and whose second
argument is the constant representing New York City. This represen-
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Semantic parser output

Possible axioms

in theory

Without neo-Davidsonian
semantics, language
module performs entity
linking

∃b(book(b) ∧ write(alex,b))
book(c1),
write(alex, c1).

With neo-Davidsonian
semantics, language
module performs entity
linking

∃b(book(b) ∧ ∃w(arg1(w) = alex
∧ write(w) ∧ arg2(w) = b))

book(c1), write(c2),
arg1(c2) = alex,
arg2(c2) = c1.

With neo-Davidsonian
semantics, reasoning
module resolves named
entities

∃a(name(a) = “Alex”
∧ ∃b(book(b) ∧ ∃w(arg1(w) = a
∧ write(w) ∧ arg2(w) = b)))

book(c1), write(c2),
name(c3) = “Alex”,
arg1(c2) = c3,
arg2(c2) = c1.ou

ra
pp

ro
ac
h

Table 3: Design choices in the representation of the meaning of the sentence
“Alexwrote a book.” To avoid clutter, atoms that convey tense/aspect
information are omitted from the logical forms.

tation allows the event to be more readily modified by other logical
expressions, such as in “Jason quickly traveled to NYC with my car
before nightfall.” Neo-Davidsonian semantics is not a full semantic
formalism in its own right, in that it does not prescribe a complete
logical form for the meaning of every sentence. Rather, it is a way to
represent events and actions (often expressed as verbs in natural lan-
guage) in a semantic formalism, where predicates are reified as objects
with properties. Table 3 illustrates the design choices in the represen-
tation of named entities and neo-Davidsonian semantics. Note that
in the subexpression of the logical form representing “Alex wrote a
book”:

∃w(arg1(w)=a ∧ write(w) ∧ past(w) ∧ arg2(w)=b),

the order of the conjunctsmirrors the order of the correspondingwords
in the sentence: a is an entity named “Alex” and b is an instance of a
book.

Every inflected verb has a corresponding atom in the logical form
that indicates its tense and aspect. This atom always follows the atom
that declares the type of the event. In the above example, “wrote” is
in the simple past tense, which is represented as past(w) and immedi-
ately follows write(w). There are 12 predicates to convey tense-aspect:
one for every combination of tense (past, present, future) and aspect
(simple, perfect, progressive, and perfect progressive). For example
future_perfect_progressive represents future tense and perfect
progressive aspect (e.g. “will have been writing”).
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semantic vs syntactic head: The syntactic head of a phrase is
the word that determines the syntactic category of that phrase. For
example, the head of the noun phrase “the apple that fell from the
tree” is “apple,” and the head of the adjectival phrase “exceedingly
bright” is “bright.” For any logical form representation of a natural
language phrase, we define the semantic head as the subexpression
within the logical form that corresponds to the syntactic head of the
phrase. Consider the example “Alex wrote a book.” It’s logical form is

∃a(name(a)=“Alex” ∧ ∃b(book(b)
∧ ∃w(arg1(w)=a ∧ write(w) ∧ past(w) ∧ arg2(w)=b))).

The syntactic head is “wrote” and the semantic head is the subex-
pression containing the existential quantification over w. In our new
semantic formalism, all logical forms have a semantic head. Observe
that the argument relations between the variables in the logical form
define a directed graph over the variables: Every variable corresponds
to a vertex, and every atom arg1(x)=y and arg2(x)=y corresponds
to a labeled edge from x to y. In the above example, there are three
variables: a, b, and w; and two edges: an edge (w,a) labeled arg1,
and an edge (w,b) labeled arg2. This scope graph is shown below:

w

a b

arg1 arg2

The semantic head is identified as the source of this graph (i.e. the
vertex with no incoming edges). But this relationship does not extend
to the example “Alex wrote a book yesterday,” which has the logical
form

∃a(name(a)=“Alex” ∧ ∃b(book(b)
∧ ∃w(arg1(w)=a ∧ write(w) ∧ past(w) ∧ arg2(w)=b

∧ ∃y(yesterday(y) ∧ arg1(y)=w)))).

But the scope graph for this logical form is

y

w

a b

arg1

arg1 arg2

This would imply that the semantic head is y, corresponding to “yes-
terday.” To avoid this, like AMR, we define inverses for the argument
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functions: arg1_of and arg2_of, where arg1_of(a)=b if and only if
arg1(b)=a. With these functions, we can rewrite the logical form for
“Alex wrote a book yesterday” as

∃a(name(a)=“Alex” ∧ ∃b(book(b)
∧ ∃w(arg1(w)=a ∧ write(w) ∧ past(w) ∧ arg2(w)=b

∧ ∃y(yesterday(y) ∧ arg1_of(w)=y)))),

and the resulting scope graph is
y

w

a b

arg1_of

arg1 arg2

The source vertex of the graph isw, which correctly corresponds to the
syntactic head of the sentence “wrote.”

In general, the following algorithm is used to find the semantic head,
starting with the root of the logical form:
1. Check if the current subexpression is the head:

• If the nonterminal is not a noun phrase, and the current subexpres-
sion is an existentially-quantified conjunction ∃x(. . .∧ t(x)∧ . . .)
that contains an atomwhichdeclares the type of x, t(x), and t is not
a “special” predicate, and there is no term of the form arg1(*)=x,
arg2(*) = x, arg1_of(*) = x, or arg2_of(*) = x, then return this
node as the head. “Special” predicates are arg1, arg2, arg1_of,
arg2_of, size, and any aspect-tense predicate.

• If the nonterminal is a nounphrase, and the current expression is a
declaration of a set: ∃X(F(X)∧ . . .∧∃x(X(x)∧Q(x))) or ∃X(F(X)∧
. . .∧ ∀x(X(x) → Q(x))) where F(X) is a definition of the set X,
then return this node as the head. Examples of set definitions are
X=λx.cat(x) and subset(X, λx.cat(x)).

2. If the current subexpression is not the head, then continue this
procedure recursively on the right-most child subexpression (i.e. if
this is a conjunction, repeat with the right-most operand; if this is
an if-then expression, repeat with the consequent; etc).

Observe that applying the above procedure to the example logical
forms for “Alex wrote a book” and “Alex wrote a book yesterday” will
correctly return the subexpression with the existential quantification
over w. The notion of the semantic head is useful since the semantic
transformation functions operate on the semantic head of the logical
form.
After parsing a sentence into logical form, and before passing it

onto the reasoning module, PWL will convert these inverse argument
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functions into their regular form: arg1_of(a) = b is converted into
arg1(b)=a, and arg2_of(a)=b is converted into arg2(b)=a.

Another very important lesson learned from the experiments on
GeoQuery and Jobs is that the following is a very desirable property
of a grammar in this framework: For any natural language phrase y
and any nonterminal A ∈ N, there is a one-to-one correspondence
between logical form meanings and derivation trees of y with root
N. That is, for any logical form interpretation x of a natural language
phrase y and for any nonterminal A ∈ N, there is no more than one
derivation tree with root N of that phrase y with that logical form x.
Under this property, there is no ambiguity in derivations given the
logical form and nonterminal. A consequence of this property is that
during parsing, once the algorithm has found a logical form parse
for a given phrase and nonterminal, we would guaranteed that there
are no other derivations of that phrase that has the same logical form.
This has the effect of greatly reducing the number of search states
that the parser has to visit, increasing the performance of the parser
overall. One common source of ambiguity that violates this property
arises from production rules that combine adjuncts. Consider the
followingexampleproduction rules (omitting semantic transformation
functions):

NP→ NP PP, NP→ ADJP NP.

And consider the phrase “yellow book on the desk.” With the above
grammar, theuniquederivationpropertywouldbeviolated since there
are two ambiguous derivations for the same logical form:

NP
NP

PP
“on the desk”

NP
“book”

ADJP
“yellow”

NP
PP

“on the desk”

NP
NP

“book”

ADJP
“yellow”

To avoid this ambiguity, the nonterminal NP can instead be split
into two: NPL and NPR. The nonterminal NPL is given the production
rules for the left adjuncts, whereas the nonterminal NPR is given the
production rules for the right adjuncts:

NPR → NPR PP, NPR → NPL, NPL → ADJP NPL.

With these modified production rules, “yellow book on the desk” is
no longer ambiguous:
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NPR
PP

“on the desk”

NPR
NPL

NPL
“book”

ADJP

“yellow”

In the grammar implemented by PWL, we similarly split the nonter-
minals for verb phrases, noun phrases, adjectival phrases, and adver-
bial phrases into “left” and “right” counterparts. We also added code
in our parser to detect when a duplicate logical form is found for any
nonterminal and span of the sentence. This facilitates debugging the
inverse semantic transformation functions and maintains the perfor-
mance of the parser by avoiding unintentionally increasing the size of
the parser’s search space.

We designed the production rules of the grammar following many
of the ideas of Huddleston and Pullum (2002). Our semantic grammar
framework enabled us to look to the rich literature in the field of for-
mal semantics and incorporate ideas thereof into the grammar, such as
neo-Davidsonian semantics. As another example, consider the phrase
“two cups of water.” Rothstein (2010) posits that there are two interpre-
tations: The first interpretation is a quantity of water whose volume
is equal to roughly 473.18milliliters. The second interpretation is two
containers with handles, each filled with water. Note that in the first
interpretation, the water may all be inside a single container, whereas
in the second interpretation, the total volume of the water may be very
different from 473.18milliliters if the cups are especially small or large.
The first interpretation is known as the “measure” reading, and the
second is known as the “count” reading. In our logical formalism, the
two readings are shown for the sentence “I drank two cups”:

∃c(cup_unit(c) ∧ ∃m(measure(m) ∧ arg1(m)=2 ∧ arg2(m)=c

∧ ∃d(arg1(d)=me ∧ drink(d) ∧ past(d) ∧ arg2(d) = m))),

∃C(C=λc.cup(c) ∧ size(C)=2 ∧ ∀c(C(c)
→ ∃d(arg1(d)=me ∧ drink(d) ∧ past(d) ∧ arg2(d) = c))).

In our grammar, the count reading is always available for noun phrases
that contain a non-negative integer followed by a nominal. To allow
for the other reading, we added a production rule to our grammar
NP→ Q NOMINALR (semantic transformation functions not shown)
that requires the input logical form have a measure event at the head,
the first argument of this event is passed to the first child (Q) and the
second argument is passed to the second child (NOMINALR).
The predicate same represents the meaning of the verb “to be,” in-

dicating the equivalence of two objects, such as in “Pennsylvania is a
state.” After parsing sentences into logical forms, and before giving
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them to the reasoningmodule, PWL simplifies expressions of the form
∃x(same(x) ∧ arg1(x)=a ∧ arg2(x)=b) into a=b. The order of the
conjuncts inside the ∃x does not matter.

The passive voice is represented using a higher order predicate in-
verse, such as in the logical form for “A book was written by Alex:”

∃b(book(b) ∧ ∃a(name(a)=“Alex” ∧ ∃w(arg1(w)=b
∧ inverse(write)(w) ∧ past(w) ∧ arg2(w)=a))).

This allows us to maintain arg1 as the indicator of the subject of the
verb, and arg2 as the indicator of the object of the verb, thereby allevi-
ating the need for additional production rules in the grammar. After
parsing, PWL simplifies expressions of the form ∃x(inverse(f)(x) ∧

arg1(x)=a ∧ arg2(x)=b) into ∃x(f(x) ∧ arg2(x)=a ∧ arg1(x)=b),
swapping the arguments. The order of the conjuncts or the presence
of additional conjuncts inside the ∃x does not matter. So in the above
logical form for “A book was written by Alex,” the logical form would
be simplified into:

∃b(book(b) ∧ ∃a(name(a)=“Alex”
∧ ∃w(arg2(w)=b ∧ write(w) ∧ past(w) ∧ arg1(w)=a))).

Ournewgrammar is available atgithub.com/asaparov/PWL/blob/
main/english.gram.

4.5.1 Intra-sentential coreference

Anaphora is widely prevalent in natural language, and wide-coverage
parsing requires a way to resolve anaphora. However, since PWM
makes the assumption that each sentence is context-independent (the
sentences are conditionally independent given the theory), it is not
possible to correctly model cross-sentential anaphora. In order to do
so, we would need amodel of context, which we propose in section 4.7
alongwith other futurework. But for the sake of rapid prototyping, we
instead use a simpler model of anaphora, which we present as follows.

As with named entity linking, the language module of PWL does
not perform coreference/anaphora resolution. Rather, anaphora are
semantically interpreted as objects with special types: ref (“it”), fe-
male_ref (“she” and “her”), male_ref (“he” and “him”), and plural_
ref (“they” and “them”). For example, the logical form of “He saw
her” is represented as

∃a(male_ref(a) ∧ ∃b(female_ref(b)
∧ ∃s(arg1(s)=a ∧ see(s) ∧ past(s) ∧ arg2(s)=b))).

If this logical form were directly given to the reasoning module, the
variables a and b could be instantiated as any constant in the theory,

https://github.com/asaparov/PWL/blob/main/english.gram
https://github.com/asaparov/PWL/blob/main/english.gram
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regardless of how recently that constant is mentioned in the sequence
of sentences. In natural language, anaphora are much more likely
to bind to more recently mentioned entities. Therefore, in order to
incorporate this strong recency preference in anaphora binding, we
alter the generative process of PWM slightly: Each logical form xi
is generated in the same way as before. These logical forms do not
have any special anaphoric types (i.e. ref, female_ref, male_ref,
etc). Rather than proceeding to generate sentences directly from these
logical forms xi, we introduce an intermediate step, where for each xi,
a new logical form x ′i is generated where some variables are replaced
by new existentially quantified variables with anaphoric types. The
sentences yi are then generated from these new logical forms x ′i. As
an example, consider the non-anaphoric logical form xi

∀p(planet(p) ∧ ∃s(star(s)
∧ ∃n(arg1(n)=p ∧ near(n) ∧ arg2(n) = s))

→ ∃h(arg1(h)=p ∧ hot(h))). (92)

The intermediate (anaphoric) logical form x ′i could remain unchanged,
or it could introduce anaphora. If unchanged, the resulting sentence
could be something like “Every planet near a star is hot,” or “Every
planet that is near a star is hot.” If anaphora is introduced, an example
intermediate logical form x ′i is

∃p(planet(p) ∧ ∃s(star(s)
∧ ∃n(arg1(n)=p ∧ near(n) ∧ arg2(n) = s)))

→ ∃r(ref(r) ∧ ∃h(arg1(h)=r ∧ hot(h))), (93)

which could result in a sentence such as “If a planet is near a star, it
is hot.” Notice the quantifier ∀p was changed into ∃p as it was moved
from the root scope into the scope of the antecedent (the left side of
→). This is due to the fact that under classical logic, ∀x(f(x) → g) is
equivalent to (∃x.f(x))→ g. But the quantifier is unchanged if moved
into the consequent. Similarly, the quantifier is changed if it is moved
into a negation: ∃x.¬f(x) is equivalent to ¬∀x.f(x). The conditional
probability of the anaphoric logical form, given the non-anaphoric
logical form, is

p(x ′i | xi) ∝ exp

−
∑

a∈anaphora(x ′i)

distxi(a)

 , (94)

where the sum is taken over variables with anaphoric types (in the
example logical form in equation 93, there is only one such variable:
r), and distxi(a) is the “distance” between the anaphora and the ref-
erent scope. This distance is defined as follows: create a sorted list
of non-event variables according to the prefix ordering of variables
in the logical form x ′i. The distance between an anaphoric variable
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and its referent variable is simply the distance of the variables in the
sorted list. For example, in the logical form in equation 93, the sorted
list of non-event variables is: p, s, and r. The distance between the
anaphoric variable r and its referent p is distxi(r) = 2. Since our
logical formalism was designed so that the order of the elements in
the logical form closely mirrors the order of the corresponding tokens
in the sentence, this notion of distance between elements in the log-
ical form corresponds closely to the notion of distance between the
corresponding tokens in the sentence. While this simple conditional
distribution incorporates the fact about anaphora binding that more
recently mentioned referents are preferred, it ignores other known
principles of binding theory in linguistics, such as the fact that subject
entities are more likely to be referents than object entities (“planet” vs
“star” in the above example). We suggest a different model as future
work in section 4.7 that could better incorporate such principles into
the model.
During inference, PWL effectively performs the inverse of the gener-

ative process: first parse the sentence yi into the top-k values of the
anaphoric logical form x ′i, then for each of the top-k logical forms, re-
solve the anaphora to produce the top-k ′ values of the non-anaphoric
logical form xi. These non-anaphoric logical forms xi are then given
to the reasoning module.

4.5.2 Data structure for sets of logical forms

The algorithms in section 4.3 operate over sets of logical forms. Some of
these sets can be infinite. The starting search state for these algorithms
is often the set of all logical forms. Thus, it is not feasible to represent
each set as a list of logical forms. A memory-efficient data structure
to represent sets of logical form is needed, which we present in this
section.
This data structure needs to implement the set intersection operation:

given two sets of logical formsX and Y, computeX∩Y. In addition, the
semantic transformation functions, their inverses, and semantic feature
functions work with logical form sets, and so the data structure must
also provide the operations needed by the implementations thereof.
Many of the semantic transformation functions in our new grammar,
as well as exclude_features as discussed in section 4.1.4, require
the set difference operation: given two sets of logical form X and Y,
compute X \ Y. Recall that the parser relies on a subroutine to compute
f−1(X) ∩ Y where f is a semantic transformation function, f−1(X) =

{x : f(x) ∈ X} is its inverse, and X and Y are sets of logical forms (see
line 20 in algorithm 9). This subroutine, as well as the set intersection
operation, is permitted to return a list of sets that represents their
union: f−1(X) ∩ Y = Z1 ∪ . . . ∪ Zr. These sets Z1, . . . ,Zr should be
disjoint, since otherwise it is possible for the parser to visit search



4.5 domain-general grammar and semantic formalism 105

states more than once and can lead to wasted computation. We will
show that the set difference operation helps to ensure that the output
of set intersection is disjoint: Z1, (Z2 \Z1), . . ., (Zr \Z1 \ . . . \Zr−1).
The core of our data structure is actually identical to that for a single-

ton logical form in higher-order logic, and is shown below in algorithm
13 in a pseudo-programming languagewith subtyping polymorphism.

Algorithm 13: Pseudocode for standard data structure representing a
higher-order logic formula.

1 class hol_term
/* supertype that represents the

higher-order formula */

2 class hol_not extends hol_term
3 hol_term operand

4 class hol_if_then extends hol_term
5 hol_term antecedent
6 hol_term consequent

7 class hol_equals extends hol_term
8 hol_term left
9 hol_term right

10 class hol_and extends hol_term
11 array<hol_term> operands

12 class hol_or extends hol_term
13 array<hol_term> operands

14 class hol_for_all extends hol_term
15 int variable
16 hol_term operand

17 class hol_exists extends hol_term
18 int variable
19 hol_term operand

20 class hol_lambda extends hol_term
21 int variable
22 hol_term operand

23 class hol_application extends hol_term
/* a function application (e.g. arg1(x)) */

24 hol_term function
25 array<hol_term> arguments

26 class hol_true extends hol_term
/* subtype representing > */

27 class hol_false extends hol_term
/* subtype representing ⊥ */

28 class hol_variable extends hol_term
29 int variable

30 class hol_constant extends hol_term
31 int constant

32 class hol_string extends hol_term
33 string str

34 class hol_number extends hol_term
35 number num

Each logical form is an instance of the type hol_term. To extend this
to represent sets of logical forms, we add a new “wildcard” subtype
hol_any_right:

36 class hol_any_right extends hol_term
37 hol_term? included /* can be null */
38 array<hol_term> excluded

This structure represents the set of all higher-order expressions,
which are not elements of any excluded set, and have a subexpres-
sion in the right-most path which is an element of the logical form
set corresponding to the field included (the right-most path of an ex-
pression tree is the set of nodes visited by starting from the root and
walking to the right-most child at each node). To be precise, if x is a log-
ical form, r(x) is the right-most child node of x (i.e. if x = x1∧ . . .∧ xn
is a conjunction, r(x) = xn is the right-most operand; if x = x1 → x2
is an if-then expression, r(x) = x2 is the consequent subexpression; if
x = ∀y.A is a quantified expression, r(x) = A is the quantificand; etc).
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Define SR as the right-most path in the expression tree of x. That is,
the smallest set such that:

x ∈ SR(x), the root node is an element of SR(x), (95)
and for any n ∈ SR(x), r(n) ∈ SR(x). (96)

Then for any logical form setX, defineR(X) as the set of all logical forms
that have a subexpression in the right-most path that is an element of
X:

R(X) , {x : ∃n ∈ SR(x) such that n ∈ X}. (97)

With this notation, we can precisely define the semantics of the hol_
any_right structure: let X be the logical form set that corresponds
to the included field, and Y1, . . . , Yn be the logical form sets corre-
sponding to the excluded field. Then, the hol_any_right structure
represents the set of logical forms

R(X) \ (Y1 ∪ . . .∪ Yn) . (98)

Note that included can be null, in which case the structure represents
the set of logical forms

Ω \ (Y1 ∪ . . .∪ Yn) , (99)

where Ω is the set of all logical forms. So if both included is null
and excluded is empty, then the data structure represents the uncon-
strained set of all logical forms Ω. We require that included is not a
subset of the excluded sets (i.e. R(X) * Y1 ∪ . . .∪ Yn), since otherwise
the resulting set would be empty. We also require that no excluded
set is superfluous (i.e. Yi ∩ R(X) is not empty for all i).

Since hol_any_right is a subtype of hol_term, it can appear as a
subexpression within larger expressions. For example, the expression

∃b(book(b) ∧ R(∃w(write(w) ∧ past(w) ∧ arg2(w)=b)))

represents the set of all logical forms that look like ∃b(book(b) ∧

. . .) where the . . . is any logical form that contains the subexpression
∃w(write(w) ∧ past(w) ∧ arg2(w)=b)) in its right-most path. As
another example, R(a) ∧ R(3) is the set of all logical forms with a
binary conjunction at the root, where the left child is any logical form
with the constant a as its right-most descendant node, and the right
child is any logical formwith the number 3 as its right-most descendant
node.
The hol_any_right structure was chosen to reflect the fact that the

semantic head of a logical form in our new formalism is a subexpres-
sion in the right-most path of the expression tree. Recall that the
semantic transformation functions in our grammar operate on the se-
mantic head of the input logical form. So we can use hol_any_right
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Algorithm 14: Pseudocode to compute the set intersection of two logical
form sets, each represented by the hol_term data structure.

1 function set_intersect(hol_term X, hol_term Y)
2 if X has type hol_any_right
3 return set_intersect_any_right(X, Y)
4 else if Y has type hol_any_right
5 return set_intersect_any_right(Y, X)
6 else if X and Y have different types return empty list
7 L is an empty list
8 if X has type hol_not
9 [Z1, . . . ,Zn] = set_intersect(X.operand, Y.operand)

10 for i = 1, . . . ,n do L.add(¬Zi)
11 else if X has type hol_if_then
12 [ZL1 , . . . ,ZLn] = set_intersect(X.antecedent, Y.antecedent)
13 [ZR1 , . . . ,ZRm] = set_intersect(X.consequent, Y.consequent)
14 for i = 1, . . . ,n do

15 for j = 1, . . . ,m do L.add(ZLi → ZRj )

16 else if X has type hol_equals
17 [ZL1 , . . . ,ZLn] = set_intersect(X.left, Y.left)
18 [ZR1 , . . . ,ZRm] = set_intersect(X.right, Y.right)
19 for i = 1, . . . ,n do

20 for j = 1, . . . ,m do L.add(ZLi = ZRj )

21 else if X has type hol_and or hol_or
22 if X.operands.length 6= Y.operands.length return empty list
23 let N be X.operands.length
24 for i = 1, . . . ,N do

25 [Zi1, . . . ,Zini
] = set_intersect(X.operands[i], Y.operands[i])

26 for {(i1, . . . , iN) : ij ∈ {1, . . . ,nj}} do

27 if X has type hol_and L.add(Z1i1 ∧ . . .∧ZNiN)

28 if X has type hol_or L.add(Z1i1 ∨ . . .∨ZNiN)

29 else if X has type hol_for_all or hol_exists or hol_lambda
30 if X.operands.variable 6= Y.operands.variable return empty list
31 [Z1, . . . ,Zn] = set_intersect(X.operand, Y.operand)
32 for i = 1, . . . ,n do

33 let x be X.operands.variable
34 if X has type hol_for_all L.add(∀x.Zi)
35 if X has type hol_exists L.add(∃x.Zi)
36 if X has type hol_lambda L.add(λx.Zi)

37 else if X has type hol_func_application
38 if X.arguments.length 6= Y.arguments.length return empty list
39 [Z01, . . . ,Z0n] = set_intersect(X.function, Y.function)
40 let N be X.arguments.length
41 for i = 1, . . . ,N do

42 [Zi1, . . . ,Zini
] = set_intersect(X.arguments[i], Y.arguments[i])

43 for {(i1, . . . , iN) : ij ∈ {1, . . . ,nj}} do

44 for i = 1, . . . ,n do L.add(Z0i (Z
1
i1

, . . . ,ZNiN))

45 else if X has type hol_true L.add(>)
46 else if X has type hol_false L.add(⊥)
47 else if X has type hol_variable and X.variable = Y.variable
48 L.add(X)
49 else if X has type hol_constant and X.constant = Y.constant
50 L.add(X)
51 else if X has type hol_string and X.str = Y.str
52 L.add(X)
53 else if X has type hol_number and X.num = Y.num
54 L.add(X)

55 return L
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to specify the semantic head of logical forms in a set, even when there
are no constraints on other parts of the logical form in that set. This
is related to the more general fact that the data structure design for
logical form sets is intimately linked to the design of the semantic
transformation functions of the grammar, and therefore, the design of
the logical formalism.

set intersection: With the above data structure, our algorithm
for computing the set intersection of any two sets of logical forms is
shown in algorithm 14. In this algorithm, the loop over {(i1, . . . , iN) :
ij ∈ {1, . . . ,nj}} on lines 26 and 43 is a loop over all tuples (i1, . . . , iN)
such that for each j, ij is an integer between 1 and nj inclusive (i.e.
the Cartesian product {1, . . . ,n1}× {1, . . . ,n2}× . . .× {1, . . . ,nN}). If
either of the two input logical form sets have type hol_any_right, it
calls the helper function set_intersect_any_right, which is shown
in algorithm 15.
The correctness of set_intersect_any_right in the case where Y

has type hol_any_right (on lines 4-18 in algorithm 15) relies on the
following fact:

Thm 2. Given any sets of logical forms AX, BX, AY , and BY ,

(R(AX) \BX)∩ (R(AY) \BY)
= (R(AX ∩ R(AY)) \ (BX ∪BY))∪ (R(AY ∩ R(AX)) \ (BX ∪BY)).

Proof. Note that

(R(AX) \BX)∩ (R(AY) \BY) = R(AX)∩ R(AY)∩BX ∩BY ,

= (R(AX)∩ R(AY)) \ (BX ∪BY).

So itwill suffice to showthatR(AX)∩R(AY) = R(AX∩R(AY))∪R(AY ∩
R(AX)).

Take any x ∈ R(AX) ∩ R(AY). By definition, there is a subtree a ∈
SR(x) such that a ∈ AX and there is a subtree b ∈ SR(x) such that
b ∈ AY . There are two cases: a ∈ SR(b) or b ∈ SR(a).

1. If a ∈ SR(b), then b ∈ R(AX), and therefore, b ∈ AY ∩ R(AX)
which implies x ∈ R(AY ∩ R(AX)).

2. If instead b ∈ SR(a), then a ∈ R(AY), and therefore, a ∈ AX ∩
R(AY) which implies x ∈ R(AX ∩ R(AY)).

We conclude that R(AX)∩ R(AY) ⊆ R(AX ∩ R(AY))∪ R(AY ∩ R(AX)).
To show the other direction, take any x ∈ R(AX ∩ R(AY)) ∪ R(AY ∩

R(AX)).

1. In the first case, x ∈ R(AX ∩ R(AY)), which means there is a
subtree a ∈ SR(x) such that a ∈ AX ∩ R(AY). This implies that
x ∈ R(AX), and that there is a subtree b ∈ SR(a) such that b ∈ AY .
By definition, b is also a member of SR(x), and so x ∈ R(AY).
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Algorithm 15: Helper function for computing the intersection of two sets
of logical forms, where X has type hol_any_right.

1 function set_intersect_any_right(hol_any_right X, hol_term Y)
2 L is an empty list
3 let R(AX) \ (BX1 ∪ . . .∪B

X
n) be the set represented by X

4 if Y has type hol_any_right
5 let R(AY) \ (BY1 ∪ . . .∪B

Y
m) be the set represented by Y

6 if AX = AY

7 if R(AX) ⊆ BX1 ∪ . . .∪B
X
n ∪BY1 ∪ . . .∪B

Y
m return empty list

8 return [R(AX) \ (BX1 ∪ . . .∪B
X
n ∪BY1 ∪ . . .∪B

Y
m)]

9 [Z1, . . . ,Zs] = set_intersect_any_right(R(AX),AY)
10 [W1, . . . ,Wt] = set_intersect_any_right(R(AY),AX)
11 for i = 1, . . . , s do

12 if R(Zi) ⊆ BX1 ∪ . . .∪B
X
n ∪BY1 ∪ . . .∪B

Y
m continue

13 L.add(R(Zi) \ (BX1 ∪ . . .∪B
X
n ∪BY1 ∪ . . .∪B

Y
m))

14 for i = 1, . . . , t do

15 if R(Wi) ⊆ BX1 ∪ . . .∪B
X
n ∪BY1 ∪ . . .∪B

Y
m ∪ R(Z1)∪ . . .∪ R(Zs)

16 continue

17 L.add(R(Wi) \ (BX1 ∪ . . .∪B
X
n ∪BY1 ∪ . . .∪B

Y
m ∪ R(Z1)∪ . . .∪ R(Zs)))

18 return L

19 let K be a list initially containing only Y
20 for i = 1, . . . ,n do

21 K∗ is an empty list
22 for each Y ′ in K do

23 K∗.add_all(set_subtract(Y ′,BXi ))

24 set K = K∗

25 for each Y ′ in K do

26 if Y ′ has type hol_not
27 [Z1, . . . ,Zs] = set_intersect_any_right(R(AX), Y ′.operand)
28 for i = 1, . . . , s do L.add(¬Zi)
29 [W1, . . . ,Ws] = set_intersect(AX, Y ′)
30 for i = 1, . . . , s do

31 [W ′1, . . . ,W ′t] = set_subtract(Wi.operand,R(AX))
32 for j = 1, . . . , t do L.add(¬W ′j)

33 else if Y ′ has type hol_if_then
34 [Z1, . . . ,Zs] = set_intersect_any_right(R(AX), Y ′.consequent)
35 for i = 1, . . . , s do L.add(Y ′.antecedent→ Zi)
36 [W1, . . . ,Ws] = set_intersect(AX, Y ′)
37 for i = 1, . . . , s do

38 [W ′1, . . . ,W ′t] = set_subtract(Wi.consequent,R(AX))
39 for j = 1, . . . , t do L.add(Y ′.antecedent→W ′j)

40 else if Y ′ has type hol_equals
41 [Z1, . . . ,Zs] = set_intersect_any_right(R(AX), Y ′.right)
42 for i = 1, . . . , s do L.add(Y ′.left = Zi)
43 [W1, . . . ,Ws] = set_intersect(AX, Y ′)
44 for i = 1, . . . , s do

45 [W ′1, . . . ,W ′t] = set_subtract(Wi.right,R(AX))
46 for j = 1, . . . , t do L.add(Y ′.left =W ′j)
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Algorithm 15: (continued)
47 else if Y ′ has type hol_and or hol_or
48 let [Y ′1, . . . , Y ′N] be the operands of Y ′

49 [Z1, . . . ,Zs] = set_intersect_any_right(R(AX), Y ′N)
50 for i = 1, . . . , s do

51 if Y ′ has type hol_and L.add(Y ′1 ∧ . . .∧ Y
′
N−1 ∧Zi)

52 if Y ′ has type hol_or L.add(Y ′1 ∨ . . .∨ Y
′
N−1 ∨Zi)

53 [W1, . . . ,Ws] = set_intersect(AX, Y ′)
54 for i = 1, . . . , s do

55 let [S1, . . . ,SN] be the operands ofWi
56 [W ′1, . . . ,W ′t] = set_subtract(SN,R(AX))
57 for j = 1, . . . , t do

58 if Y ′ has type hol_and L.add(Y ′1 ∧ . . .∧ Y
′
N−1 ∧W

′
j)

59 if Y ′ has type hol_or L.add(Y ′1 ∨ . . .∨ Y
′
N−1 ∨W

′
j)

60 else if Y ′ has type hol_for_all or hol_exists or hol_lambda
61 let x be Y ′.variable
62 [Z1, . . . ,Zs] = set_intersect_any_right(R(AX), Y ′.operand)
63 for i = 1, . . . , s do

64 if Y ′ has type hol_for_all L.add(∀x.Zi)
65 if Y ′ has type hol_exists L.add(∃x.Zi)
66 if Y ′ has type hol_lambda L.add(λx.Zi)

67 [W1, . . . ,Ws] = set_intersect(AX, Y ′)
68 for i = 1, . . . , s do

69 [W ′1, . . . ,W ′t] = set_subtract(Wi.operand,R(AX))
70 for j = 1, . . . , t do

71 if Y ′ has type hol_for_all L.add(∀x.W ′j)
72 if Y ′ has type hol_exists L.add(∃x.W ′j)
73 if Y ′ has type hol_lambda L.add(λx.W ′j)

74 else if Y ′ has type hol_func_application
75 let F be the function of Y ′ and [Y ′1, . . . , Y ′N] be the arguments of Y ′

76 [Z1, . . . ,Zs] = set_intersect_any_right(R(AX), Y ′N)
77 for i = 1, . . . , s do

78 L.add(F(Y ′1, . . . , Y ′N−1,Zi))

79 [W1, . . . ,Ws] = set_intersect(AX, Y ′)
80 for i = 1, . . . , s do

81 let Q be the function ofWi and [S1, . . . ,SN] be the arguments ofWi
82 [W ′1, . . . ,W ′t] = set_subtract(SN,R(AX))
83 for j = 1, . . . , t do

84 L.add(Q(Y ′1, . . . , Y ′N−1,W ′j))

85 else if Y ′ has type hol_true or hol_false or hol_variable
or hol_constant or hol_string or hol_number

86 L.add_all(set_intersect(AX, Y ′))

87 return L
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2. In the second case, x ∈ R(AY ∩ R(AX)), which means there is a
subtree b ∈ SR(x) such that b ∈ AY ∩ R(AX). This implies that
x ∈ R(AY), and that there is a subtreea ∈ SR(b) such thata ∈ AX.
By definition, a is also a member of SR(x), and so x ∈ R(AX).

We conclude that R(AX ∩ R(AY)) ∪ R(AY ∩ R(AX)) ⊆ R(AX) ∩ R(AY).
By double containment, the two sets are equivalent. �

set difference: Observe that thehelper functionset_intersect_
any_right relies on the set difference operation (via calls to set_
subtract). Our algorithm for computing the set difference is shown
in algorithm 16.

Just as with set_intersect, set_subtract also relies on a helper
function set_subtract_any_right to handle the case where Y has
type hol_any_right. This helper function is shown in algorithm 17.

The correctness of set_subtract in the case where both X and Y
have type hol_any_right (lines 5-16 in algorithm 16) relies on the
following observation: Let X and Y be written X = R(AX) \ (BX1 ∪ . . .∪
BXn) and Y = R(AY) \ (BY1 ∪ . . .∪BYn). Then:(

R(AX)
∖ n⋃
i=1

BXi

)∖(
R(AY)

∖ m⋃
i=1

BYi

)
, (100)

= R(AX)∩
n⋂
i=1

B
X
i

∖(
R(AY)∩

m⋂
i=1

B
Y
i

)
,

= R(AX)∩
n⋂
i=1

B
X
i ∩

(
R(AY)∪

m⋃
i=1

BYi

)
,

=

(
R(AX)∩ R(AY)∩

n⋂
i=1

B
X
i

)
∪
m⋃
i=1

(
R(AX)∩BYi ∩

n⋂
j=1

B
X
j

)
,

=

(
R(AX)

∖(
R(AY)∪

n⋃
i=1

BXi

))
∪
m⋃
i=1

(R(AX)∩BYi )
∖ n⋃
j=1

BXj .

set subset: The last remaining set operation to complete the above
algorithms is set subset. This operation is required by set_intersect_
any_right (lines 12 and 15 in algorithm 15) and set_subtract (lines
7 and 18 in algorithm 16). To compute whether a set A is a subset of
B1 ∪ . . .∪Bn, we rely on the fact thatA ⊆ (B1 ∪ . . .∪Bn) if and only if
A \ (B1 ∪ . . .∪ Bn) = A \ B1 \ . . . \ Bn = ∅, and so we can apply set_
subtract to implement the set subset operation for most inputs of A
and B. However, this approach is insufficient when A has type hol_
any_right, since set_subtract invokes the set subset operation on
lines 7 and 18 in algorithm 16. To develop an algorithm to compute
the subset operation in the case where A has type hol_any_right, we
first prove a number of useful necessary and sufficient conditions for
a set to be a subset of a union of sets.
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Algorithm 16: Pseudocode to compute the set difference of two logical
form sets, each represented by the hol_term data structure.

1 function set_subtract(hol_term X, hol_term Y)
2 L is an empty list
3 if X has type hol_any_right
4 let R(AX) \ (BX1 ∪ . . .∪B

X
n) be the set represented by X

5 if Y has type hol_any_right
6 let R(AY) \ (BY1 ∪ . . .∪B

Y
m) be the set represented by Y

7 if R(AX) * (BX1 ∪ . . .∪B
X
n ∪ R(AY))

8 L.add(R(AX) \ (BX1 ∪ . . .∪B
X
n ∪ R(AY)))

9 for i = 1, . . . ,m do

10 K = set_intersect_any_right(R(AX),BYi )
11 for j = 1, . . . ,n do

12 K∗ is an empty list
13 for each K ′ in K do L∗.add_all(subtract(K ′,BXj ))
14 set K = K∗

15 L.add_all(K)

16 return L

17 else

18 if R(AX) ⊆ BX1 ∪ . . .∪B
X
n ∪ Y return empty list

19 else return R(AX) \ (BX1 ∪ . . .∪B
X
n ∪ Y)

20 else if Y has type hol_any_right
21 return set_subtract_any_right(X, Y)
22 else if X and Y have different types return X

23 if X has type hol_not
24 [Z1, . . . ,Zn] = set_subtract(X.operand, Y.operand)
25 for i = 1, . . . ,n do L.add(¬Zi)
26 else if X has type hol_if_then
27 [ZL1 , . . . ,ZLn] = set_subtract(X.antecedent, Y.antecedent)
28 let XR be X.consequent
29 for i = 1, . . . ,n do L.add(ZLi → XR)
30 [ZL1 , . . . ,ZLn] = set_intersect(X.antecedent, Y.antecedent)
31 [ZR1 , . . . ,ZRm] = set_subtract(X.consequent, Y.consequent)
32 for i = 1, . . . ,n do

33 for j = 1, . . . ,m do L.add(ZLi → ZRj )

34 else if X has type hol_equals
35 [ZL1 , . . . ,ZLn] = set_subtract(X.left, Y.left)
36 let XR be X.right
37 for i = 1, . . . ,n do L.add(ZLi = XR)
38 [ZL1 , . . . ,ZLn] = set_intersect(X.left, Y.left)
39 [ZR1 , . . . ,ZRm] = set_subtract(X.right, Y.right)
40 for i = 1, . . . ,n do

41 for j = 1, . . . ,m do L.add(ZLi = ZRj )

42 else if X has type hol_and or hol_or
43 let [X1, . . . ,XN] be X.operands
44 for i = 1, . . . ,N− 1 do

45 [Zi1, . . . ,Zini
] = set_intersect(X.operands[i], Y.operands[i])

46 for i = 1, . . . ,N do

47 [Wi1, . . . ,Wimi
] = set_subtract(X.operands[i], Y.operands[i])

48 for {(k1, . . . ,ki) : ki ∈ {1, . . . ,mi} and kj ∈ {1, . . . ,nj} for j < i} do

49 if X has type hol_and
50 L.add(Z1k1

∧ . . .∧Zi−1ki−1
∧Wiki

∧Xi+1 ∧ . . .∧XN)

51 else if X has type hol_or
52 L.add(Z1k1

∨ . . .∨Zi−1ki−1
∨Wiki

∨Xi+1 ∨ . . .∨XN)
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Algorithm 16: (continued)
53 else if X has type hol_for_all or hol_exists or hol_lambda
54 if X.operands.variable 6= Y.operands.variable return X

55 [Z1, . . . ,Zn] = set_subtract(X.operand, Y.operand)
56 for i = 1, . . . ,n do

57 let x be X.operands.variable
58 if X has type hol_for_all L.add(∀x.Zi)
59 if X has type hol_exists L.add(∃x.Zi)
60 if X has type hol_lambda L.add(λx.Zi)

61 else if X has type hol_func_application
62 let [X1, . . . ,XN] be X.arguments
63 [Z01, . . . ,Z0n0

] = set_intersect(X.function, Y.function)
64 [W01 , . . . ,W0m0

] = set_subtract(X.function, Y.function)
65 for i = 1, . . . ,m0 do L.add(W0i (X1, . . . ,XN))
66 for i = 1, . . . ,N− 1 do

67 [Zi1, . . . ,Zini
] = set_intersect(X.operands[i], Y.operands[i])

68 for i = 1, . . . ,N do

69 [Wi1, . . . ,Wimi
] = set_subtract(X.operands[i], Y.operands[i])

70 for {(k0, . . . ,ki) : ki ∈ {1, . . . ,mi} and kj ∈ {1, . . . ,nj} for j < i} do

71 L.add(Z0k0
(Z1k1

, . . . ,Zi−1ki−1
,Wiki

,Xi+1, . . . ,XN))

72 else if X has type hol_true or hol_false return empty list
73 else if X has type hol_variable and X.variable 6= Y.variable
74 L.add(X)
75 else if X has type hol_constant and X.constant 6= Y.constant
76 L.add(X)
77 else if X has type hol_string and X.str 6= Y.str
78 L.add(X)
79 else if X has type hol_number and X.num 6= Y.num
80 L.add(X)

81 return L

Lemma 1. For any logical form sets A, B1, . . ., Bn, each represented by
the hol_term data structure, if every Bi of type hol_any_right has no
excluded sets, then

R(A) ⊆ B1 ∪ . . .∪Bn if and only if R(A) ⊆
⋃
i∈I
Bi,

where I , {i : Bi has type hol_any_right} is the set of indices i such that
Bi is of type hol_any_right.

Proof. The if direction is true for any sets, since
⋃
i∈I Bi ⊆

⋃n
i=1 Bi.

To show the only if direction, suppose to the contrary that R(A) *⋃
i∈I Bi, and so there exists a tree t ∈ R(A) such that t /∈

⋃
i∈I Bi.

We will construct a new logical form t∗ such that t∗ ∈ R(A) but
t∗ /∈

⋃n
i=1 Bi, which would be contradiction. Inspect each logical

form L(Bi) that has type hol_for_all, and let xi be the declared vari-
able. There exists a new variable xk where k > xi for all i, which is
undeclared by L(Bi). Construct a new logical form t∗ = ∀xk.t, where
the root node of the expression tree has only one child t. Since t ∈ R(A),
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Algorithm 17: Helper function to compute the set difference of two logical
form sets where Y has type hol_any_right.
/* precondition: X does not have type hol_any_right */

1 function set_subtract_any_right(hol_term X, hol_any_right Y)
2 let R(A) \ (B1 ∪ . . .∪Bn) be the set represented by Y
3 [Z1, . . . ,Zm] = set_subtract(X,A)
4 L is an empty list
5 if X has type hol_not
6 [W1, . . . ,Ws] = set_subtract_any_right(X.operand, Y)
7 for {(i, j) : i ∈ {1, . . . ,m} and j ∈ {1, . . . , s}} do

8 [Z ′1, . . . ,Z ′t] = set_intersect(Zi.operand,Wj)
9 for k = 1, . . . , t do L.add(¬Z ′k)

10 else if X has type hol_if_then
11 [W1, . . . ,Ws] = set_subtract_any_right(X.consequent, Y)
12 for {(i, j) : i ∈ {1, . . . ,m} and j ∈ {1, . . . , s}} do

13 let ZL be Zi.antecedent
14 [Z ′1, . . . ,Z ′t] = set_intersect(Zi.consequent,Wj)
15 for k = 1, . . . , t do L.add(ZL → Z ′k)

16 else if X has type hol_equals
17 [W1, . . . ,Ws] = set_subtract_any_right(X.right, Y)
18 for {(i, j) : i ∈ {1, . . . ,m} and j ∈ {1, . . . , s}} do

19 let ZL be Zi.left
20 [Z ′1, . . . ,Z ′t] = set_intersect(Zi.right,Wj)
21 for k = 1, . . . , t do L.add(ZL = Z ′k)

22 else if X has type hol_and or hol_or
23 let N be X.operands.length
24 [W1, . . . ,Ws] = set_subtract_any_right(X.operands[N-1], Y)
25 for {(i, j) : i ∈ {1, . . . ,m} and j ∈ {1, . . . , s}} do

26 let [U1, . . . ,UN] be Zi.operands
27 [Z ′1, . . . ,Z ′t] = set_intersect(UN,Wj)
28 for k = 1, . . . , t do

29 if X has type hol_and L.add(U1 ∧ . . .∧UN−1 ∧Z
′
k)

30 if X has type hol_or L.add(U1 ∨ . . .∨UN−1 ∨Z
′
k)

31 else if X has type hol_for_all or hol_exists or hol_lambda
32 [W1, . . . ,Ws] = set_subtract_any_right(X.operand, Y)
33 for {(i, j) : i ∈ {1, . . . ,m} and j ∈ {1, . . . , s}} do

34 let x be the variable of Zi
35 [Z ′1, . . . ,Z ′t] = set_intersect(Zi.operand,Wj)
36 for k = 1, . . . , t do

37 if X has type hol_for_all L.add(∀x.Z ′k)
38 if X has type hol_exists L.add(∃x.Z ′k)
39 if X has type hol_lambda L.add(λx.Z ′k)

40 else if X has type hol_func_application
41 let N be X.arguments.length
42 [W1, . . . ,Ws] = set_subtract_any_right(X.arguments[N-1], Y)
43 for {(i, j) : i ∈ {1, . . . ,m} and j ∈ {1, . . . , s}} do

44 let F be Zi.function and let [U1, . . . ,UN] be Zi.arguments
45 [Z ′1, . . . ,Z ′t] = set_intersect(UN,Wj)
46 for k = 1, . . . , t do L.add(F(U1, . . . ,UN−1,Z ′k))

47 else if X has type hol_true or hol_false or hol_variable
or hol_constant or hol_string or hol_number

48 for i = 1, . . . ,m do L.add(Zi)

49 return L
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we have t∗ ∈ R(A). But since t∗ /∈ L(Bi) for any i, t∗ /∈ Bi for any i. As
such, t∗ /∈ B1 ∪

⋃n
i=1 Bi, which is a contradiction, and so we conclude

that R(A) ⊆
⋃
i∈I Bi. �

We generalize this result to the case where we remove the constraint
that all Bi of type hol_any_right have no excluded sets.

Thm 3. Let A, B1, . . ., Bn be logical form sets, each represented by the
hol_term data structure, and the Bi with type hol_any_right are written
Bi = R(Ui) \ (Vi1 ∪ . . . ∪ Yimi

). Let I , {i : Bi has type hol_any_
right} is the set of indices i such that Bi is of type hol_any_right. Define
Xi , R(Ui) and Yi , Vi1 ∪ . . . ∪ Yimi

for all i ∈ I, and Xi , Bi and
Yi , ∅ for all i /∈ I.

R(A) ⊆
n⋃
i=1

Bi if and only if

R(A) ⊆
⋃
i∈I
Xi and ∀f ∈ F,

(
R(A)

∖⋃
i/∈I

Xi

)
∩
⋂
i∈I
fi = ∅,

where F , {f : fi ∈ {Xi, Yi} where i ∈ I and ¬∀i, fi = Xi} is the set of all
sequences where each sequence f is defined over the indices i ∈ I, and each
element fi is either Xi or Yi, excluding the sequence containing all Xi.

Proof. if: In the if direction, since R(A) ⊆
⋃
i∈I Xi, then by lemma 1,

R(A) ⊆
⋃n
i=1 Xi. Next, we can re-write the union

n⋃
i=1

Bi =

n⋃
i=1

Xi \ Yi =

n⋃
i=1

Xi ∩ Yi

=

n⋃
i=1

Xi ∩
⋂
f∈F

(⋃
i∈I
fi ∪

⋃
i/∈I

Xi

)

=

n⋃
i=1

Xi

∖ ⋃
f∈F

(⋂
i∈I
fi ∩

⋂
i/∈I

Xi

)
.

Since for all f ∈ F, (R(A) \
⋃
i/∈I Xi)∩

⋂
i∈I fi = ∅, the R(A) is disjoint

from the subtracted set, and therefore R(A) ⊆
⋃n
i=1 Bi.

only if: Since R(A) ⊆
⋃n
i=1 Bi, it must be the case that R(A) ⊆⋃n

i=1 Xi and R(A)∩
⋃
f∈F(

⋂
i∈I fi ∩

⋂
i/∈I Xi) = ∅, which implies

R(A)∩
⋃
f∈F

(⋂
i∈I
fi ∩

⋂
i/∈I

Xi

)
= ∅,

∀f ∈ F,R(A)∩
⋂
i∈I
fi ∩

⋂
i/∈I

Xi = ∅,

∀f ∈ F,
(
R(A)

∖⋃
i/∈I

Xi

)
∩
⋂
i∈I
fi = ∅.

Also since R(A) ⊆
⋃n
i=1 Xi, then by lemma 1, R(A) ⊆

⋃
i∈I Xi. �
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Lemma 2. For any sets A and B, R(A) ⊆ R(B) if and only if A ⊆ R(B).

Proof. if: We wish to show that if A ⊆ R(B), then R(A) ⊆ R(B). Take
any element of R(A), t ∈ R(A). By definition of R(·), there exists a right
subtree t ′ ∈ SR(t) such that t ′ ∈ A. Thus, t ′ ∈ R(B) and so there exists
a right subtree t ′′ ∈ SR(t ′) such that t ′′ ∈ B. But since SR(t ′) ⊆ SR(t),
t is also in R(B). We conclude that R(A) ⊆ R(B).

only if: Since A ⊆ R(A) and R(A) ⊆ R(B), A ⊆ R(B). �

Theorem3provides uswith away to computewhether a logical form
setR(A) is a subset of the union of logical form setsB1∪ . . .∪Bn, where
R(A) has type hol_any_right and no excluded sets. The procedure
is as follows: Let I , {i : Bi has type hol_any_right} be the set of
indices i such that Bi is of type hol_any_right, and for these i ∈ I, Bi
can be written Bi = R(Ui) \ (Vi1 ∪ . . .∪ Vimi

).

1. Check whether R(A) ⊆
⋃
i∈I R(Ui). By lemma 2, this is equiva-

lent to checking A ⊆
⋃
i∈I R(Ui). If not, return false.

2. Let F , {f : fi ∈ {R(Ui),Ω \ (Vi1 ∪ . . . ∪ Vimi
)} where i ∈ I and

¬∀i, fi = Xi} be the set of all sequences where each sequence f
is defined over the indices i ∈ I, and each element fi is either Xi
or Yi, excluding the sequence containing all Xi. For every f ∈ F,
check whether (R(A) \

⋃
i/∈I Xi) ∩

⋂
i∈I fi = ∅. If not, return

false.

3. Otherwise, return true.

Theorem 3 cannot be extended to the case where the left-hand side
set R(A) is allowed to be any hol_term. One counter-example is: the
logical form set a∧ R(b), where a and b are constants, is a subset of
the union of a∧ (a∨ b) and R(a)∧ (R(b) \ (a∨ b)). But at the same
time, a∧ R(b) is not a subset of a∧ (a∨ b) alone, and a∧ R(b) is not a
subset of R(a)∧ (R(b) \ (a∨ b)) alone. Incidentally, we never run into
this case in any of our experiments, which suggests that under certain
conditions which are met during our experiments, it may be the case
that A ⊆ B1 ∪ . . .∪ Bn if and only if A ⊆ Bi for some i. We leave it to
future work to identify these conditions if they exist.
Note that the worst-case computational complexity of the above

algorithms for computing set operations is very high. In the subset
operation above, the sequenceF has length 2kwhere k is the number of
sets Bi that have type hol_any_right. In set_intersect (algorithm
14), in the case where the input set X has type hol_and, hol_or, or
hol_func_application, on lines 26 and 43, the algorithm iterates over
tuples of a Cartesian product, which can be very large. For instance,
if X has type hol_and with N operands, and the recursive calls to
set_intersect for each operand returned M sets, then the loop on
line 26 would iterate over MN tuples, and the function could return
a list of MN sets. However, we find that in practice, for the vast
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majority of inputs during our experiments, the set operations return
a single set (i.e. M = 1), which avoids the exponential blowup. In
our implementation, we made an effort to avoid creating new sets
unnecessarily. For example, if set_intersect returns either of its
input sets (X or Y), instead of returning a copy, our implementation
returns a pointer to the set. This enables optimizations throughout the
code where we can compare whether two sets are equivalent first by
checking whether their pointers are the same. Another optimization
that we use is for commonly-used sets, such as Ω, we define a global
variable that can be re-used (e.g. HOL_ANY forΩ) to avoid the overhead
of creating the structure each time we need it. We do the same for
other common logical forms, such as >, ⊥, the number 0, etc.

In addition, observe that the above representation for sets of logical
forms is closed under the set intersection and difference operations: For
any input logical form sets, represented by hol_term, their intersec-
tion and difference is a union of sets, each representable by hol_term.
This is a desirable property for a data structure for sets of logical forms.
However, wewill show later that this property is not necessary, so long
as the semantic transformation functions in the grammar avoid set op-
erations that would produce logical forms that cannot be represented
by the data structure.

conjunctions and disjunctions with unfixed length:

Many semantic transformation functions in our grammar operate on
conjunctions and disjunctions of any length. For example, the transfor-
mation function select_left_conjunct selects two conjuncts from
the head scope of the input logical form: (1) the left-most operand,
and (2) the operand declaring the type of the head variable. Given the
input logical form:

∃b(book(b)
∧ ∃w(arg1(w)=me ∧ write(w) ∧ past(w) ∧ arg2(w)=b))),

which represents the meaning of “I wrote a book,” select_left_
conjunct produces the output logical form:

∃w(write(w) ∧ arg1(w)=me)).

The head scope in the above input logical form is ∃w(. . .). But the
function select_left_conjunct is not only limited to conjunctions
with 4 operands as in the case above. As a result, it is impossible to
properly implement the inverse of this transformation function using
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the hol_term data structure defined thus far, since hol_and has a fixed
length. To fix this, we introduce a new subtype of hol_term:
39 enum hol_array_operator
40 AND,
41 OR,
42 EITHER /* AND or OR */

43 class hol_any_array extends hol_term
44 hol_array_operator operator
45 hol_term all
46 array<hol_term> left
47 array<hol_term> right
48 array<hol_term> any

This hol_any_array structure represents the set of all conjunctions
or disjunctions that satisfy the following properties:

1. If the operator field is AND, the expression is a conjunction. If
the operator field is OR, the expression is a disjunction.

2. Let ai be the ith operand of the conjunction/disjunction.
a) Let A be the logical form set represented by the all field.

For all i, ai ∈ A.
b) Let (L1, . . . ,Ln) be the array of logical form sets represented

by the left field. For all i = 1, . . . ,n, ai ∈ Li.
c) Let (R1, . . . ,Rm)be the array of logical form sets represented

by the right field, and let N be the length of the conjunc-
tion/disjunction. For all i = 1, . . . ,m, ai ∈ RN+i−m.

d) Let (S1, . . . ,Sk) be the array of logical form sets represented
by the any field. There exists a j such that for all i = 1, . . . ,k,
ai ∈ Si.

Stated plainly, the leftfield specifies the left-most operands of the con-
junction/disjunction, the rightfield specifies the right-most operands
of the conjunction/disjunction, and the any field specifies a sequence
of operands that must appear somewhere within the conjunction/dis-
junction (in the same order).
As an example to illustrate the application of hol_any_array, the

inverse of the select_left_conjunct function applied to the logical
form

∃w(write(w) ∧ arg1(w)=me))

is

R(∃w(any_array with operator = AND,

left = [arg1(w)=me], right = [ ], any = [write(w)])).

This expression is the set of all logical forms with ∃w at the root, and
whose child node is the set of all conjunctions where the left conjunct
is arg1(w)=me and some conjunct is write(w).
With this new subtype of hol_term, the set operations (in algorithms

14, 15, 16, and 17) need to be extended to handle the cases when their
inputs have type hol_any_array. The set intersection operation for
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Algorithm 18: Helper function for computing the intersection of two sets
of logical forms, where X has type hol_any_array.
/* precondition: Y does not have type hol_any_right */

1 function set_intersect_any_array(hol_any_array X, hol_term Y)
2 let L be an empty list
3 if Y has type hol_any_array
4 if X.operator = EITHER let oper = Y.operator
5 else if Y.operator = EITHER let oper = X.operator
6 else if X.operator = Y.operator let oper = X.operator
7 else return empty list
8 let [S1, . . . ,Sk] be X.any and let [S ′1, . . . ,S ′k′ ] be Y.any
9 if ∃i,∀j ∈ {1, . . . ,k ′}(Si+j−1 ⊆ S ′j if i+ j− 1 ∈ {1, . . . ,k}, and

X.all ⊆ S ′j otherwise)
10 let [S∗1, . . . ,S∗k∗ ] = X.any /* X.any is a subset of Y.any */
11 else if ∃i,∀j ∈ {1, . . . ,k}(S ′i+j−1 ⊆ Sj if i+ j− 1 ∈ {1, . . . ,k ′}, and

Y.all ⊆ Sj otherwise)
12 let [S∗1, . . . ,S∗k∗ ] = Y.any /* Y.any is a subset of X.any */
13 else return unclosed operation error
14 let [L1, . . . ,Ln] be X.left and let [L ′1, . . . ,L ′n′ ] be Y.left
15 for i = 1, . . . , min{n,n ′} do L∗i = set_intersect(Li,L ′i)
16 for i = min{n,n ′}, . . . ,n do L∗i = set_intersect(Li, Y.all)
17 for i = min{n,n ′}, . . . ,n ′ do L∗i = set_intersect(L ′i,X.all)
18 let [R1, . . . ,Rm] be X.right and let [R ′1, . . . ,R ′m′ ] be Y.right
19 letM+ = max{m,m ′} andM− = min{m,m ′}
20 for i = 1, . . . ,M−

do R∗M+−i+1 = set_intersect(Rm−i+1,R ′m′−i+1)
21 for i =M−, . . . ,m do R∗M+−i+1 = set_intersect(Rm−i+1, Y.all)
22 for i =M−, . . . ,m ′ do R∗M+−i+1 = set_intersect(R ′m′−i+1, Y.all)
23 [A1, . . . ,Ar] = set_intersect(X.all, Y.all)
24 for i = 1, . . . ,k∗ do

25 let L ′ be an empty list
26 for j = 1, . . . , r do L ′.add_all(set_intersect(S∗i ,Aj))
27 set S∗i to be L ′

28 let N+ = max{n,n ′}
29 for i = 1, . . . , r do

30 for {(i1, . . . , iN+) : iu ∈ {1, . . . , |L∗u|}} do

31 for {(j1, . . . , iM+) : ju ∈ {1, . . . , |R∗u|}} do

32 for {(a1, . . . ,ak) : au ∈ {1, . . . , |S∗u|}} do

33 L.add( new any_arraywith operator oper, all = Ai,
left = [L∗1i1 , . . . ,LN+iN+ ], right = [R∗1j1 , . . . ,RM+jN+ ], and
any = [S∗1a1

, . . . ,S∗kak
])

34 else if Y has type hol_and or hol_or
35 if X.operator = AND and Y does not have type hol_and return empty list
36 if X.operator = OR and Y does not have type hol_or return empty list
37 let [L1, . . . ,Ln] be X.left
38 let [R1, . . . ,Rm] be X.right
39 let [Y1, . . . , YN] be Y.operands
40 if N < max{n,m,k} return empty list
41 for i = 1, . . . ,N do

42 Y∗i = set_intersect(Yi,X.all)
43 if i 6 n
44 let L ′ be an empty list
45 for each U ∈ Y∗i do L ′.add_all(set_intersect(U,Li))
46 set Y∗i to be L ′

47 if i > N−m

48 let L ′ be an empty list
49 for each U ∈ Y∗i do L ′.add_all(set_intersect(U,Ri−N+m))
50 set Y∗i to be L ′
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Algorithm 18: (continued)
51 for {(i1, . . . , iN) : ij ∈ {1, . . . , |Y∗i |}} do

52 let [S1, . . . ,Sk] be X.any
53 for j = 1, . . . ,N− k+ 1 do

54 for u = 1, . . . ,k do Y∗∗j+u−1 = set_intersect(Y∗(j+u−1),ij+u−1
,Su)

55 for {(uj, . . . ,uj+k : ua ∈ {1, . . . , |Y∗∗j |}} do

56 let L ′ be an empty list
57 for p = 1, . . . ,N do

58 if j 6 p < j+ k L ′p = Y∗∗pup

59 else L ′p = Y∗pip

60 if Y has type hol_and L.add(L ′1 ∧ . . .∧ L
′
N)

61 if Y has type hol_or L.add(L ′1 ∨ . . .∨ L
′
N)

62 return L

Algorithm 19: The if statement that is added to set_intersect_any_
right (algorithm 15) on line 87 to handle the case where Y ′ has type hol_
any_array.

87 else if Y ′ has type hol_any_array
88 let [R1, . . . ,Rm] be Y ′.right
89 ifm 6= 0 [U1, . . . ,Ur] = set_intersect_any_right(R(AX),Rm)
90 else [U1, . . . ,Ur] = set_intersect_any_right(R(AX), Y ′.all)
91 for each i ∈ 1, . . . , r do

92 L.add( new hol_any_array identical to Y ′ except the last element of
right is Ui )

93 [V1, . . . ,Vs] = set_intersect(AX, Y ′)
94 for i = 1, . . . , s do

95 if Vi has type hol_any_array
96 let [R ′1, . . . ,R ′m] be Vi.right
97 ifm 6= 0 [W1, . . . ,Wt] = subtract_any_right(R ′m,R(AX))
98 else [W1, . . . ,Wt] = subtract_any_right(Vi.all,R(AX))
99 for j = 1, . . . , t do

100 L.add( new hol_any_array identical to Vi except the last element
of right isWj )

101 else /* Vi has type hol_and or hol_or */
102 let [R ′1, . . . ,R ′m] be Vi.operands
103 [W1, . . . ,Wt] = subtract_any_right(R ′m,R(AX))
104 for j = 1, . . . , t do

105 if Vi has type hol_and L.add(R ′1 ∧ . . .∧ R
′
m−1 ∧Wj)

106 if Vi has type hol_or L.add(R ′1 ∨ . . .∨ R
′
m−1 ∨Wj)
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Algorithm 20: The if statement that is added to set_subtract (algorithm
16) on line 20 to handle the case where either X or Y has type hol_any_
array.

20 else if X has type hol_any_array
21 if Y has type hol_any_array
22 if X.operator 6= EITHER and Y.operator 6= EITHER and

X.operator 6= Y.operator return [X]

23 let [L1, . . . ,Ln] be X.left and let [L ′1, . . . ,L ′n′ ] be Y.left
24 let [R1, . . . ,Rm] be X.right and let [R ′1, . . . ,R ′m′ ] be Y.right
25 let [S1, . . . ,Sk] be X.any and let [S ′1, . . . ,S ′k′ ] be Y.any
26 if X.all ⊆ Y.all and ∀i ∈ {1, . . . , min{n,n ′}},Li ⊆ L ′i and

∀i ∈ {n, . . . ,n ′},X.all ⊆ L ′i and
∀i ∈ {1, . . . , min{m,m ′}},Rm−i+1 ⊆ R ′m′−i+1 and
∀i ∈ {m, . . . ,m ′},X.all ⊆ R ′m′−i+1 and
∃i,∀j ∈ {1, . . . ,k ′}(Si+j−1 ⊆ S ′j if i+ j− 1 ∈ {1, . . . ,k}, and
X.all ⊆ S ′j otherwise)

27 return empty list /* X is a subset of Y */

28 if set_intersect(X, Y) is empty return [X]

29 if X.all ⊆ Y.all and ∀i,X.all ⊆ L ′i and ∀i,X.all ⊆ R
′
i and

∀i,X.all ⊆ S ′i
30 let L be an empty list
31 for i = 2, . . . , max{n ′,m ′,k ′}− 1 do

32 if X.operator = EITHER or X.operator = AND
33 let L ′ = L ′1 ∧ . . .∧ L

′
i where L ′j = Ω for each j

34 L.add_all(set_intersect(X,L ′))

35 if X.operator = EITHER or X.operator = OR
36 let L ′ = L ′1 ∨ . . .∨ L

′
i where L ′j = Ω for each j

37 L.add_all(set_intersect(X,L ′))

38 return L

39 return unclosed operation error

40 else if Y has type hol_and or hol_or
41 if Y has type hol_and and X.operator 6= AND return [X]

42 if Y has type hol_or and X.operator 6= OR return [X]

43 if set_intersect(X, Y) is empty return [X]

44 else return unclosed operation error

45 else return [X]

46 else if Y has type hol_any_array
47 if (X has type hol_and and Y.operator 6= EITHER and Y.operator 6= AND)

or (X has type hol_or and Y.operator 6= EITHER and Y.operator 6= OR)
or (X does not have type hol_and or hol_or)

48 return [X]

49 let [X1, . . . ,XN] be X.operands
50 let [L1, . . . ,Ln] be Y.left
51 let [R1, . . . ,Rm] be Y.right
52 let [S1, . . . ,Sk] be Y.any
53 if ∀i ∈ {1, . . . ,N},Xi ⊆ Y.all and ∀i ∈ {1, . . . ,n},Xi ⊆ Li and

∀i ∈ {1, . . . ,m},XN−i+1 ⊆ Rm−i+1 and ∃i,∀j ∈ {1, . . . ,k},Xi+j ⊆ Sj
54 return empty list

55 if set_intersect(X, Y) is empty return [X]

56 return unclosed operation error
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the case where either input set has type hol_any_array is shown
in algorithm 18. Notice that on line 13, the algorithm throws an error
indicating that the set operation is unclosed (i.e. it would produce a set
that cannot be represented by hol_term). To avoid this error, we could
modify the any field to be an array of an array, where each inner array
must appear somewhere in the conjunction/disjunction. However,
our implementation does not reach that point in the code, suggesting
that the our grammar and/or transformation functions never call set_
intersect_any_arraywith inputs such that the resulting intersection
is unclosed.

In the set_intersect_any_right helper function (in algorithm 15),
we need to add an if statement on line 87 to check for the case that Y ′
has type hol_any_array. This if block is shown in algorithm 19.

Algorithm 21: The if statement that is added to set_subtract_any_right
(algorithm 17) on line 49 to handle the case thatX has type hol_any_array.

49 else if X has type hol_any_array
50 let [R1, . . . ,Rm] be X.right
51 ifm 6= 0 [W1, . . . ,Ws] = set_subtract_any_right(Rm, Y)
52 else [W1, . . . ,Ws] = set_subtract_any_right(X.all, Y)
53 for {(i, j) : i ∈ {1, . . . ,m} and j ∈ {1, . . . , s}} do

54 let [U1, . . . ,Um′ ] be Zi.right
55 ifm ′ 6= 0 [Z ′1, . . . ,Z ′t] = set_intersect(Um′ ,Wj)
56 else [Z ′1, . . . ,Z ′t] = set_intersect(Zi.all,Wj)
57 for k = 1, . . . , t do

58 L.add( new hol_any_array identical to Zi except the last element of
right is Z ′k )

To extend set_subtract (algorithm 16) to handle the case where
either input has type hol_any_array, we need to add an if statement
on line 20. This if block is shown in algorithm 20.

Finally, we extend set_subtract_any_right (algorithm 17) to han-
dle the case where the input X has type hol_any_array by adding an
if statement on line 49. This if block is shown in algorithm 21.

sets of constants: Another useful subtype of hol_term in our
implementation is to represent sets of constants. While hol_any_
right can be used to represent sets of constants, it is highly non-
specific, and a set represented by hol_any_right contains many other
logical forms that are not constants. Many semantic feature functions
and transformation functions work with these constants. For example,
theHDP hierarchies for the N, V, ADJ, ADV nonterminals are constructed
using the constant value of the input logical form. That is, they use a
feature function that when given a logical form A, returns A if A is a
constant, and otherwise returns null. To properly implement the get_
feature, set_feature, and exclude_feature for this feature func-
tion (as described in section 4.1.4). As another example, our grammar
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has transformation functions that manipulate predicates that express
the tense and aspect of the sentence, and these predicates are them-
selves constants. A data structure that provides an easy way to work
with sets of constants is valuable. To this end, we introduce two new
subtypes of hol_term:
49 class hol_any_constant

extends hol_term
/* length must be at least 2 */

50 array<int> constants

51 class hol_any_constant_except
extends hol_term
/* possibly empty */

52 array<int> excluded

Algorithm 22: Helper functions for computing the intersection of two
sets of logical forms, where X has type hol_any_constant or hol_any_
constant_except.
/* precondition: Y is not hol_any_right or hol_any_array */

1 function set_intersect_any_constant(
hol_any_constant X, hol_term Y)

2 if Y has type hol_any_constant
3 let C = {c : c ∈ X.constants and c ∈ Y.constants}
4 else if Y has type hol_any_constant_except
5 let C = {c : c ∈ X.constants and c /∈ Y.excluded}
6 else if Y has type hol_constant
7 if Y.constant ∈ X.constants return Y

8 else return empty list
9 else return empty list

10 if C = ∅ return empty list
11 else if C = {c} is a singleton return c
12 return [new hol_any_constant with constants = C]

13 function set_intersect_any_constant_except(
hol_any_constant_except X, hol_term Y)

14 if Y has type hol_any_constant
15 let C = {c : c /∈ X.excluded and c ∈ Y.constants}
16 if C = ∅ return empty list
17 else if C = {c} is a singleton return c
18 return [new hol_any_constant with constants = C]

19 else if Y has type hol_any_constant_except
20 let C = {c : c ∈ X.excluded or c ∈ Y.excluded}
21 return [new hol_any_constant_except with excluded = C]

22 else if Y has type hol_constant
23 if Y.constant ∈ X.excluded return empty list
24 else return Y

25 else

26 return empty list

hol_any_constant represents a union of two or more constants,
whereas hol_any_constant_except represents the set of all constants
except zero or more constants.

As with hol_any_array, we extend the set operation algorithms
to handle the new subtypes. The set intersection operation for the
case where either input set has type hol_any_constant or hol_any_
constant_except is shown in algorithm 22.
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Algorithm 23: The if statement that is added to set_intersect_any_
right (algorithm 15) on line 87 to handle the case where Y ′ has type hol_
any_constant or hol_any_constant_except.

87 else if Y ′ has type hol_any_constant
88 L.add_all(set_intersect_any_constant(Y ′,AX))
89 else if Y ′ has type hol_any_constant_except
90 L.add_all(set_intersect_any_constant_except(Y ′,AX))

Algorithm 24: The if statement that is added to set_subtract (algorithm
16) on line 20 to handle the case where either X or Y has type hol_any_
constant or hol_any_constant_except.

20 else if X has type hol_any_constant
21 if Y has type hol_any_constant
22 let C = {c : c ∈ X.constants and c /∈ Y.constants}
23 else if Y has type hol_any_constant_except
24 let C = {c : c ∈ X.constants and c ∈ Y.excluded}
25 else if Y has type hol_constant
26 let C = {c : c ∈ X.constants and c 6= Y.constant}
27 else return [X]

28 if C = ∅ return empty list
29 else if C = {c} is a singleton return c
30 return [new hol_any_constant with constants = C]

31 else if Y has type hol_any_constant
32 if X has type hol_any_constant_except
33 let C = {c : c ∈ X.excluded or c ∈ Y.constants}
34 return [new hol_any_constant_except with excluded = C]

35 else if X has type hol_constant
36 if X.constant ∈ Y.constants return empty list
37 else return [X]

38 else return [X]

39 else if X has type hol_any_constant_except
40 if Y has type hol_any_constant_except
41 let C = {c : c /∈ X.excluded and c ∈ Y.excluded}
42 if C = ∅ return empty list
43 else if C = {c} is a singleton return c
44 return [new hol_any_constant with constants = C]

45 else if Y has type hol_constant
46 let C = {c : c ∈ X.excluded and c = Y.constant}
47 return [new hol_any_constant_except with excluded = C]

48 else return [X]

49 else if Y has type hol_any_constant_except
50 if X has type hol_constant
51 if X.constant ∈ Y.excluded return [X]

52 else return empty list
53 else return [X]
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In the set_intersect_any_right helper function (in algorithm 15),
we add another if statement on line 87 to check for the case that Y ′
has type hol_any_constant or hol_any_constant_except. These if
blocks are shown in algorithm 23.

Algorithm 25: The if statement that is added to set_subtract_any_right
(algorithm 17) on line 49 to handle the case that X has type hol_any_
constant or hol_any_constant_excluded.

49 else if X has type hol_any_constant or hol_any_constant_excluded
50 for i = 1, . . . ,m do L.add(Zi)

To extend set_subtract (algorithm 16) to handle the case where ei-
ther inputhas typehol_any_constantorhol_any_constant_except,
we add another if statement on line 20. This if block is shown in algo-
rithm 24.

Finally, we extend set_subtract_any_right (algorithm 17) to han-
dle the case where the input X has type hol_any_constant or hol_
any_constant_excluded by adding another if statement on line 49.
This if block is shown in algorithm 25.

4.5.3 Training

In order to use this new grammar for parsing, we first need to infer
the posterior distribution of the production rules of the new gram-
mar, as well as induce the preterminal production rules. Since PWL
uses an HDP for the conditional distribution of selecting production
rules, inferring the posterior of the production rules is equivalent to
computing MCMC samples of the seating assignments in the Chinese
restaurant franchise corresponding to each HDP (see section 4.1.1; and
recall that PWL only keeps the last sample Nsamples = 1). To infer the
posterior on the production rules, we construct a small seed training set
consisting of 44 labeled sentences, 33 nouns, 42 adjectives, and 14 verbs.
The seed training set is available at github.com/asaparov/PWL/blob/
main/seed_training_set.txt. One example from the seed training
set is shown infigure 20. Wewrote and labeled these sentences byhand,
which are largely from the domain of astronomy, with the aim to cover
a diverse range of English syntactic constructions. This small train-
ing set was sufficient thanks to the statistical efficiency of the model,
and we found that a smaller handful of “prototypical” sentences was
good enough for robust and accurate parsing, in the sense that each
sentence exhibits some syntactic structure that the other examples do
not exhibit.
To facilitate debugging of the semantic transformation functions,

each sentence is labeled not only with its logical form but also its full
derivation tree. Derivation tree labels are not necessary, since section
4.3.1 details a method to sample the derivation trees in case any or all

https://github.com/asaparov/PWL/blob/main/seed_training_set.txt
https://github.com/asaparov/PWL/blob/main/seed_training_set.txt
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Sentence: “Which inner planet has the highest mass?”

Logical form: λz.∃X(X=λx(∃i(inner(i) ∧ arg1_of(x)=i) ∧ planet(x))
∧ X(z) ∧ ∃f((f=λx.λv.∃m(∃y(value(y) ∧ arg2(y)=v ∧ arg1_of(m)=y)
∧ mass(m) ∧ ∃h(arg1(h)=x ∧ has(h) ∧ present(h) ∧ arg2(h)=m)))
∧ ∃g(greatest(f)(g) ∧ arg1(g)=X ∧ arg2(g)=z)))

(i.e. what is the value of z such that there exists a set of inner planets X, z is a member
of X, and there exists a function f that returns the mass of its input, such that z
maximizes f over the set X)

Derivation tree: S

QUESTION

“?”

S’

S”

VPR

VADJUNCT

NP

DEF_NP

NP’

NOMINALR

NOMINALL

NOMINALL

N

“mass”

ADJPR

ADJPL

ADJ

“high”[sup]

“highest”

THE

“the”

VPR

VPL

V

“have”[3rd,pres]

“has”

VADJUNCT

NP

NOMINALR

NOMINALL

NOMINALL

N

“planet”

ADJPR

ADJPL

ADJ

“inner”

WHICH

“which”

“Which”

Figure 20: An example from the seed training set of PWL, labeled with the
logical form and derivation tree (i.e. syntax tree). This example
helps to train the parser in PWL. Note that the derivation tree label
is not strictlynecessary, as the trainingalgorithm in section4.3.1 can
infer the latent derivation trees from sentences with logical form
labels. In the above example derivation tree, 3rd is amorphological
flag that indicates the third person, pres indicates present tense,
and sup indicates superlative. Semantic transformation functions
are omitted for brevity.
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Algorithm 26: Pseudocode to check whether a given derivation tree t is
parseable if the initial set of logical forms is X.
1 function is_parseable(logical form set X, expected derivation tree t)
2 n is the root of the derivation tree t
3 x is the logical form at n

4 if n has a single child node that is a terminal w
/* if using a morphology model, make sure that w is a valid

morphological parse at this position */
5 if x /∈ X return ∅
6 X∗ = is_rule_parseable(A→ w, X, x)
7 if X = ∅ return ∅
8 set X = X∗

9 else

10 A→ B1:f1 . . . BK:fK is the production rule at n

11 for i ∈ 1, . . . ,K do

12 Xi = fi(X)

13 if Xi = ∅
14 return ∅ /* the output of the function fi is incorrect */

15 xi = fi({x})

16 if xi = ∅
17 return ∅ /* the output of the function fi is incorrect */

18 c is the ith child node of n

19 if hc
x(Xi) = −∞

20 return ∅ /* the semantic prior heuristic is incorrect */

21 ti is the subderivation of t rooted at the ith child node of t
22 X∗i = is_parseable(Xi, ti)
23 if X∗i = ∅
24 return ∅

/* the operation X∩ f−1i (X∗i ) can return a union of sets */

25 let Y1 ∪ . . .∪ Yp be the output of X∩ f−1i (X∗i )
/* find the Yj that contains the correct logical form */

26 j is the index such that x ∈ Yj
27 if there is no j such that x ∈ Yj
28 return ∅ /* the output of the function f−1i is incorrect */

29 if x∩ f−1i (xi) = ∅
30 return ∅ /* the output of the function f−1i is incorrect */
31 else if hn

x(Yj) > h
n
x(X) or hn

x(Yj) > h
c
x(Xi) or hn

x(Yj) =∞
32 return ∅ /* the semantic prior heuristic is incorrect */

33 set X = Yj

34 X∗ = is_rule_parseable(A→ B1:f1 . . . BK:fK, X, x)
35 if X = ∅ return ∅
36 set X = X∗

37 return X
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Algorithm 27: Recall that in the HDPmodel of section 4.1.4, each leaf node
in the hierarchy corresponds to a set of logical forms (as defined by the
functions get_feature and set_feature). Let Sx be the set of logical
forms that corresponds to a leaf node in the HDP hierarchy such that x ∈ S.
Given a logical form x, logical form set X, and production rule r, this
algorithm finds the appropriate HDP hierarchy and then computes Sx ∩X.

1 function is_rule_parseable(production rule r,
logical form set X,
logical form x)

2 A is the left-hand nonterminal symbol of r
3 f1, . . . , fd are the semantic feature functions in the HDP for A
4 for i = 1, . . . ,d do

5 X∗ = set_feature(fi, X, get_feature(fi, x))
6 if X∗ = ∅ return ∅
7 set X = X∗

8 return X

of them are latent/unknown. Derivation tree labels were not provided
in the experiments on GeoQuery and Jobs in section 4.4.

We implemented a function is_parseablewhich would essentially
simulate the parser’s steps in the search for a given derivation tree.
A bug in the implementation of a semantic transformation function
or its inverse would cause is_parseable to return false and report
at which step the failure occurred. Similarly the function can help
to find bugs in the grammar itself. If a production rule is missing
or incorrectly written, this function will report the an error at the
incorrect rule. The function also checks for errors in morphological
parsing or the heuristic upper bound for the semantic prior. The
function is shown in algorithm 26. This function is first invoked with
X being the set of all logical forms. In principle, it may return a
set of logical forms rather than a singleton, which would indicate
that the semantic transformation functions and feature functions are
insufficient to partition the set X into a subset that only contains the
ground truth logical form. In this case, the parser also would not
return a singleton logical form. Rather, it would return a set of logical
forms that contains the ground truth logical form. This provides a
good indication to modify the semantic transformation functions and
feature functions so that the parser can correctly find the singleton set
containing the ground truth logical form.

Recall that the parser, given a production rule r and logical form
set X, iterates over the logical form sets that maximize the likelihood
p(r | x ∈ X, t) (on line 28 in algorithm 26). To check for the correctness
of this step, is_parseable calls a helper function is_rule_parseable
(on lines 6 and 34). The implementation of this functiondepends on the
model for choosing production rules. As PWL uses the HDPmodel as
discussed in section 4.1.4, an implementation is provided in algorithm
27.



4.6 related work 129

4.6 related work

Our grammar formalism can be related to synchronous CFGs (SCFGs)
(Aho andUllman, 1972), where the semantics and syntax are generated
simultaneously. However, instead of modeling the joint probability of
the logical form and natural language utterance p(x,y), we model the
factorized probability p(x)p(y | x), where the logical form xmay have
its own complex prior distribution p(x). Modeling each component
in isolation provides a cleaner division between syntax and semantics,
and one half of the model can be modified without affecting the other,
and this is instrumental in PWM since in that model, the logical form
is derived from a larger theory containing background knowledge. We
used a CFG in the syntactic portion of our model. Note that due to the
coupling with semantics, our formalism is more powerful than purely
syntactic CFGs: The sets of strings generated by grammars in our for-
malism is strictly larger than those generated by plain CFGs. In fact,
any indexed grammar can be converted into a grammar in our formal-
ism, where the stack of indices can be interpreted as the logical form
(Aho, 1968). Linear indexed grammars (LIGs) are strictly less power-
ful than indexed grammars, and are weakly equivalent to combina-
tory categorial grammars (CCGs), head grammars, and tree-adjoining
grammars (Vĳay-Shanker and Weir, 1994), which in turn are strictly
more powerful than CFGs. Richer syntactic formalisms such as CCGs
(Steedman, 1997) or head-driven phrase structure grammars (HPSGs)
(Proudian and Pollard, 1985) could replace the syntactic component
in our framework and may provide a more uniform analysis across
languages. Our model is similar to lexical functional grammar (LFG)
(Kaplan and Bresnan, 1995), where f -structures are replaced with log-
ical forms. Nothing in our model precludes incorporating syntactic
information like f -structures into the logical form, and as such, LFG is
realized in our framework. Including a model of morphology in our
grammar furthers the comparison to LFG. Our approach can be used
to define new generative models of these grammatical formalisms. We
implemented our method with a particular semantic formalism, but
the grammatical model is agnostic to the choice of semantic formalism
or the language. As in someprevious parsers, our parsing problem can
be related to the problem of finding shortest paths in hypergraphs us-
ing A* search (Gallo, Longo, and Pallottino, 1993; Klein and Manning,
2001, 2003; Pauls and Klein, 2009; Pauls, Klein, and Quirk, 2010).

4.7 future work

There is significant room for futurework and exploration in the subject
presented in this chapter. In this section, we discuss shortcomings
of various aspects of our approach, and give suggestions for how to
overcome them.
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4.7.1 Shortcomings of the grammatical framework

The performance of our parser and generator depend heavily on the
production rules of the grammar. Although the preterminal produc-
tion rules are induced during training, we had to specify the other
production rules by hand. While this does give us a great deal of
control over the grammar, and enables us to incorporate prior knowl-
edge about the English language into the grammar, it is very time-
consuming. It would be valuable to look into ways in which these pro-
duction rules can be induced from data. Recall that every production
rule in our grammar is annotated with semantic transformation func-
tions. These functions are intimately tied with the semantic formalism
and effectively implement a theory of formal semantics. It would also
be valuable to explore whether these transformation functions can be
learned as well. One promising direction would be to decompose
the semantic transformation functions into a sequence of elementary
“instructions.” Each semantic transformation function could then be
equivalently written as short programs in a simple programming lan-
guage. We could then induce the semantic transformation functions
by searching over the space of these short programs, perhaps by at-
tempting to add or remove instructions, etc. However, it is not clear
how much grammar induction would improve our current grammar
for English. But such an approach would certainly help to learn gram-
mar for other languages, about which we have much less knowledge.
The statistical efficiency of our approach could greatly aid in natural
language processing for low-resource languages, for which training
data is very scarce.
During parsing, PWL uses an upper bound on the objective function

(as defined in equations 85, 86, and 87) that takes into account syn-
tactic information. While this works well enough for our purposes, it
may be possible to further improve the performance of the parser by
defining tighter upper bound, possibly by taking into account semantic
information.
The language module of PWL assumes that the sentences are noise-

less: there are no spelling or grammatical errors in the utterances.
This assumption helps to simplify the problem and to focus the scope
of the thesis more onto language understanding and reasoning. But
real-world language is noisy, and thus further work to extend the
language module to noisy settings is warranted. To properly handle
grammatical errors, additional “incorrect” production rules must be
added to the grammar, such as a rulewhere the grammatical number of
the subject noun and the verb do not agree, or a rule where the subject
is dropped entirely (and left to be inferred from context). Grammar
induction could be used to learn these “incorrect” production rules.
A possible way to handle spelling errors is to add another step to the
generative process for the language module (as described in section
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4.2.1). This extra step would take the correctly-spelled sentence as its
input and create errors, such as insertions, deletions, or substitutions of
characters. During inference, this process is inverted: Given the noisy
sentence as input, the parser first needs to infer the correctly-spelled
sentence (which is now latent), and then proceed with the parsing
algorithm as described earlier in this chapter.

The syntactic component of our grammatical formalism is a CFG,
which is a projective model of grammar. That is, in any derivation tree
of a sentence, the leaves of any subtree form a contiguous substring of
the sentence. For example, in the sentence “John saw a dog which was
a Yorkshire Terrier yesterday,” the object noun phrase is “dog which
was a Yorkshire Terrier,” which appears contiguously in the sentence.
However, natural languages exhibit non-projectivity, such as in the
example “John saw a dog yesterday which was a Yorkshire Terrier,”
where the object noun phrase is now split by the adverb “yesterday”
(McDonald et al., 2005). However, techniques such as feature pass-
ing can be used to model non-projective phenomena such as syntactic
movement in non-transformationalmodels of grammar (Gazdar, 1981).
In principle it is also possible to replace the CFGwith a non-projective
grammar formalism such as amildly non-projective dependency gram-
mar (Bodirsky, Kuhlmann, and Möhl, 2005; Kuhlmann, 2013).

4.7.2 Shortcomings of the grammar

Our new grammar was designed to broadly cover English, but it does
not currently support a number of core features of English, such as in-
terrogative subordinate clauses, wh-movement, imperativemood, and
others. However, it is not difficult to extend the grammar to handle
these features by adding additional production rules. For example,
wh-movement can be added by defining a new transformation func-
tion that searches for the scope (existentially-quantified subexpression)
within the input logical form that references the interrogative variable
(i.e. the variable x if the input logical form looks like λx(. . .)). This
scopemay be nestedwithin the semantic head of the input logical form.
If the function encounters any “barriers” in its search such as negation,
it would return failure. These movement restrictions are well-studied
in linguistics and are known as island effects, and the new transforma-
tion function can be implemented to enforce these known barriers to
movement.

4.7.3 Shortcomings of the semantic representation

Both the Datalog representation of the GeoQuery and Jobs datasets
and the new semantic formalism presented in section 4.5 are not able
to correctly represent sentences with intension and modality. Consider
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the sentence “I seek a unicorn.” In our new semantic formalism, the
meaning of the sentence is represented as

∃u(unicorn(u) ∧ ∃s(arg1(s)=me

∧ seek(s) ∧ present(s) ∧ arg2(s)=u))).

This logical form declares the existence of an object with type unicorn.
So according to our formalism, the statement “I seek a unicorn” implies
“There is a unicorn.” In formal semantics, there are a number of ways
to address this problem. One such approach is to distinguish between
the real world and the world containing all objects, both real and
hypothetical (Hobbs, 1985). Quantifiers would quantify over both
real and hypothetical objects by default. A new predicate would be
introduced to declare that an object exists in the real world. In this
approach, we could represent “I seek a unicorn” as:

∃u(unicorn(u) ∧ ∃s(arg1(s)=me

∧ seek(s) ∧ real(s) ∧ present(s) ∧ arg2(s)=u))).

Here, only the seek event is marked as real, whereas the instance of
unicorn is not. Axioms can be added so that for most events e, if e is
real, then the arguments of e are real. But importantly, for event types
such as seek, think, believe, want, is_capable, etc, this property
would not hold. Another way to handle intensionality and modality
is modify the formal language itself, as in the approach of Montague
(1973). The above is an example of a broader distinction between the
de re and de dicto readings of the sentence “I seek a unicorn.” This
distinction is clearer in the example “John believes someone is a spy.”
In the de re reading, John believes that a spy exists in the world, but
in the de dicto reading, there exists a person who John believes to be
a spy (Quine, 1956). For this thesis, we assume that sentences do not
express uncertainty or possibility, which allowed us to sidestep the
need to properly represent intensionality and modality in the formal
language. Thus it would be valuable to extend the semantic formalism
to distinguish between these readings.
In addition, our new semantic formalism is not able to identify all

of the interpretations of clauses with multiple universal quantifiers,
such as in “Three teachers graded 6 exams” (Scha, 1981). In the first
reading, this sentence means that each of the three teachers graded six
exams, for a total of up to 18 graded exams. In the second reading,
there exists a set of three teachers and a set of six exams, where each
teacher helped to grade every exam and each exam was graded by
every teacher. In the third reading, again there exists a set of three
teachers and a set of six exams, but every teacher graded at least one
exam, and every examwas graded by at least one teacher. In principle,
it is possible to represent all three readings in first- and higher-order
logic, but our grammar does not currently allow our parser to produce
the third reading. A new transformation function and/or production
rule would enable to parsing of this reading.



4.7 future work 133

4.7.4 Modeling context

The logical forms in PWM are assumed to be context-independent.
Conditioned on the theory, they are independently and identically
distributed. This assumption greatly simplifies the natural language
that we need to be able to parse. While it helps to focus the scope of
thesis, it is not representative of real-world language. In real language,
the distribution of a sentence is highly dependent on the sentences that
precede it, even when conditioned on the theory, which contains all of
the background knowledge. For example, this assumption disallows
inter-sentential coreference (e.g. pronouns that can refer to objects
mentioned in other sentences). PWM also assumes that the universe
of discourse does not vary, and so the sentence “All of the children
are asleep” would mean that, literally, every child in the universe
is sleeping. The more likely meaning of the sentence is that all of
the children within the local area, such as the home or town, are
sleeping. The definite article “the” often indicates the uniqueness of
an object: “the tallest mountain” indicates that there is exactly one
tallest mountain. However, this is not the case in the example: “A cat
walked into the room. The cat purred.” Here, “the cat” does not imply
that there is exactly one cat in the universe. Rather, it means that the
cat is unique in the context. The universe of discourse can change
across sentences (and sometimes even within sentences). Relaxing the
assumption that logical forms are context-independent would enable
our parser to correctly understand these example sentences.
To relax this assumption, PWMmust be augmented with a model of

context. One possible approach is to modify the generative process of
the proofs, which is described in section 3.2.2. The model can be mod-
ified to generate axioms in the same order in which the corresponding
phrases appear in the sentence. The distribution of these axiomswould
now depend on an additional “context” random variable. This context
variable includes the current universe of discourse as well as recently-
mentioned entities. With every generated axiom, the context variable
is modified probabilistically, such as by adding an entity to the list of
recently-mentioned entities, and/or by widening/narrowing the uni-
verse of discourse. For example, if ci and cj are constants, then we
would modify the generative process so that axioms of the form t(ci),
arg1(ci) = cj, or arg2(ci) = cj are more likely to be generated if ci
or cj are in the list of recently-mentioned entities. And whenever an
axiom of the form t(ci), arg1(ci) = cj, or arg2(ci) = cj is generated,
the context variable is modified so that the recently-mentioned entities
now include ci and cj. This context variable is not discarded after
finishing the generation of a sentence. Instead, it continues to influ-
ence the generative process of subsequent sentences. Such a model of
context would enable the generation of inter-sentential anaphora: If an
axiom of the form arg1(ci) = cj or arg2(ci) = cj is generated, where
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cj is among the recently-mentioned entities in the context, then with
some probability, replace cj with a declaration of an anaphoric object,
such as ∃x(. . . ∧ ref(x)) where the existential is instantiated with cj.
Our grammar could later render ref(x) as a pronoun such as “it.” As
this method would not fundamentally distinguish between inter- and
intra-sentential anaphora, it would replace our earlier approach for
parsing intra-sentential anaphora. In this approach, the logical forms
for “A cat walked into the room” and “The cat purred” would look
like:

∃c(cat(c) ∧ U1(c) ∧ ∃R(R=λr(room(r) ∧ U2(r)) ∧ size(R)=1

∧ ∃r(R(r) ∧ ∃w(arg1(w)=c ∧ walk(w) ∧ past(w) ∧ arg2(w)=r)))),

∃C(C=λc(cat(c) ∧ U3(c)) ∧ size(C)=1

∧ ∃c(C(c) ∧ ∃p(arg1(p)=c ∧ purr(p) ∧ past(p)))).

Notice that “the room” is represented as a unique room within the
universe of discourse U2. The set R is defined as the set of all rooms
within the universe of discourse given by the set U2, and the size of
R is exactly 1. The phrase “the cat” is also represented in the same
way. The set C is the set of all cats within the set U3, and the size of
C is exactly 1. The universe of discourse U3 has narrowed from U1 so
that there is exactly one cat in U3. This model of context would be a
more realistic model for the way humans generate language naturally,
as compared to PWM currently.



5
END-TO -END EXPER IMENTS

In the previous two chapters, we presented the two compo-
nents of PWL: the reasoning module and language module.
Here, we provide qualitative and quantitative results on ex-
periments that evaluate the properties and capabilities of PWL
end-to-end. In section 5.1, we showcase examples of sentences
with syntactic ambiguities, and how PWL is able to use its
knowledge acquired from previously-read sentences to resolve
those ambiguities. In section 5.3, we apply PWL to the out-
of-domain question-answering task in ProofWriter (Tafjord,
Dalvi, and Clark, 2021) and achieve perfect zero-shot accuracy
when using intuitionistic logic. However, since the sentences
in ProofWriter are simple in structure, being automatically
generated from templates, we create a new question-answering
dataset called FictionalGeoQA, consisting of marginally more
syntactically-complex (but still overall simple) sentences. The
dataset is designed to be robust against algorithms that rely on
simple heuristics to answer questions, and thus to more accu-
rately measure their reasoning ability relative to other datasets.
In section 5.4, we describe this dataset in further detail and
show that PWL outperforms current state-of-the-art baselines.

5.1 resolving syntactic ambiguities

prepositional phrase attachment: In this section, we show-
case some examples of sentences with syntactic ambiguity which are
resolved via the consideration of background knowledge. Each exam-
ple serves to illustrate PWL’s reading process step-by-step, and also
demonstrates how PWL is able to capitalize on knowledge acquired
from previously-read sentences to resolve syntactic ambiguities when
reading new sentences. However, we also showcase some examples
that highlight shortcomings of PWL that arise from, for example, the
simplicity of the prior on the theory and proofs.
Recall that PWL reads sentences in two steps. In the first step, given

a new (unseen) sentence y∗, find the k-best values of the logical form
x∗, according to the likelihood p(y∗ | x∗, x,y). In the second step, for
each of the k logical forms, compute its prior p(x∗ | T) and rerank them
according to the posterior:

p(x∗ | x,y,y∗, T) ∝ p(x∗ | T)p(y∗ | x∗, x,y).

135



136 end-to-end experiments

y∗ = “Sally caught a butterfly with a net.”

Rank Top-4 candidate parses x∗ logp(y∗ | x∗, x,y)

1
∃s(∃x(name(x) ∧ arg1_of(s)=x ∧ arg2(x)="Sally") ∧ ∃n(net(n)
∧ ∃b(butterfly(b) ∧ ∃h(has(h) ∧ arg2(h)=n ∧ arg1_of(b)=h)
∧ ∃c(arg1(c)=s ∧ catch(c) ∧ past(c) ∧ arg2(c)=b))))
(i.e. a butterfly had a net, and Sally caught that butterfly)

-31.83

2

∃s(∃x(name(x) ∧ arg1_of(s)=x ∧ arg2(x)="Sally") ∧ ∃n(net(n)
∧ ∃b(butterfly(b)
∧ ∃c(arg1(c)=s ∧ catch(c) ∧ past(c) ∧ arg2(c)=b
∧ ∃u(use_instrument(u) ∧ arg2(u)=n ∧ arg1_of(c)=u)))))

(i.e. Sally used a net to catch a butterfly)

-34.77

... ...
...

Rank Candidate parses x∗ re-ranked by reasoning module logp(x∗ | T) logp(x∗ | x,y, T ,y∗)

1

∃s(∃x(name(x) ∧ arg1_of(s)=x ∧ arg2(x)="Sally") ∧ ∃n(net(n)
∧ ∃b(butterfly(b)
∧ ∃c(arg1(c)=s ∧ catch(c) ∧ past(c) ∧ arg2(c)=b
∧ ∃u(use_instrument(u) ∧ arg2(u)=n ∧ arg1_of(c)=u)))))

(i.e. Sally used a net to catch a butterfly)

-2294.24 -2329.31

... ...
...

...

4
∃s(∃x(name(x) ∧ arg1_of(s)=x ∧ arg2(x)="Sally") ∧ ∃n(net(n)
∧ ∃b(butterfly(b) ∧ ∃h(has(h) ∧ arg2(h)=n ∧ arg1_of(b)=h)
∧ ∃c(arg1(c)=s ∧ catch(c) ∧ past(c) ∧ arg2(c)=b))))
(i.e. a butterfly had a net, and Sally caught that butterfly)

−∞ −∞

The theory T contains the axiom that no butter-
flies have a net: ¬∃b(butterfly(b) ∧ ∃n(net(n)
∧ ∃h(has(h) ∧ arg1(h)=b ∧ arg2(h)=n)))

Language module computes top-k logical forms
according to likelihood

For each parse x∗, the reasoning module com-
putes p(x∗ | T) and reranks logical forms accord-
ing to logp(x∗ | x,y, T ,y∗) = logp(y∗ | x∗, x,y) +
logp(x∗ | T) +C

Figure 21: An example where PWL reads the sentence “Sally caught a but-
terfly with a net,” which is a classical example of a sentence with
prepositional phrase attachment ambiguity: “with a net” could
either attach to “butterfly” or “caught.” In PWL, “reading” a sen-
tence is divided into two stages: (1) find the 4 most likely logical
forms, ignoring the prior probability of each logical form condi-
tioned on the theory, and (2) for each logical form in the list, com-
puting its prior probability conditioned on the theory and then re-
ranking the list accordingly. The output of the first stage is shown
in the top table, and the output of the second stage is shown in
the bottom table. In this example, PWL has previously read “No
butterfly has a net,” and added its logical form to the theory. As
a result, the reasoning module is unable to find a theory that ex-
plains the logical form where the butterfly has the net, and so the
prior probability of that logical form is zero. The log probabilities
in the bottom table are unnormalized.
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The reason for this two-stage process is the following: In the upper
bound for the parser (as discussed in section 4.3.2, in equations 85, 86,
and 87), we need to define hn

x(X), which is the upper bound on the
semantic prior logp(xn) at node n of the derivation tree. It is easier to
define this bound when the semantic prior is simple, so that it satisfies
the property that for any logical form x, and for any derivation tree
node n with child c, p(xn) 6 p(xc). This property is satisfied for
the prior that we use in the semantic parsing experiments in section
4.4, but it is not satisfied by the prior on logical forms defined by the
reasoning module (discussed in chapter 3). For example, the addition
of anegation candramatically increase ordecrease thepriorprobability
of a logical form. As a result, in the semantic parsing experiments in
section 4.4, the branch-and-bound algorithm is able to directly find the
k-best logical forms that maximize the full posterior p(x∗ | x,y,y∗, T).
However, for the other experiments of this thesis, PWL uses a trivial
upper bound on the semantic prior hn

x(X) = 0 > logp(xn), and so
the branch-and-bound algorithm finds the k-best logical forms that
maximize the likelihood p(y∗ | x∗, x,y) (without consideration of the
semantic prior). Then in the second step, PWL computes the prior of
each of the k logical forms p(x∗ | T), and reranks them according to
their full posterior.
In thisfirst example,wedemonstratehowPWL canutilizepreviously-

acquired knowledge to resolve the prepositional phrase attachment
ambiguity in the sentence “Sally caught a butterfly with a net.” The
prepositional phrase “with a net” can either attach to the noun “butter-
fly” or to the verb “caught.” If it attaches to “butterfly,” the semantic
interpretation is that the butterfly has a net. If it attaches to “caught,”
the semantic interpretation is that Sally used a net to catch a butterfly.
We first consider PWL reading the sentence without any other sen-
tences or axioms, aside from those of the seed training set. In the first
stage of reading, the branch-and-bound algorithm visits 7387 states
and finds the top 4 logical forms that maximize the likelihood:

A. ∃x6(∃x5(name(x5) ∧ arg1_of(x6)=x5 ∧ arg2(x5)="Sally")
∧ ∃x10(net(x10) ∧ ∃x9(butterfly(x9) ∧ ∃x1(has(x1) ∧

arg2(x1)=x10 ∧ arg1_of(x9)=x1) ∧ ∃x1(arg1(x1)=x6 ∧

catch(x1) ∧ past(x1) ∧ arg2(x1)=x9)))),
with log likelihood -31.834222. This logical form has the mean-
ing: there exists something named “Sally” (x6), and there exists a
butterfly (x9) that has a net (x10), and Sally caught that butterfly.

B. ∃x6(∃x5(name(x5) ∧ arg1_of(x6)=x5 ∧ arg2(x5)="Sally") ∧

∃x10(butterfly(x10) ∧ ∃x9(net(x9) ∧ ∃x1(arg1(x1)=x6
∧ catch(x1) ∧ past(x1) ∧ arg2(x1)=x10 ∧

∃x8(use_instrument(x8) ∧ arg2(x8)=x9 ∧

arg1_of(x1)=x8))))),
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with log likelihood -34.767277. This logical form has the mean-
ing: there exists something named “Sally” (x6), and there exists a
butterfly (x10), and Sally used the net (x9) to catch the butterfly.

C. ∃x6(∃x5(name(x5) ∧ arg1_of(x6)=x5 ∧ arg2(x5)="Sally")
∧ ∃x10(net(x10) ∧ ∃x9(butterfly(x9) ∧ ∃x1(has(x1) ∧

arg2(x1)=x10 ∧ arg1_of(x9)=x1) ∧ ∃x1(arg2(x1)=x6 ∧

catch(x1) ∧ past(x1) ∧ arg1(x1)=x9)))),
with log likelihood -35.544891. This logical form has the mean-
ing: there exists something named “Sally” (x6), and there exists a
butterfly (x9) that has a net (x10), and the butterfly caught Sally.

D. ∃x6(∃x5(name(x5) ∧ arg1_of(x6)=x5 ∧ arg2(x5)="Sally") ∧

∃x10(butterfly(x10) ∧ ∃x9(net(x9) ∧ ∃x1(arg2(x1)=x6
∧ catch(x1) ∧ past(x1) ∧ arg1(x1)=x10 ∧

∃x8(use_instrument(x8) ∧ arg2(x8)=x9 ∧

arg1_of(x1)=x8))))).
with log likelihood -38.477945. This logical form has the mean-
ing: there exists something named “Sally” (x6), and there exists a
butterfly (x10), and the butterfly used the net (x9) to catch Sally.

This sentence is a prototypical example of prepositional phrase attach-
ment ambiguity, where the prepositional phrase “with a net” may
attach to either the noun “butterfly” or the verb “caught.” Without
any information from the semantic prior, the parser prefers the closer
attachment (i.e. the butterfly has the net).
In the second stage of the reading process, the semantic prior is

computed for each of the above four logical forms, using the sampling
methoddescribed in section 3.3.1, with 400 iterations ofMH. The above
list is then reranked according to the sum of the log semantic prior and
the log likelihood:

A. log likelihood -31.834222 + log prior -2212.409332
= log posterior -2244.243554,

C. log likelihood -35.544891 + log prior -2209.566363
= log posterior -2245.111253,

B. log likelihood -34.767277 + log prior -2212.409332
= log posterior -2247.176609,

D. log likelihood -38.477945 + log prior -2212.591654
= log posterior -2251.069599.

The most probable logical form in the reranked list did not change.
Note the computed semantic prior is unnormalized, since we only aim
to compare the relative probabilities of the logical forms in the list, and
a constant normalization term has no effect on the ranking.
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Next, consider first reading the sentence “No butterfly has a net.”
The parser returns the logical form

¬∃x4(butterfly(x4) ∧ ∃x5(net(x5)

∧ ∃x1(arg1(x1)=x4 ∧ has(x1) ∧ present(x1) ∧ arg2(x1)=x5))),

which has themeaning that there does not exist a butterfly (x4) that has
a net (x5). We add this logical form to the theory, and again attempt to
read “Sally caught a butterfly with a net.”
The parser of PWL preserves information encoded in the aspect and

tense of verbs. They are parsed into terms such as past(x) which
indicates that the event x occurred in the past. However, in order to
correctly handle such terms in the reasoning module, a model of time
is required. So in order to avoid overly complicating the experiments
in this chapter, PWL discards terms that indicate the aspect and tense,
before providing the logical forms to the reasoning module. If we did
not discard these terms, PWLwouldnaively interpret “Nobutterflyhas
a net” to be true in the present but not necessarily in the past, which
is when Sally caught the butterfly. There are also many interesting
and difficult questions regarding the correct handling of aspect and
tense, since the reference point which indicates the “present time” can
change with context: The use of the past tense in one sentence may
have ameaningdistinct from theuse of the past tense in a later sentence.
This reference point is referred to as origo in pragmatics.

In reading “Sally caught a butterfly with a net,” the first stage (i.e.
the branch-and-bound algorithm) returns the same list of 4 logical
forms as above, it only maximizes the likelihood, without considera-
tion of the semantic prior. However, in the second stage of reading, the
semantic prior is computed for each of the logical forms, and reranked
accordingly. The resulting ranked list is now:

B. log likelihood -34.767277 + log prior -2294.538125
= log posterior -2329.305402,

D. log likelihood -38.477945 + log prior -2294.538125
= log posterior -2333.016070,

C. log likelihood -35.544891 + log prior -inf
= log posterior -inf,

A. log likelihood -31.834222 + log prior -inf
= log posterior -inf.

The interpretations where the butterfly has the net is now impossible
(the proof initialization algorithm is unable to find a valid proof of the
logical form that is consistent with the theory). The most probable
logical form in the reranked list is the correct interpretation where
Sally used the net to capture the butterfly. A summary of the above
example is shown in figure 21.
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In the above example, the sentence “No butterfly has a net” provided
a hard constraint on the possible interpretations of “Sally caught a
butterfly with a net.” In principle, hard constraints can cause the
Markov chain in the Metropolis-Hastings algorithm to no longer be
irreducible (i.e. some theories are no longer reachable from the starting
point). For the examples in our experiments, we did not encounter
this issue. Some sentences with seemingly hard constraints actually
permit alternative low-probability interpretations. For example, if a
sentence mentions a named entity, it may either refer to an existing
aforementioned entity, or a new entity. Nevertheless, future work that
relaxes the consistency constraint would also serve to resolve issues
with irreducibility.

Instead of reading “No butterfly has a net,” suppose PWL first reads
“Sally uses a net,” which provides a softer constraint. The semantic
parse of this sentence is:

∃x6(∃x5(name(x5) ∧ arg1_of(x6)=x5 ∧ arg2(x5)="Sally")

∧ ∃x7(net(x7) ∧ ∃x1(arg1(x1)=x6 ∧ use(x1) ∧ present(x1)

∧ arg2(x1)=x7))),

which has the meaning that there exists something named “Sally” (x6)
and there exists a net (x7) such that Sally uses the net. We add this
logical form to the theory (instead of the logical form for “No butterfly
has a net”), and then again attempt to read “Sally caught a butterfly
with a net.” The first stage of reading returns the same list of logical
forms as above, since the branch-and-bound algorithm is only maxi-
mizing the likelihood. The second state of reading, however, returns
the following reranked list:

A. log likelihood -31.834222 + log prior -2440.877451
= log posterior -2472.711673,

C. log likelihood -35.544891 + log prior -2440.232007
= log posterior -2475.776897,

B. log likelihood -34.767277 + log prior -2444.451668
= log posterior -2479.218944,

D. log likelihood -38.477945 + log prior -2444.451668
= log posterior -2482.929613.

Notice that this reranking step did not significantly change the relative
probabilities of the candidate logical forms, and in fact, the incorrect
interpretation is still highest-ranked. The reason for this is that the
instrumentative sense of the preposition “with” is interpreted as a
use_instrument event, whereas the verb “use” is interpreted as a use
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event. In order to correctly identify the equivalence of these events,
PWLwould need an axiom such as:

∀x∀y(∃f(arg1(f)=x
∧ ∃u(use_instrument(u) ∧ arg1(u)=f ∧ arg2(u)=y))

→ ∃u(use(u) ∧ arg1(u)=x ∧ arg2(u)=y)).

That is, PWL would need an axiom that if x uses an instrument y in
some event or action f, then xusesy. Since such an axiom is not present
in the seed axioms of the theory, PWL fails to correctly disambiguate
the prepositional phrase ambiguity.

Now we consider a slightly different example: Suppose that instead
of reading “No butterfly has a net” or “Sally uses a net,” PWL first
reads “A butterfly has a spot.” This sentence would avoid the problem
mentioned above. The semantic parse of this sentence is:

∃x4(butterfly(x4) ∧ ∃x5(spot(x5)

∧ ∃x1(arg1(x1)=x4 ∧ has(x1) ∧ present(x1) ∧ arg2(x1)=x5))),

which has the meaning that there exists a butterfly (x4) that has a spot
(x5). We add this logical form to the theory (instead of the logical form
for “No butterfly has a net” or “Sally uses a net”), and then attempt to
read “Sally caught a butterfly with a spot.” The first stage of reading
returns the following list of logical forms that maximize the likelihood:

A. ∃x6(∃x5(name(x5) ∧ arg1_of(x6)=x5 ∧ arg2(x5)="Sally")
∧ ∃x10(spot(x10) ∧ ∃x9(butterfly(x9) ∧ ∃x1(has(x1)
∧ arg2(x1)=x10 ∧ arg1_of(x9)=x1) ∧ ∃x1(arg1(x1)=x6 ∧

catch(x1) ∧ past(x1) ∧ arg2(x1)=x9)))),
with log likelihood -31.834222. This logical form has the mean-
ing: there exists something named “Sally” (x6), and there exists a
butterfly (x9) that has a spot (x10), and Sally caught that butterfly.

B. ∃x6(∃x5(name(x5) ∧ arg1_of(x6)=x5 ∧ arg2(x5)="Sally")
∧ ∃x10(butterfly(x10) ∧ ∃x9(spot(x9) ∧

∃x1(arg1(x1)=x6 ∧ catch(x1) ∧ past(x1) ∧ arg2(x1)=x10
∧ ∃x8(use_instrument(x8) ∧ arg2(x8)=x9 ∧

arg1_of(x1)=x8))))),
with log likelihood -34.767277. This logical formhas themeaning:
there exists something named “Sally” (x6), a butterfly (x10), and a
spot (x9), and Sally used the spot to catch the butterfly.

C. ∃x6(∃x5(name(x5) ∧ arg1_of(x6)=x5 ∧ arg2(x5)="Sally")
∧ ∃x10(spot(x10) ∧ ∃x9(butterfly(x9) ∧ ∃x1(has(x1)
∧ arg2(x1)=x10 ∧ arg1_of(x9)=x1) ∧ ∃x1(arg2(x1)=x6 ∧

catch(x1) ∧ past(x1) ∧ arg1(x1)=x9)))),
with log likelihood -35.544891. This logical form has the mean-
ing: there exists something named “Sally” (x6), and there exists a
butterfly (x9) that has a spot (x10), and the butterfly caught Sally.
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D. ∃x6(∃x5(name(x5) ∧ arg1_of(x6)=x5 ∧ arg2(x5)="Sally")
∧ ∃x10(butterfly(x10) ∧ ∃x9(spot(x9) ∧

∃x1(arg2(x1)=x6 ∧ catch(x1) ∧ past(x1) ∧ arg1(x1)=x10
∧ ∃x8(use_instrument(x8) ∧ arg2(x8)=x9 ∧

arg1_of(x1)=x8))))).
with log likelihood -38.477945. This logical formhas themeaning:
there exists something named “Sally” (x6), a butterfly (x10), and a
spot (x9), and the butterfly used the spot to catch Sally.

The second stage of reading computes the semantic prior for each of
the above logical forms and reranks them:

A. log likelihood -31.834222 + log prior -2329.093733
= log posterior -2360.927955,

C. log likelihood -35.544891 + log prior -2329.786880
= log posterior -2365.331771,

B. log likelihood -34.767277 + log prior -2378.812990
= log posterior -2413.580266,

D. log likelihood -38.477945 + log prior -2379.013660
= log posterior -2417.491606.

In the reranked list, both interpretationswhere theprepositional phrase
attaches to the noun (i.e. the butterfly has the spot) are nowmuchmore
probable than both interpretations where the prepositional phrase at-
taches to the verb (i.e. Sally uses the spot to catch the butterfly). But
unlike the earlier example with the net, it is still possible that a spot
can be used as an instrument to catch something, if we know nothing
else about spots. As such, the reasoning module is able to construct
theories that describe these possibilities, however unlikely.

pronominal resolution: We also showcase an example where
PWL resolves ambiguity in pronominal resolution in the sentence “A
butterfly has a spot and it is blue,” where “it” can refer to either the
butterfly or the spot. We will show that PWL is able to acquire knowl-
edge from other sentences, and utilize that knowledge to resolve the
ambiguous pronoun “it.” First consider parsing the sentence “A but-
terfly has a spot and it is blue” without any axioms or other sentences
aside from the seed training set. The branch-and-bound algorithm
finds the 4-best logical forms that maximize the log likelihood, after
visiting 27,269 states:

A. ∃x4(butterfly(x4) ∧ ∃x5(spot(x5) ∧ ∃x1(arg1(x1)=x4 ∧

has(x1) ∧ present(x1) ∧ arg2(x1)=x5))) ∧ ∃x4(ref(x4) ∧

∃x1(arg1(x1)=x4 ∧ blue(x1) ∧ present(x1))),
with log likelihood -40.408566. This logical formhas themeaning:
there exists a butterfly that has a spot, and there exists an object
with special anaphoric type ref (representing “it”) that is blue.
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y∗ = “A butterfly has a spot and it is blue.”

Rank Top-4 candidate parses x∗ (after coreference resolution) logp(y∗ | x∗, x,y)

1
∃s(∃b(butterfly(b) ∧ (spot(s)
∧ ∃h(arg1(h)=b ∧ has(h) ∧ present(h) ∧ arg2(h)=s)))
∧ ∃c(arg1(c)=s ∧ blue(c) ∧ present(c)))
(i.e. there is a butterfly with a spot, and the spot is blue)

-40.41

2
∃x6((butterfly(x6) ∧ ∃x5(spot(x5)
∧ ∃x1(arg1(x1)=x6 ∧ has(x1) ∧ present(x1) ∧ arg2(x1)=x5)))
∧ ∃x1(arg1(x1)=x6 ∧ blue(x1) ∧ present(x1)))
(i.e. there is a butterfly with a spot, and the butterfly is blue)

-41.41

... ...
...

Rank Candidate parses x∗ re-ranked by reasoning module logp(x∗ | T) logp(x∗ | x,y, T ,y∗)

1
∃x6((butterfly(x6) ∧ ∃x5(spot(x5)
∧ ∃x1(arg1(x1)=x6 ∧ has(x1) ∧ present(x1) ∧ arg2(x1)=x5)))
∧ ∃x1(arg1(x1)=x6 ∧ blue(x1) ∧ present(x1)))
(i.e. there is a butterfly with a spot, and the butterfly is blue)

-452.61 -494.02

... ...
...

...

4
∃s(∃b(butterfly(b) ∧ (spot(s)
∧ ∃h(arg1(h)=b ∧ has(h) ∧ present(h) ∧ arg2(h)=s)))
∧ ∃c(arg1(c)=s ∧ blue(c) ∧ present(c)))
(i.e. there is a butterfly with a spot, and the spot is blue)

−∞ −∞

PWL has previously read the sentences “The spot is
red,” “No red thing is blue,” and “A butterfly has a
spot,” and added their logical forms to the theory T .

Language module computes top-k logical forms
according to likelihood

For each parse x∗, the reasoning module com-
putes p(x∗ | T) and reranks logical forms accord-
ing to logp(x∗ | x,y, T ,y∗) = logp(y∗ | x∗, x,y) +
logp(x∗ | T) +C

Figure 22: An example where PWL reads the sentence “A butterfly has a
spot and it is blue,” which is an example of a sentence with an
ambiguous pronoun: “it” could either refer to “butterfly” or “spot.”
The output of the first stage of reading is shown in the top table
(after intra-sentential coreference resolution), and the output of the
second stage is shown in the bottom table. In this example, PWL
has previously read “The spot is red,” “No red thing is blue,” and
“A butterfly has a spot,” and added their logical form to the theory.
As a result, the reasoning module is unable to find a theory where
the spot is blue, and so the prior probability of that logical form is
zero. The log probabilities in the bottom table are unnormalized.
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B. ∃x4(butterfly(x4) ∧ ∃x5(spot(x5) ∧ ∃x1(arg1(x1)=x4 ∧

has(x1) ∧ present(x1) ∧ arg2(x1)=x5))) ∧ ∃x4(ref(x4) ∧

∃x1(arg2(x1)=x4 ∧ blue(x1) ∧ present(x1))),
with log likelihood -41.982132. This logical formhas themeaning:
there exists a butterfly that has a spot, an object x4 with special
anaphoric type ref (representing “it”), and there exists an event
with type blue whose second argument is x4. This logical form is
spurious since blue is meant to be a property, and its arity should
be 1.

C. ∃x4(butterfly(x4) ∧ ∃x5(spot(x5) ∧ ∃x1(arg1(x1)=x4 ∧

has(x1) ∧ present(x1) ∧ arg2(x1)=x5))) ∧ ∃x4(ref(x4) ∧

∃x1(arg1(x1)=x4 ∧ mass(x1) ∧ present(x1))),
with log likelihood -42.157300. This logical formhas themeaning:
there exists a butterfly that has a spot, an object x4 with special
anaphoric type ref (representing “it”), and there exists an event
with type masswhose first argument is x4.

D. ∃x4(butterfly(x4) ∧ ∃x5(spot(x5) ∧ ∃x1(arg1(x1)=x4 ∧

has(x1) ∧ present(x1) ∧ arg2(x1)=x5))) ∧ ∃x4(ref(x4) ∧

∃x1(arg1(x1)=x4 ∧ terrestrial(x1) ∧ present(x1))).
with log likelihood -43.325155. This logical formhas themeaning:
there exists a butterfly that has a spot, an object x4 with special
anaphoric type ref (representing “it”), and there exists an event
with type terrestrialwhose first argument is x4.

The parser then performs intra-sentential coreference resolution de-
scribed in section 4.5.1, and the resulting top-4 logical forms are:

A.1. ∃x6(∃x4(butterfly(x4) ∧ (spot(x6) ∧ ∃x1(arg1(x1)=x4 ∧

has(x1) ∧ present(x1) ∧ arg2(x1)=x6))) ∧ ∃x1(arg1(x1)=x6
∧ blue(x1) ∧ present(x1))),

which has the meaning: there exists a butterfly that has a spot,
and the spot is blue.

A.2. ∃x6((butterfly(x6) ∧ ∃x5(spot(x5) ∧ ∃x1(arg1(x1)=x6 ∧

has(x1) ∧ present(x1) ∧ arg2(x1)=x5))) ∧ ∃x1(arg1(x1)=x6
∧ blue(x1) ∧ present(x1))),

which has the meaning: there exists a butterfly that has a spot,
and the butterfly is blue.

B.. ∃x6(∃x4(butterfly(x4) ∧ (spot(x6) ∧ ∃x1(arg1(x1)=x4 ∧

has(x1) ∧ present(x1) ∧ arg2(x1)=x6))) ∧ ∃x1(arg2(x1)=x6
∧ blue(x1) ∧ present(x1))),

which has the meaning: there exists a butterfly that has a spot,
and there exists an event with type bluewhose second argument
is the spot (this is the same spurious logical form as above).
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C.. ∃x6(∃x4(butterfly(x4) ∧ (spot(x6) ∧ ∃x1(arg1(x1)=x4 ∧

has(x1) ∧ present(x1) ∧ arg2(x1)=x6))) ∧ ∃x1(arg1(x1)=x6
∧ mass(x1) ∧ present(x1))),

which has the meaning: there exists a butterfly that has a spot,
and there exists an event with type masswhose first argument is
the spot.

The log likelihoods above are fairly close, as a result of the fact that the
word “blue” does not appear within a sentence of the seed training
set. Rather, it is specified as a standalone adjective. Thus, the parser is
generally less certain about its use within a sentence. In addition, the
grammar does not currently incorporate the fact that when adjectives
are usedpredicatively (i.e. as a predicate), the corresponding predicate
in the logical form should be unary. The production rules need to be
modified in order to incorporate this observation. At the second stage
of reading, PWL computes the semantic prior for each of the above
logical forms and reranks them:

A.1 log likelihood -40.408566 + log prior -122.844591
= log posterior -163.253157,

A.2 log likelihood -41.408566 + log prior -122.844591
= log posterior -164.253157,

B. log likelihood -41.982132 + log prior -122.844591
= log posterior -164.826723,

C. log likelihood -42.157300 + log prior -122.844591
= log posterior -165.001892.

Now consider the case where PWL first reads the sentences “The
spot is red,” and “No red thing is blue,” before reading the sentence
“A butterfly has a spot and it is blue.” PWL parses “The spot is red”
into the logical form:

∃x6(x6=λx3spot(x3) ∧ size(x6)=1 ∧ ∃x5(x6(x5)

∧ ∃x1(arg1(x1)=x5 ∧ red(x1) ∧ present(x1)))),

which has the meaning: there exists a set x6 which is the set of all
spots, x6 has size 1, x5 is an element of x6, and x5 is red. Similarly, PWL
parses “No red thing is blue” into the logical form:

¬∃x4(∃x1(red(x1) ∧ arg1_of(x4)=x1) ∧ object(x4)

∧ ∃x1(arg1(x1)=x4 ∧ blue(x1) ∧ present(x1))),

which has the meaning: there does not exist an object that is both red
and blue. Note that PWL assumes that all objects have type object.
Both of the above logical forms are added to the theory, and we again
try to read the sentence “A butterfly has a spot and it is blue.” The
first stage of parsing is unchanged from before, but the second stage
of parsing produces the following ranked list of logical forms:
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A.2 log likelihood -41.408566 + log prior -452.610736
= log posterior -494.019302,

C. log likelihood -42.157300 + log prior -452.644638
= log posterior -494.801938,

B. log likelihood -41.982132 + log prior -452.876440
= log posterior -494.858571,

A.1 log likelihood -40.408566 + log prior -inf
= log posterior -inf.

PWL correctly infers that the interpretation where the spot is blue is
impossible, and the most probable logical form is the one in which “it”
refers to the butterfly rather than the spot. Figure 22 summarizes this
example.

Here, we showcase an example where PWL is limited by the sim-
plicity of the prior on the theory and proofs. Consider first reading
the sentences “The spot is red,” “No red thing is blue,” and then “If a
butterfly has a spot, then it is blue.” The first stage of parsing returns
the following list of most likely logical forms:

A. (∃x4(butterfly(x4) ∧ ∃x5(spot(x5) ∧ ∃x1(arg1(x1)=x4 ∧

has(x1) ∧ present(x1) ∧ arg2(x1)=x5))) → ∃x4(ref(x4) ∧

∃x1(arg1(x1)=x4 ∧ blue(x1) ∧ present(x1)))),
with log likelihood -47.038724. This logical formhas themeaning:
If there exists a butterfly (x4) and a spot (x5), and the butterfly has
the spot, then there exists an object of anaphoric type ref (x4) that
is blue.

B. (∃x4(butterfly(x4) ∧ ∃x5(spot(x5) ∧ ∃x1(arg1(x1)=x4 ∧

has(x1) ∧ present(x1) ∧ arg2(x1)=x5))) → ∃x4(ref(x4) ∧

∃x1(arg2(x1)=x4 ∧ blue(x1) ∧ present(x1)))),
with log likelihood -48.612290. This logical formhas themeaning:
If there exists a butterfly (x4) and a spot (x5), and the butterfly has
the spot, then there exists an object of anaphoric type ref (x4), and
an event of type blue such that its second argument is x4. As with
the previous example, this logical form is spurious since the blue
event is unary.

C. (∃x4(butterfly(x4) ∧ ∃x5(spot(x5) ∧ ∃x1(arg1(x1)=x4 ∧

has(x1) ∧ present(x1) ∧ arg2(x1)=x5))) → ∃x4(ref(x4) ∧

∃x1(arg1(x1)=x4 ∧ mass(x1) ∧ present(x1)))),
with log likelihood -48.787458. This logical formhas themeaning:
If there exists a butterfly (x4) and a spot (x5), and the butterfly has
the spot, then there exists an object of anaphoric type ref (x4), and
an event of type mass such that its first argument is x4.
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D. (∃x4(butterfly(x4) ∧ ∃x5(spot(x5) ∧ ∃x1(arg1(x1)=x4 ∧

has(x1) ∧ present(x1) ∧ arg2(x1)=x5))) → ∃x4(ref(x4) ∧

∃x1(arg1(x1)=x4 ∧ terrestrial(x1) ∧ present(x1)))).
with log likelihood -49.955313. This logical formhas themeaning:
If there exists a butterfly (x4) and a spot (x5), and the butterfly has
the spot, then there exists an object of anaphoric type ref (x4), and
an event of type terrestrial such that its first argument is x4.

The output of intra-sentential coreference resolution is:

A.1. ∀x6(∃x4(butterfly(x4) ∧ (spot(x6) ∧ ∃x1(arg1(x1)=x4 ∧

has(x1) ∧ present(x1) ∧ arg2(x1)=x6))) → ∃x1(arg1(x1)=x6
∧ blue(x1) ∧ present(x1))),

which has the meaning: for all spots, if there exists a butterfly
that has that spot, the spot is blue.

A.2. ∀x6(butterfly(x6) ∧ ∃x5(spot(x5) ∧ ∃x1(arg1(x1)=x6 ∧

has(x1) ∧ present(x1) ∧ arg2(x1)=x5)) → ∃x1(arg1(x1)=x6
∧ blue(x1) ∧ present(x1))),

which has the meaning: for all butterflies, if the butterfly has a
spot, the butterfly is blue.

B.. ∀x6(∃x4(butterfly(x4) ∧ (spot(x6) ∧ ∃x1(arg1(x1)=x4 ∧

has(x1) ∧ present(x1) ∧ arg2(x1)=x6))) → ∃x1(arg2(x1)=x6
∧ blue(x1) ∧ present(x1))),

which has themeaning: for all spots, if there exists a butterfly that
has that spot, there exists an event with type bluewhose second
argument is the spot (this is the same spurious logical form as
above).

C.. ∀x6(∃x4(butterfly(x4) ∧ (spot(x6) ∧ ∃x1(arg1(x1)=x4 ∧

has(x1) ∧ present(x1) ∧ arg2(x1)=x6))) → ∃x1(arg1(x1)=x6
∧ mass(x1) ∧ present(x1))),

which has the meaning: for all spots, if there exists a butterfly
that has that spot, there exists an event with type mass whose
first argument is the spot.

The second stage of reading then reranks the above list according to
the semantic prior of each logical form:

A.1 log likelihood -47.038724 + log prior -451.290984
= log posterior -498.329707,

A.2 log likelihood -48.038724 + log prior -451.316548
= log posterior -499.355272,

B. log likelihood -48.612290 + log prior -451.281382
= log posterior -499.893672,
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C. log likelihood -48.787458 + log prior -452.038785
= log posterior -500.826244.

Unlike the last example, the interpretation where the spot is blue is no
longer impossible. In fact, it is now the most probable interpretation.
The reason for this is that PWL is still able to construct consistent
theories in which the first logical form in the above list is an axiom:
the axiom would be vacuously true if there do not exist any butterflies
with spots.

However, if we additionally provide the background sentence “A
butterfly has a spot” (in addition to “The spot is red” and “No red
thing is blue”), and then re-run the above reading procedure for “If
a butterfly has a spot, then it is blue,” the output of the second stage
would become:

A.2 log likelihood -48.038724 + log prior -637.068882
= log posterior -685.107606,

B. log likelihood -48.612290 + log prior -637.017189
= log posterior -685.629478,

C. log likelihood -48.787458 + log prior -638.144783
= log posterior -686.932241,

A.1 log likelihood -47.038724 + log prior -inf
= log posterior -inf.

Now, the interpretation where the spot is blue is correctly given zero
posterior probability, and the most probable logical form is the one
where the butterfly is blue. However, this example highlights a differ-
ence in the prior probability of logical forms that are vacuously true.
Humans are very unlikely to generate such logical forms, but they are
not discouraged by PWM.

lexical ambiguity: Here, we showcase an example where PWL
uses semantics to resolve lexical ambiguity. In this example, in the
sentence “Minas Tirith is the largest city,” the word “largest” may
either refer to maximizing area or population. But if PWL is first
given sentences that specify the area of Minas Tirith and another city,
Pelargir, we demonstrate that PWL is able to correctly synthesize this
information, along with axioms that define maximality, in order to
resolve the lexical ambiguity.
In order to correctly disambiguate the meaning of “largest” in this

example, the reasoning module first needs to know the meaning of
maximality in order to reason about it. In all of the experiments
described in this chapter, the following two axioms are added to the
theory before reading any sentences. They define the meaning of
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y∗ = “Minas Tirith is the largest city.”

Rank Top-4 candidate parses x∗ (after coreference resolution) logp(y∗ | x∗, x,y)

1

∃m(∃n(name(n) ∧ arg1_of(m)=n ∧ arg2(n)="Minas Tirith")
∧ ∃f(f=λxλy∃a(area(a) ∧ arg2(a)=y ∧ arg1_of(x)=a)
∧ ∃C(C=λc.city(c) ∧ ∃G(G=λg∃x(greatest(f)(x) ∧ arg1(x)=C
∧ arg2_of(g)=x) ∧ size(G)=1 ∧ ∃g(G(g)
∧ ∃s(arg1(s)=m ∧ same(s) ∧ present(s) ∧ arg2(s)=g))))))

(i.e. Minas Tirith is the city with the greatest area)

-15.81

2

∃m(∃n(name(n) ∧ arg1_of(m)=n ∧ arg2(n)="Minas Tirith")
∧ ∃f(f=λxλy∃p(population(p) ∧ arg2(p)=y ∧ arg1_of(x)=p)
∧ ∃C(C=λc.city(c) ∧ ∃G(G=λg∃x(greatest(f)(x) ∧ arg1(x)=C
∧ arg2_of(g)=x) ∧ size(G)=1 ∧ ∃g(G(g)
∧ ∃s(arg1(s)=m ∧ same(s) ∧ present(s) ∧ arg2(s)=g))))))

(i.e. Minas Tirith is the city with the greatest population)

-16.50

... ...
...

Rank Candidate parses x∗ re-ranked by reasoning module logp(x∗ | T) logp(x∗ | x,y, T ,y∗)

1

∃m(∃n(name(n) ∧ arg1_of(m)=n ∧ arg2(n)="Minas Tirith")
∧ ∃f(f=λxλy∃p(population(p) ∧ arg2(p)=y ∧ arg1_of(x)=p)
∧ ∃C(C=λc.city(c) ∧ ∃G(G=λg∃x(greatest(f)(x) ∧ arg1(x)=C
∧ arg2_of(g)=x) ∧ size(G)=1 ∧ ∃g(G(g)
∧ ∃s(arg1(s)=m ∧ same(s) ∧ present(s) ∧ arg2(s)=g))))))

(i.e. Minas Tirith is the city with the greatest population)

-5860.06 -5876.57

... ...
...

...

3

∃m(∃n(name(n) ∧ arg1_of(m)=n ∧ arg2(n)="Minas Tirith")
∧ ∃f(f=λxλy∃a(area(a) ∧ arg2(a)=y ∧ arg1_of(x)=a)
∧ ∃C(C=λc.city(c) ∧ ∃G(G=λg∃x(greatest(f)(x) ∧ arg1(x)=C
∧ arg2_of(g)=x) ∧ size(G)=1 ∧ ∃g(G(g)
∧ ∃s(arg1(s)=m ∧ same(s) ∧ present(s) ∧ arg2(s)=g))))))

(i.e. Minas Tirith is the city with the greatest area)

-5875.64 -5891.46

... ...
...

...

PWL has previously read the sentences “The area of
Minas Tirith is 1.4 square kilometers,” “The area of
Pelargir is 3.7 square kilometers,” and “Pelargir is a
city,” and added their logical forms to the theory T .

Language module computes top-k logical forms
according to likelihood

For each parse x∗, the reasoning module com-
putes p(x∗ | T) and reranks logical forms accord-
ing to logp(x∗ | x,y, T ,y∗) = logp(y∗ | x∗, x,y) +
logp(x∗ | T) +C

Figure 23: An example where PWL reads the sentence “Minas Tirith is the
largest city,” which is an example of a sentence with an ambiguous
word: “largest city” could either refer to the city with the largest
area or the largest population. The output of the first stage of
reading is shown in the top table, and the output of the second
stage is shown in the bottom table. In this example, PWL has
previously read “The area ofMinas Tirith is 1.4 square kilometers,”
“The area of Pelargir is 3.7 square kilometers,” and “Pelargir is a
city,” and added their logical form to the theory. As a result, the
reasoning module only finds lower probability theories in which
Minas Tirith is the city with the largest area (an example of such a
theory is one where there are two cities named Minas Tirith, one
of which has area at least 3.7 sq km). The log probabilities in the
bottom table are unnormalized.
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maximality and minimality (represented as events of type greatest
and least):

∀x1∀x2∀x3(

∃x4(greatest(x2)(x4) ∧ arg1(x4)=x3 ∧ arg2(x4)=x1)

→ x3(x1) ∧ ∀x4(x2(x1)(x4) → ∀x5(x3(x5) → ∀x6(x2(x5)(x6)

→ (number(x4) → ge(x4,x6)) ∧ ∀x7(measure(x4) ∧ arg1(x4)=x7
→ ∀x8(measure(x6) ∧ ∃x9(arg2(x4)=x9 ∧ arg2(x6)=x9)

∧ arg1(x6)=x8 → ge(x7,x8))))))),

which states that for any object x1 that maximizes the function x2 over
the set x3 (i.e. there is an event of type greatest(x2), where the first
argument is x1, the second argument is x3), then x1 is an element of x3,
and for any element x5 of x3, the value of the function x2 of x1 is greater
than or equal to the value of the function x2 of x5 (where the predicate
ge denotes greater than or equal). This axiom also handles cases
where the two quantities being compared are quantities with units (i.e.
instances of measure whose first argument is the numerical quantity
and second argument is the unit). In which case, the quantities are
only compared if they have the same unit x9. Similarly, the second
axiom defines the meaning of minimality:

∀x1∀x2∀x3(

∃x4(least(x2)(x4) ∧ arg1(x4)=x3 ∧ arg2(x4)=x1)

→ x3(x1) ∧ ∀x4(x2(x1)(x4) → ∀x5(x3(x5) → ∀x6(x2(x5)(x6)

→ (number(x4) → ge(x6,x4)) ∧ ∀x7(measure(x4) ∧ arg1(x4)=x7
→ ∀x8(measure(x6) ∧ ∃x9(arg2(x4)=x9 ∧ arg2(x6)=x9)

∧ arg1(x6)=x8 → ge(x8,x7))))))).

In principle, additional seed axioms could easily be added to encode
further background knowledge.
Now, consider the example where PWL parses the sentence “Minas

Tirith is the largest city,” without having read any other sentences. The
branch-and-boundalgorithm returns the 4 logical forms thatmaximize
the likelihood, after visiting 3380 states:

A. ∃x6(∃x5(name(x5) ∧ arg1_of(x6)=x5 ∧ arg2(x5)="Minas Tirith") ∧

∃x26(x26=λx8λx9∃x27(area(x27) ∧ arg2(x27)=x9 ∧ arg1_of(x8)=x27)

∧ ∃x25(x25=λx12city(x12) ∧ ∃x24(x24=λx3∃x5(greatest(x26)(x5) ∧

arg1(x5)=x25 ∧ arg2_of(x3)=x5) ∧ size(x24)=1 ∧ ∃x23(x24(x23) ∧

∃x1(arg1(x1)=x6 ∧ same(x1) ∧ present(x1) ∧ arg2(x1)=x23)))))),
with log likelihood -15.812698. This logical formhas themeaning:
Minas Tirith is the city with the greatest area.

B. ∃x6(∃x5(name(x5) ∧ arg1_of(x6)=x5 ∧ arg2(x5)="Minas

Tirith") ∧ ∃x26(x26=λx8λx9∃x27(population(x27) ∧

arg2(x27)=x9 ∧ arg1_of(x8)=x27) ∧ ∃x25(x25=λx12city(x12)

∧ ∃x24(x24=λx3∃x5(greatest(x26)(x5) ∧ arg1(x5)=x25 ∧
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arg2_of(x3)=x5) ∧ size(x24)=1 ∧ ∃x23(x24(x23) ∧ ∃x1(arg1(x1)=x6

∧ same(x1) ∧ present(x1) ∧ arg2(x1)=x23)))))),
with log likelihood -16.505754. This logical formhas themeaning:
Minas Tirith is the city with the greatest population.

C. ∃x6(∃x5(name(x5) ∧ arg1_of(x6)=x5 ∧ arg2(x5)="Minas Tirith") ∧

∃x26(x26=λx8λx9∃x27(area(x27) ∧ arg2(x27)=x9 ∧ arg1_of(x8)=x27)

∧ ∃x25(x25=λx12city(x12) ∧ ∃x24(x24=λx3∃x5(greatest(x26)(x5) ∧

arg1(x5)=x25 ∧ arg2_of(x3)=x5) ∧ size(x24)=1 ∧ ∃x23(x24(x23) ∧

∃x1(arg2(x1)=x6 ∧ same(x1) ∧ present(x1) ∧ arg1(x1)=x23)))))),
with log likelihood -17.198972. This logical form has the same
meaning as the first logical form in this list, but the arguments of
the same event are swapped (the parser is not aware that same is
symmetric).

D. ∃x6(∃x5(name(x5) ∧ arg1_of(x6)=x5 ∧ arg2(x5)="Minas

Tirith") ∧ ∃x26(x26=λx8λx9∃x27(population(x27) ∧

arg2(x27)=x9 ∧ arg1_of(x8)=x27) ∧ ∃x25(x25=λx12city(x12)

∧ ∃x24(x24=λx3∃x5(greatest(x26)(x5) ∧ arg1(x5)=x25 ∧

arg2_of(x3)=x5) ∧ size(x24)=1 ∧ ∃x23(x24(x23) ∧ ∃x1(arg2(x1)=x6

∧ same(x1) ∧ present(x1) ∧ arg1(x1)=x23)))))).
with log likelihood -17.892028. This logical form has the same
meaning as the second logical form in this list, but the arguments
of the same event are swapped (the parser is not aware that same is
symmetric).

In the second stage of reading, PWL computes the semantic prior for
each of the above logical forms and reranks them:

A. log likelihood -15.812698 + log prior -2378.425525
= log posterior -2394.238222,

B. log likelihood -16.505754 + log prior -2378.157261
= log posterior -2394.663015,

C. log likelihood -17.198972 + log prior -2377.854980
= log posterior -2395.053952,

D. log likelihood -17.892028 + log prior -2378.592579
= log posterior -2396.484607.

Unsurprisingly, since the theory has no axioms from prior observa-
tions, the ranking does not change. The most probable interpretation
of “largest” is that of maximizing area.
Next, suppose PWL first reads the sentences “The area of Minas

Tirith is 1.4 square kilometers,” “The area of Pelargir is 3.7 square
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kilometers,” and “Pelargir is a city.” PWL parses “The area of Minas
Tirith is 1.4 square kilometers” into the logical form:

∃x16(∃x10(name(x10) ∧ arg1_of(x16)=x10 ∧ arg2(x10)="Minas Tirith")

∧ ∃x15(x15=λx3∃x5(area(x5) ∧ arg1(x5)=x16 ∧ arg2_of(x3)=x5)

∧ size(x15)=1 ∧ ∃x14(x15(x14) ∧ ∃x18(kilometer(x18)

∧ ∃x17(measure(x17) ∧ arg1(x17)=1.4 ∧ arg2(x17)=x18

∧ ∃x1(arg1(x1)=x14 ∧ same(x1) ∧ present(x1) ∧ arg2(x1)=x17)))))),

which has the meaning: There exists an object named “Minas Tirith”
x16, which has a unique area x14. x14 is identical to x17 which is
an instance of measure, whose quantity is 1.4 and unit is x18 which
has type kilometer. PWL parses “The area of Pelargir is 3.7 square
kilometers” into the logical form:

∃x16(∃x10(name(x10) ∧ arg1_of(x16)=x10 ∧ arg2(x10)="Pelargir")

∧ ∃x15(x15=λx3∃x5(area(x5) ∧ arg1(x5)=x16 ∧ arg2_of(x3)=x5)

∧ size(x15)=1 ∧ ∃x14(x15(x14) ∧ ∃x18(kilometer(x18)

∧ ∃x17(measure(x17) ∧ arg1(x17)=3.7 ∧ arg2(x17)=x18

∧ ∃x1(arg1(x1)=x14 ∧ same(x1) ∧ present(x1) ∧ arg2(x1)=x17)))))),

which has the meaning: There exists an object named “Pelargir” x16,
which has a unique area x14. x14 is identical to x17 which is an instance
of measure, whose quantity is 3.7 and unit is x18 which has type
kilometer. PWL parses “Pelargir is a city” into the logical form:

∃x6(∃x5(name(x5) ∧ arg1_of(x6)=x5 ∧ arg2(x5)="Pelargir") ∧ ∃x7(city(x7)

∧ ∃x1(arg1(x1)=x6 ∧ same(x1) ∧ present(x1) ∧ arg2(x1)=x7))),

which has meaning: There exists an object named “Pelargir” x6 which
is equivalent to x7 which is an instance of city. We add these logical
forms to the theory and then attempt to read the sentence “Minas
Tirith is the largest city” once more. The first stage of parsing is
unchanged, since it is independent of the theory. But in the second
stage, PWL reranks the logical forms according to their semantic prior.
The resulting ranked list is:

B. log likelihood -16.505754 + log prior -5860.061336
= log posterior -5876.567091,

D. log likelihood -17.892028 + log prior -5859.448232
= log posterior -5877.340260,

A. log likelihood -15.812698 + log prior -5875.643694
= log posterior -5891.456391,

C. log likelihood -17.198972 + log prior -7922.388543
= log posterior -7939.587514.

Now, the most probable interpretation of “largest” is that which maxi-
mizes population, rather than area. PWL was (successfully) unable to
construct a high-probability theory where Minas Tirith is the city that
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maximizes area, since there exists another city (Pelargir) with greater
area, and the definition “maximality” is given by the axioms men-
tioned earlier. Instead, the reasoning module finds lower probability
theories, such as one where there are two cities named “Minas Tirith,”
one of which has area 1.4 sq km, and the other has area at least 3.7 sq
km. This is an example where a sentence seems to provide a hard con-
straint, but the presence of the named entity “Minas Tirith” permits a
low probability interpretation. Thus, the most probable theories are
those in which “largest” refers to population.
We will show in section 5.4 that this ability to exploit semantic infor-

mation to resolve lexical ambiguity is helpful in question-answering,
where the questions can exhibit lexical ambiguity.

5.2 reasoning over sizes of sets

In this section, we showcase an example where PWL reads sentences
that state the number of various objects, which are interpreted as sets,
and inspect the sizes of those sets in the posterior samples of the theory.
The example here is a simple counting problem that young children
are able to solve. This example will demonstrate that PWL is capable
of parsing and understanding the semantics of sentences that convey
information about the number of objects of various types, and is capa-
ble of reasoning about that information. Additionally, many modern
natural language understanding methods notoriously struggle with
discrete reasoning such as counting. The use of a symbolic formal
language and symbolic reasoning helps PWL in situations that require
discrete reasoning, and generalization to larger sets is guaranteed by
design.
In the first example, PWL reads the sentences “There are 30 red or

blue things,” and “Every fish is red or blue.” Their most probable
logical forms are added to the theory and then we perform 120,000
iterations of MH. At eachMH sample, we record the size of the known
set λx.fish(x) (i.e. the number of fish). Figure 24 shows a histogram
of the samples of this quantity. As expected, the number of fish takes
any integer value between 0 and 30.
Next, PWL reads another sentence “There are six red fish,” and

adds the most probable logical form to the theory. Again, we perform
120,000 iterations of MH and record the number of fish in each sample
theory. These samples are shown in the histogram in figure 25. As
expected, since there are six red fish, the lower bound on the number
of fish is 6, as well.
Next, PWL reads the sentence “There are 24 blue fish,” and adds the

most probable logical form to the theory. Again, we perform 120,000
iterations of MH and record the samples of the number of fish. The
histogram of these samples is shown in figure 26. Now, the number of
fish is bounded between 24 and 30. If all the fish had distinct colors,
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Figure 24: Histogram of the size of the set of fish (i.e. the number of fish),
from the MH samples of the theory, after reading the sentences
“There are 30 red or blue things,” and “Every fish is red or blue.”
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Figure 25: Histogram of the size of the set of fish (i.e. the number of fish),
from the MH samples of the theory, after reading the sentences
“There are 30 red or blue things,” “Every fish is red or blue,” and
“There are six red fish.”

there would be 30 fish, but if all of the red fish were also blue, there
would 24 fish.
PWL then reads the sentence “No fish is red and blue,” and adds

the most probable logical form to the theory. After 120,000 iterations
of MH, the samples of the number of fish are shown in the histogram
in figure 27. Since all fish now have distinct colors, the lower bound
on the number of fish is 30, and therefore, the number of fish is fixed
to 30.

However, our specialized data structure for checking the consistency
of set sizes (described in section 3.2.1.1) does not detect all inconsis-
tencies. We demonstrate this in the above example by replacing the
sentence “There are 30 red or blue things,” with “There are 35 red
or blue things.” PWL reads this sentence in addition to the 4 other
sentences mentioned above, adds their most probable logical forms to
the theory, and runs 120,000 iterations of MH. The resulting histogram
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Figure 26: Histogramof the size of the set of fish (i.e. the number of fish), from
the MH samples of the theory, after reading the sentences “There
are 30 red or blue things,” “Every fish is red or blue,” “There are
six red fish,” and “There are 24 blue fish.”
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Figure 27: Histogramof the size of the set of fish (i.e. the number of fish), from
the MH samples of the theory, after reading the sentences “There
are 30 red or blue things,” “Every fish is red or blue,” “There are six
red fish,” “There are 24 blue fish,” and “No fish is red and blue.”

of the number of fish is shown in figure 28. The size of the set of all
fish is bounded between 30 and 35. However, it is impossible to have
more than 30 fish, since all fish are either red or blue, and there are 6
red fish and 24 blue fish. Our data structure does not currently detect
this inconsistency.

5.3 question-answering in proofwriter

In order to quantitatively demonstrate our implementation as a proof-
of-concept, we evaluate it on two question-answering tasks. The first is
the ProofWriter dataset (Tafjord, Dalvi, and Clark, 2021), which itself
is based on the earlier RuleTaker dataset (Clark, Tafjord, and Richard-
son, 2020). This dataset contains a large number of paragraphs, each
followed by a true/false question, and a label indicating the answer.



156 end-to-end experiments

0 4 8 12 16 20 24 28 32 36 40

size(λx.fish(x))

0.00

0.05

0.10

0.15

0.20

0.25

pr
ob

ab
ili

ty

Figure 28: Histogramof the size of the set of fish (i.e. the number of fish), from
the MH samples of the theory, after reading the sentences “There
are 35 red or blue things,” “Every fish is red or blue,” “There are six
red fish,” “There are 24 blue fish,” and “No fish is red and blue.”

Each paragraph describes a small self-contained situation, and the
task is to determine whether the question is true or false, given the
situation in the paragraph. An example from the dataset is shown in
figure 29. The ProofWriter dataset comes in two versions: one which
makes the closed-world assumption, and one that does not. In the
closed-world version, if a fact is not provable from its premises, it is
false. As a result, all questions are labeled either true or false. In the
“open-world” version, some facts are not provably true or false given
the premises. These examples are labeled unknown. The dataset is
divided into a number of sections, which the authors used to evaluate
different aspects of their method. To evaluate and demonstrate the
out-of-domain language understanding and reasoning ability of PWL,
we use the Birds-Electricity “open-world” portion of the dataset, as the
authors evaluated their method on this portion with the same goal.
They evaluated their method on this portion bymeasuring its zero-shot
accuracy, where the algorithm is evaluated without being trained on
examples from the same dataset. Their evaluations on other portions
of the dataset were not zero-shot. We also evaluate PWL bymeasuring
zero-shot accuracy. This portion of the data is further subdivided into
6 sections, each with varying degrees of difficulty.
For each example in the Birds-Electricity portion of the dataset, PWL

reads the context and abduces a theory using MH. Next, it parses the
query sentence y∗ into a logical form x∗ and estimates its unnormalized
probability p(x∗ | x1, . . . , xn) using the sampling method described
in section 3.3.1. To approximate this quantity, MH is run for 400
iterations, and at every 100th iteration, PWL re-initializes the Markov
chain by performing 20 “exploratory” MH steps (i.e. a random walk,
whereMH only considers the third and fourth proposals in table 1 and
accepting every proposal). Once PWL has computed this probability
for the query sentence, it does the same for the negation of the sentence.
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Context: “Arthur is a bird. Arthur is not wounded. Bill is an ostrich.
Colin is a bird. Colin is wounded. Dave is not an ostrich. Dave is
wounded. Every ostrich is a bird. Every ostrich is abnormal. Every
ostrich is not flying. Every bird that is wounded is abnormal. Every
thing that is wounded is not flying. Every bird that is not abnormal
is flying.”

Query: “Bill is a bird.” true, false, unknown?

Figure 29: An example from the Birds1 section in the ProofWriter dataset.
Its label is true.

These unnormalized probabilities are then compared, and if they are
within 2000 in log probability, PWL returns the label unknown. If the
first probability is sufficiently larger than the second, PWL returns true,
and otherwise, return false. The parameters in the prior were set by
hand initially by choosing values which we thought were reasonable
(e.g. the average length of a natural deduction proof for a sentence
containing a simple subject noun phrase, object noun phrase, and
transitive verb is around 20 steps, which is why the Poisson parameter
for the proof length is set to 20). The values were tweaked as necessary
by running the algorithm on toy examples during debugging. Note
that the sentences “Bill is a bird” and “Bill is not a bird” can still both be
true if each “Bill” refers to distinct entities. To avoid this, we chose an
extreme value of the prior parameter such that the log prior probability
of a theory with two entities having the same name is 2000 less than
that of a theorywhere the name is unique. It is for this reason 2000was
chosen as the threshold for determining whether a query is true/false
vs unknown. This prior worked well enough for the experiments in
this thesis, but the goal is to have a single prior work well for any
task, so further work to explore which priors work better across a
wider variety of tasks is welcome. We evaluated PWL on ProofWriter
using both classical and intuitionistic logic, even though the ground
truth labels in the dataset were generated using intuitionistic logic.
Figure 30 showcases an example where the provability of the question
is dependent on the choice of logic.
Table 4 lists the zero-shot accuracyofPWL, comparingwithbaselines

based on the T5 transformer (Raffel et al., 2020). The baseline methods
are black-box models that are trained to take, as input, the paragraph
and question, and output a proof of whether the question is true or
false (or “None” if there is noproof). ThebaselineProofWriter-All feeds
the input into a T5 transformer and outputs this proof all-at-once. On
the other hand, ProofWriter-Iter performs the task iteratively: it feeds
the input into a T5 transformer and outputs a single proof step. The
conclusion of this step is then added to the input and this process is
repeated: the new (larger) input is fed into the T5 transformer, which
again outputs a proof step. The process is repeated until there are no
further proof steps available. The final proof can then be constructed
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Context: “The switch is on. The circuit has the bell. If the circuit has
the switch and the switch is on then the circuit is complete. If the
circuit does not have the switch then the circuit is complete. If the
circuit is complete and the circuit has the light bulb then the light
bulb is glowing. If the circuit is complete and the circuit has the bell
then the bell is ringing. If the circuit is complete and the circuit has
the radio then the radio is playing.”

Query: “The circuit is complete.” true, false, unknown?

Figure 30: Another example from the Electricity1 section in the ProofWriter
dataset. Its label is unknown. However, under classical logic, the
query is provably true from the information in the 1st, 3rd, and
4th sentences. This is not typical; classical and intuitionistic logic
produce the same result for most examples in the ProofWriter
dataset.

from the individual proof steps. The baselineProofWriter-All is trained
on the D5 portion of the ProofWriter dataset, whereas ProofWriter-
Iter is trained on the D0, D1, D2, and D3 portions.

We emphasize here that PWL is not perfectly comparable to the
baselines, since they aimed to demonstrate that their method can learn
to reason. But we chose to compare against them since they were the
only available baselines on the dataset. We instead aim to demonstrate
that PWL’s ability to parse and reason end-to-end generalizes to an
out-of-domain question-answering task. The baseline is trained on
other portions of the ProofWriter data, whereas the parser in PWL
is trained only on its seed training set and the reasoning module is
not trained. PWL performed much better using intuitionistic logic
than classical logic, as expected since the ground truth labels were
generated using intuitionistic semantics. However, most humans and
real-world reasoning tasks would take the law of the excluded middle
to be true, and classical logic would serve as a better default. Although
the task is relatively simple, it nevertheless demonstrates the proof-of-
concept and the promise of further research in this program.

Section N ProofWriter-All ProofWriter-Iter PWL (classical) (intuitionistic)

Electricity1 162 98.15 98.77 92.59 100.00

Electricity2 180 91.11 90.00 90.00 100.00

Electricity3 624 91.99 94.55 88.46 100.00

Electricity4 4224 91.64 99.91 94.22 100.00

Birds1 40 100.00 95.00 100.00 100.00

Birds2 40 100.00 95.00 100.00 100.00

Average 5270 91.99 98.82 93.43 100.00

Table 4: Zero-shot accuracyofPWL andbaselines on theProofWriterdataset.



5.4 question-answering in fictionalgeoqa 159

5.4 question-answering in fictionalgeoqa

The sentences in the ProofWriter experiment are template-generated
and have simple semantics, and therefore, they do not provide a good
representation of real-worldNLU. For the sake of amore representative
evaluation, we introduce a new question-answering dataset called Fic-
tionalGeoQA. FictionalGeoQA is a dataset containing paragraphs,
each followed by a question and a label indicating the correct an-
swer(s). Unlike ProofWriter, the questions in FictionalGeoQA are
not true-false. For many questions, the correct answer is a collection of
multiple entities rather than a single entity, such as in “What rivers in
Wulstershire are not major?” For some questions, the correct answer
is the empty set (e.g. “What rivers in Wulstershire are not major?” but
no river in Wulstershire is major). The dataset is freely available at
github.com/asaparov/fictionalgeoqa.

To create this dataset, we took questions from GeoQuery (Zelle and
Mooney, 1996), and for each question, we wrote a paragraph con-
text containing the information necessary to answer the question. We
addeddistractor sentences tomake the taskmore robust against heuris-
tics. For example, a common heuristic for answering questions about
superlatives (“What is the tallest...”, etc) is to find the largest num-
ber in the paragraph and return the object associated with it. So for
each of the questions involving superlatives, we added distractor sen-
tences that contained numbers larger than the other numbers in the
paragraph. For each fact of information that was needed to answer
the GeoQuery question, we searched Simple English Wikipedia for
a sentence that expressed that fact. However, some facts, such as the
lengths of rivers, are not expressed in sentences inWikipedia (they typ-
ically appear in a table on the right side of the page), and so we wrote
those sentences by hand. For these sentences, we took questions from
GeoQuery that expressed the desired sentence in interrogative form
(e.g. “What is the length of <river name>?”) and converted them into
declarative form (e.g. “The length of <river name> is <length>.”). In
addition, the definitions of concepts such as “major,” “minor,” “pop-
ulation,” etc were also written by hand. These sentences have the
form “Every river that is longer than <length> kilometers is major.”
The resulting dataset contains 600 paragraph-question-answer triplets,
where 67.4% of the sentences in the paragraphs are from Simple En-
glishWikipedia, and 90% of the examples (triplets) contain at least one
sentence not from Simple English Wikipedia. To keep the focus of the
evaluation on reasoning ability and to avoid reducing the evaluation
to a semantic parsing benchmark, we chose to restrict the complexity
of the language. In particular, each sentence is independent and can be
understood in isolation (e.g. there are no cross-sentential anaphora).
The sentences are more complex than those in ProofWriter, having
more of the complexities of real language, such as synonymy, lexical

https://github.com/asaparov/fictionalgeoqa
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Context: “River Giffeleney is a river in Wulstershire. River Wulster-
shire is a river in the state of Wulstershire. River Elsuir is a river
in Wulstershire. The length of River Giffeleney is 413 kilometers.
The length of River Wulstershire is 830 kilometers. The length of
River Elsuir is 207 kilometers. Every river that is shorter than 400
kilometers is not major.”

Query: “What rivers in Wulstershire are not major?”

Figure 31: An example from FictionalGeoQA, a new fictional geography
question-answering dataset that we created to evaluate reasoning
in natural language understanding.

ambiguity (e.g. what is the semantics of “has” in “a state has city” vs
“a state has area”; or whether “largest state” refers to area or popu-
lation), and syntactic ambiguity. This dataset also contains sentences
withmore complex semantics, such as definitions of new concepts. For
example, there are examples in the dataset where the concept “major”
is defined as “Every river that is longer than 400 kilometers is major.”
Reading this definition and then reasoning about it is required in or-
der to correctly answer the question “What rivers in Wulstershire are
major?” This increased difficulty of the dataset is evident in the results.
We replaced all place names with fictional names in order to remove
any confounding effects from pretraining. The dataset is freely avail-
able in our repository. This dataset is meant to evaluate out-of-domain
generalizability, and so we do not provide a separate training set for
fine-tuning. However, this presents a problem when methods output
the correct answer for a question, but phrased slightly differently from
the label in the dataset. This is most apparent when language models
overgenerate text. Oneway toworkaround this problems it to evaluate
the answers manually, but this is time-consuming. As such, we wrote
a Python script to automatically evaluate the outputs of each method,
where each question is labeled with a list of simple patterns. If the
answer matches any of the patterns, it is considered correct.
We compare PWL (using classical logic) with a number of baselines:

(1) UnifiedQA (Khashabi et al., 2020), a question-answering system
based on large-scale neural language models, (2) Boxer (Bos, 2015), a
wide-coverage symbolic semantic parser, combinedwith Vampire 4.5.1
(Kovács andVoronkov, 2013), a theoremprover for full first-order logic,
(3)Boxer combinedwithE 2.6 (Schulz, Cruanes, andVukmirovic, 2019),
another theorem prover for full first-order logic, (4) the language mod-
ule of PWL combined with Vampire, and (5) the language module of
PWL combined with E. The results are shown in figure 5, along with a
breakdown acrossmultiple subsets of the dataset. The difficulty of this
task relative to ProofWriter is evident from these results. UnifiedQA
performs relatively well but fairs more poorly on questions with nega-
tion and subjective concept definitions (e.g. “Every river longer than
500km is major... What are the major rivers?”). Humans are easily
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N 600 210 150 170 180 102 100 20 30 85 213 187 85 30

UnifiedQA 33.8 29.5 7.3 33.5 32.8 14.7 43.0 10.0 20.0 41.2 47.9 27.8 8.2 23.3

Boxer + E 9.7 0.0 12.0 11.8 0.0 15.7 14.0 10.0 0.0 7.1 17.8 5.3 4.7 0.0
Boxer + Vampire 9.7 0.0 12.0 11.8 0.0 15.7 14.0 10.0 0.0 7.1 17.8 5.3 4.7 0.0
PWL parser + E 5.0 0.0 13.3 2.9 0.0 15.7 4.0 10.0 0.0 1.2 7.0 5.3 4.7 0.0
PWL parser + Vampire 9.0 0.0 13.3 11.2 0.0 15.7 4.0 10.0 0.0 12.9 13.6 5.3 4.7 0.0
PWL 43.1 40.5 33.3 33.5 34.4 23.5 45.0 10.0 0.0 43.5 62.9 39.0 17.6 0.0

Legend:
• superlative The subset of the dataset with examples that require reasoning over

superlatives, i.e. “longest river.”
• subjective concept def. Subset with definitions of “subjective” concepts, i.e.
“Every river longer than 500 km is major.”

• objective concept def. Subset with definitions of “objective” concepts, i.e. the
population of a location is the number of people living there.

• lexical ambiguity Subset with lexical ambiguity, i.e. “has” means different
things in “a state has a city named” vs “a state has an area of...”

• negation Subset with examples that require reasoning with classical negation
(negation-as-failure is insufficient).

• large context Subset of examples where there are at least 100 sentences in the
context.

• arithmetic Subset with examples that require simple arithmetic.
• counting Subset with examples that require counting.
• n subset(s) Examples that belong to exactly n of the above subsets (no example

is a member of more than 4 subsets).

Table 5: Zero-shot accuracy of PWL and baselines on the FictionalGeoQA
dataset.

able to understand and utilize such definitions, and the ability to do
so is instrumental in learning about new concepts or vocabulary in
new domains. PWL is able to fare better than UnifiedQA in examples
with lexical ambiguity, as a result of the language module’s ability to
exploit acquired knowledge to resolve ambiguities. We find that Boxer
has significantly higher coverage than PWL (100% vs 79.8%) but much
lower precision. For instance, Boxer uses the semantic representation
in the Parallel Meaning Bank (Abzianidze et al., 2017) which has a
simpler representation of superlatives, and is thus unable to capture
the correct semantics of superlatives in examples of this dataset. We
also find that for most examples, Boxer produces different semantics
for the question than for the context sentences, oftentimes predicting
the incorrect semantic role for the interrogative words, which leads
to the theorem provers being unable to find a proof for these extra
semantic roles. We also experimented with replacing our reasoning



162 end-to-end experiments

module with a theorem prover and found that for almost all examples,
the search of the theorem prover would explode combinatorially and
would timeout. This was due to the fact that our semantic represen-
tation relies heavily on sets, and so a number of simple set theoretic
axioms are required for the theorem provers, but this quickly causes
the deduction problem to become undecideable. Our reasoning mod-
ule instead performs abduction, and is able to create axioms to more
quickly find an initial proof, and then refine that proof using MH. De-
spite our attempt to maximize the generalizability of the grammar in
PWL, there are a number of linguistic phenomena that we did not yet
implement, such as interrogative subordinate clauses, wh-movement,
spelling or grammatical mistakes, etc, and this led to the lower cov-
erage on this dataset. Work remains to be done to implement these
missing production rules in order to further increase the coverage of
the parser.

Each question in the FictionalGeoQA dataset is labeledwith a list of
flags that indicate various features of that question. These flags serve
to divide the dataset into the subsets that are shown in figure 5. For
example, if a question both requires reasoning with superlatives and
has lexical ambiguity, it would be labeled with the flags superlative
and lexical_ambiguity, and would belong to both of those respec-
tive sets. This helps to identify how well each method performs on
questions with superlatives, lexical ambiguity, negation, etc.

Below, we will provide examples of questions that PWL answered
correctly and questions that it answered incorrectly:

• A correctly-answered question with the superlative flag:

Context: “The Merasardu River is a river in Efanangole. The Mer-
afagole River is a river in Efanangole. The Mbalam is a river in
Bolurofi. The Kolufori River is a river in Efanangole. There are 3
rivers in Efanangole. The length of the Merasardu River is 432 kilo-
meters. The length of the Merafagole River is 218 kilometers. The
length of the Mbalam River is 1297 kilometers. The length of the
Kolufori River is 587 kilometers.”

Query: “Which is the longest river in Efanangole?”

• An incorrectly-answered question with the superlative flag:

Context: “The Merasardu River is a river in Efanangole. The Mer-
afagole River is a river in Efanangole. The Mbalam is a river in
Bolurofi. The Kolufori River is a river in Efanangole. There are 3
rivers in Efanangole. The length of the Merasardu River is 432 kilo-
meters. The length of the Merafagole River is 218 kilometers. The
length of the Mbalam River is 1297 kilometers. The length of the
Kolufori River is 587 kilometers.”

Query: “How long is the longest river in Efanangole?”
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Thegrammar inPWLdoesnot currently implementwh-movement,
and so the parser fails to parse the question.

• A correctly-answered question with the subjective concept def.

flag:

Context: “River Giffeleney is a river in Wulstershire. River Wulster-
shire is a river in the state of Wulstershire. River Elsuir is a river in
Wulstershire. The length of River Giffeleney is 413 kilometers. The
length of RiverWulstershire is 830 kilometers. The length of River El-
suir is 207 kilometers. Every river that is longer than 400 kilometers
is major.”

Query: “What are the major rivers in Wulstershire?”

• An incorrectly-answered question with the subjective concept

def. flag:

Context: “Voronolga is a province in Bievorsk. Abdorostan is a
province in Bievorsk. Fordgorod is a province in Bievorsk. There are
7 provinces. Galininograd is a province in Bievorsk. Puotorsk is a
province in Bievorsk. Getarovo is a province in Bievorsk. Bripetrsk
is a province in Bievorsk. The population of Voronolga is 10178291.
The area of Voronolga is 671200 square kilometers. The popula-
tion of Abdorostan is 6712302. The area of Abdorostan is 912300
square kilometers. The population of Fordgorod is 7290132. The
area of Fordgorod is 671300 square kilometers. The population of
Galininograd is 2392010. The area of Galininograd is 314900 square
kilometers. The population of Puotorsk is 410293. The area of Puo-
torsk is 1023900 square kilometers. The population of Getarovo is
2912062. The area of Getarovo is 519200 square kilometers. The pop-
ulation of Bripetrsk is 412908. The area of Bripetrsk is 428100 square
kilometers. If the area of X is smaller than 500000 square kilometers
then X is minor.”

Query: “What are the minor provinces?”

The sentence “If the area of X is smaller than 500000 square kilo-
meters then X is minor” is incorrectly parsed. The comparative
“smaller” is ambiguous in that it can refer to smaller in area (e.g.
the tennis court is smaller than the football field), in population
(e.g. the town is smaller than the city), or in value (e.g. the mass
of stone is smaller than 1000kg). PWL interpreted “smaller” to
mean smaller in area, but the correct interpretation should be
smaller in value, since “area of X” refers to a value rather than
an object with an area.

• A correctly-answered question with the objective concept def.

flag:
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Context: “If the number of people living inX is Y then the population
of X is Y. Every city is in one state. Wilgalway is a city in the state
of Wulstershire. 189202 people live in Wilgalway. The elevation of
Wilgalway is 32 meters. Elfincaster is a city in Wulstershire. The
population of Elfincaster is 87142.”

Query: “What is the population of Wilgalway, Wulstershire?”

• An incorrectly-answered question with the objective concept

def. flag:

Context: “Baritolloti is the capital city of Grappulia. Grappulia is a
state in Catardinia. Grappulia borders Cartabitan. Regnobenoa is a
state in Catardinia. Bascilitina is a state in Catardinia. Regnobenoa
borders Grappulia. Bascilitina borders Regnobenoa. Bascilitina bor-
ders Grappulia. Geoturin is the capital city of the state of Cartabitan.
Veronizzia is a city in Cartabitan. Baritolloti is a city in Grappulia.
Brescitabia is a city in Cartabitan. Cartabitan is a state in Catardinia.
The Begliomento is a river in Catardinia. The Begliomento runs
through Grappulia. The Begliomento runs through Regnobenoa.
The Terravipacco is a river in Catardinia. The Terravipacco runs
through Grappulia. The Terravipacco runs through Regnobenoa.
The Terravipacco runs through Bascilitina. The Pernatisone is a river
in Catardinia. The Pernatisone runs throughGrappulia. If X borders
Y, then Y borders X.”

Query: “Which rivers run through states that border the state with
the capital Baritolloti?”

The grammar in PWL does not currently cover compound noun-
noun phrases such as “capital Baritolloti,” and so the parser
misinterprets the question and provides the reasoning module
with a mistaken logical form.

• A correctly-answered question with the lexical ambiguity flag:

Context: “Voronolga is a province in Bievorsk. Abdorostan is a
province in Bievorsk. Fordgorod is one of the 7 provinces in Bievorsk.
Galininograd is a province in Bievorsk. Puotorsk is a province in
Bievorsk. Getarovo is a province in Bievorsk. Bripetrsk is a province
in Bievorsk. The area of Voronolga is 671200 square kilometers.
The area of Abdorostan is 912300 square kilometers. The area of
Fordgorod is 671300 square kilometers. The area of Galininograd is
314900 square kilometers. The area of Puotorsk is 1023900 square
kilometers. The area of Getarovo is 519200 square kilometers. The
area of Bripetrsk is 428100 square kilometers. There are 7 provinces.”

Query: “Puotorsk is how large?”

• Incorrectly-answered question with the lexical ambiguity flag:
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Context: “Baritolloti is the capital city of Grappulia. Grappulia is a
state in Catardinia. Regnobenoa is a state in Catardinia. The capital
of Regnobenoa is Messinitina. Messinitina is a city in Regnobenoa.
Lomberona is a city inRegnobenoa. Bascilitina is a state inCatardinia.
Lomtrieste is a city in Bascilitina. Albucapua is the capital city of
Bascilitina. Geoturin is the capital city of the state of Cartabitan.
Veronizzia is a city in Cartabitan. Brescitabia is a city in Cartabitan.”

Query: “What is the capital of states that have cities named Baritol-
loti?”

The grammar in PWL does not currently support passive verb
phrase adjuncts of nouns where the verb phrase doesn’t contain
a “by” indicating the subject. So for example, PWL can correctly
interpret “the state bordered by Canada,” it cannot currently
parse “the state named Alaska.”

• A correctly-answered question with the negation flag:

Context: “Grappulia is a state in Catardinia. Regnobenoa is a state
in Catardinia. Bascilitina is a state in Catardinia. Geoturin is the cap-
ital city of the state of Cartabitan. Veronizzia is a city in Cartabitan.
Baritolloti is a city in Grappulia. Brescitabia is a city in Cartabitan.
Cartabitan is a state in Catardinia. The Begliomento is a river in
Catardinia. The Begliomento does not run through Grappulia. The
Begliomento does not run through Regnobenoa. The Terravipacco is
a river in Catardinia. The Terravipacco does not run through Grap-
pulia. The Terravipacco does not run through Regnobenoa. The
Terravipacco does not run through Bascilitina. The Pernatisone is a
river in Catardinia. The Pernatisone does not run through Grappu-
lia.”

Query: “What rivers do not run through Grappulia?”

• An incorrectly-answered question with the negation flag:

Context: “Grappulia is a state in Catardinia. Regnobenoa is a state
in Catardinia. Bascilitina is a state in Catardinia. Geoturin is the cap-
ital city of the state of Cartabitan. Veronizzia is a city in Cartabitan.
Baritolloti is a city in Grappulia. Brescitabia is a city in Cartabitan.
Cartabitan is a state in Catardinia. The Begliomento is a river in
Catardinia. The Begliomento does not run through Grappulia. The
Begliomento does not run through Regnobenoa. The Terravipacco is
a river in Catardinia. The Terravipacco does not run through Grap-
pulia. The Terravipacco does not run through Regnobenoa. The
Terravipacco does not run through Bascilitina. The Pernatisone is a
river in Catardinia. The Pernatisone does not run through Grappu-
lia.”

Query: “What rivers do not run through Cartabitan?”

The correct answer should be the empty set, as there is no river
that provably runs through Cartabitan. However, PWL only
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outputs the empty set as an answer if it cannot find any other
possible answers. But PWL was able to construct theories in
which the Begliomento, Pernatisone, and Terravipacco all ran
through Cartabitan. As a result, it did not output the empty set.

• A correctly-answered question with the arithmetic flag:

Context: “Kangoyaken is a state in Gyoshoru. Gunmaishyu is one
of the 4 states in Gyoshoru. Ibarakishyo is a state in Gyoshoru.
Toyusuma is a state in Dogoreoku. Senkuoka is a state in Gyoshoru.
The area of Kangoyaken is 3507 square kilometers. The area of
Senkuoka is 4216 square kilometers. The area of Toyusuma is 4198
square kilometers. The area of Ibarakishyo is 9108 square kilometers.
The area of Gunmaishyu is 82987 square kilometers. The population
of Gunmaishyu is 5218607. The population of Senkuoka is 1027862.
The population of Ibarakishyo is 419272. The population of Kangoy-
aken is 89703. The population of Toyusuma is 19272. The population
density of X is the population of X divided by the area of X. If the
population density of X is greater than 300, X is dense.”

Query: “What are the dense states in Gyoshoru?”

The reasoning module of PWL does not currently support arith-
metic, and so it output nothing. However, the correct answer
happened to be the empty set, since no states are “dense” ac-
cording to the definition in the context. In fact, this is the only
example with arithmetic that any method answered correctly, and
they all did so for the same reason.

• An incorrectly-answered question with the arithmetic flag:

Context: “Kangoyaken is a state in Gyoshoru. Gunmaishyu is one
of the 4 states in Gyoshoru. Ibarakishyo is a state in Gyoshoru.
Toyusuma is a state in Dogoreoku. Senkuoka is a state in Gyoshoru.
The area of Kangoyaken is 3507 square kilometers. The area of
Senkuoka is 4216 square kilometers. The area of Toyusuma is 4198
square kilometers. The area of Ibarakishyo is 9108 square kilometers.
The area of Gunmaishyu is 82987 square kilometers. The population
of Gunmaishyu is 5218607. The population of Senkuoka is 1027862.
The population of Ibarakishyo is 419272. The population of Kangoy-
aken is 89703. The population of Toyusuma is 19272. The population
density of X is the population of X divided by the area of X.”

Query: “What state inGyoshoruhas the lowest populationdensity?”

The reasoning module of PWL does not currently support arith-
metic.

• PWL does not correctly answer any questions with the counting

flag.

• An incorrectly-answered question with the counting flag:
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Context: “Kangoyaken is a state in Gyoshoru. Koruhashi is a city in
Kangoyaken. The population of Koruhashi is 132902. Dogayashi is
a city in Kangoyaken. The population of Dogayashi is 1923012. Ky-
oukashino is a city in Kangoyaken. The population of Kyoukashino
is 210392. Agarikoshi is a city in Kangoyaken. The population of
Agarikoshi is 42910. Kagenegawa is a city in Kangoyaken. The pop-
ulation of Kagenegawa is 813729. Senkuoka is a state in Gyoshoru.
There are 2 states. Yotsuyamashi is a city in Senkuoka. The popula-
tion of Yotsuyamashi is 21390162. Sennouhama is a city in Senkuoka.
The population of Sennouhama is 29104. If the population of X is
greater than 20000000, X is a metropolis.”

Query: “Which state has the fewest metropolises?”

PWL did not correctly interpret “has” as containment (i.e. X is a
city in Y should mean that Y has X).

We choose to omit examples with the large context flag for brevity.
PWLwas able to answer many such examples correctly, which demon-
strates that PWL can scale to examples with more than 100 sentences.
However, PWL did become noticeably slower and further work is
needed to improve its scalability to much larger inputs. We discuss
this in the next chapter and provide suggestions for how scalability
can be further improved.

5.5 applicability to other datasets

The goal of PWL is to provide a proof-of-concept that demonstrates
the value of our probabilistic reasoning-focused approach for natural
language understanding, and to show that by modeling the theory as
a random variable that serves as a prior for the logical forms, PWL
can exploit previously-acquired knowledge to better understand new
sentences. However, to tackle this problem in its most general form is
highly ambitious and beyond the scope of this thesis, and we chose to
make simplifying assumptions. Each sentence in PWM is assumed to
be independent, conditioned on the theory. This assumption greatly
simplifies the prior on the logical forms, allowing us to avoid the prob-
lem of modeling context. In addition, in order to more quickly finish
implementing and begin evaluating PWL, we did not implement a
number of aspects of English grammar, such as wh-movement, inter-
rogative subordinate clauses, imperative mood, etc.
The ProofWriter dataset contains a portion called ParaRules, whose

exampleswere initially generated via templates, but were paraphrased
intomore realistic natural language via crowdsourcing. ParaRuleswas
intended to test whether simple reasoning was possible in conjunction
with realistic natural language input, as opposed to simplified text
produced by templates. Because the research focus of PWL is reason-
ing, not parsing, the language module would not currently be able to
handle the more complex language of ParaRules.
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Context: “Mary went to the bathroom. John is in the
playground. Johnmoved to the hallway. John picked up
the football. Mary travelled to the office. Bob went to
the kitchen.”

Query: Where is Mary?

Figure 32: An example from the bAbI dataset. The label is “office.”

There are a number of other datasets that are similar to ProofWriter
and FictionalGeoQA. However, PWMmakes the simplifying assump-
tion that the sentences are independent, conditioned on the theory.
Furthermore, these datasets have large training sets, which are uti-
lized to train the baselines. For fair comparison, we would need to
re-run their methods to obtain zero-shot accuracies. The bAbI dataset
(Weston et al., 2016) is a large synthetic question-answering dataset,
consisting of 20 sections, where each section aims to test a specific
aspect of reasoning. However, in tasks 1-14, each example is a short
story, where each sentence essentially describes an event. At the end
of each example, there is a question about the content of the short
story. An example is shown in figure 32. While the sentences are fairly
simple, they describe a sequence of events that occur chronologically,
and therefore, the sentences are not independent. In the example in
figure 32, if the sentences were independent, the correct answer could
be either “bathroom” or “office.” However, due to the chronological
ordering of the events, the label is only “office.” Another key difficulty
that makes this dataset less suitable for zero-shot evaluation is the ne-
cessity of additional background knowledge. In the example in figure
32, the question asks about the location of Mary. However, without
additional background knowledge, it is not possible to discern that the
verbs “went” and “travelled” indicate a change in location. In addi-
tion, many of the questions in the bAbI dataset exhibit wh-movement,
which is not currently implemented in the grammar of PWL.

The NeuralDB dataset (Thorne et al., 2021) is another dataset sim-
ilar to those mentioned above. Each example consists of a large para-
graph of facts followed by a handful of queries. Figure 33 provides
an example from this dataset. The examples make the closed-world
assumption, where there are no entities other than those mentioned in
the context paragraph. While this assumption is reasonable in the in-
tended application of their dataset, neither PWL nor FictionalGeoQA
make this assumption.1 Some of the questions also require additional
background knowledge that is not present in the context paragraph.
In the example in figure 33, you need the additional fact that a univer-

1 The closed-world assumption could be added to PWL either by adding a deduction
rule like negation-as-failure, or by restricting every set in the theory to contain only
known objects.
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Context: “The Hamilton Public Library in Ontario has a visitor count of 78929 per
year. Midvaal Local Municipality is bordered by Dipaleseng Local Municipality.
Mother Bombie is a play written by John Lyly. When Eight Bells Toll, written by
Alistair MacLean, is a novel in the thriller genre. It was published in the UK in 1966.
Humayun Azad was born in the British India. He attended the Dhaka College and
the University of Dhaka. He worked at the Jahangirnagar University. He was a man
of letters. The Telus World of Science in Edmonton has a visitor count of +530000
per year. Robert Macfarlane was a writer who attended Nottingham High School
and Pembroke College, Cambridge. He is a Fellow of the Royal Society of Literature
and his genre is Human. Kaari Utrio lives in Somerniemi. She graduated from
the University of Helsinki in History and was awarded the Kirjapöllö Award. Kaari
Utrio is a novelist, and she is a woman. Stratton-on-the-Fosse has a population of
+1108. Pirkkalan pyhät pihlajat is a historical novel written by Kaari Utrio. It was
published in 1976 in Finland by Tammi. Efteling has a visitor count of 4150000 per
year. The number of visitors to Mammoth Cave National Park in a year is +483319.
Alistair MacLean was born in Shettleston, United Kingdom and graduated from the
University of Glasgow. He is a biographer, lives in Daviot, Aberdeenshire and is a
man of letters. The number of visitors to Sénanque Abbey is +200000. Naree is a
criticism written in Bengali by Humayun Azad. It was published in 1992, and comes
from Bangladesh. Mountains of the Mind is a nonfiction book written by Robert
Macfarlane. Published in 2003, it is about geography. The book was followed by
The Wild Places. Jürgen Habermas studied at the University of Marburg and the
University of Göttingen. He then went on to graduate from the University of Zurich.
Habermasworked at the Goethe University Frankfurt andHeidelberg University. The
FencingMaster is a film based on the novel by Arturo Pérez-Reverte. It was written by
Antonio Larreta, and starred Assumpta Serna and Jose Luis López Vázquez. Lesedi
Local Municipality shares its border with Dipaleseng Local Municipality. Margaret
Weis is a novelist and human being, who graduated from the University of Missouri.
Time of the Twins is a speculative fiction novel written by Margaret Weis and Tracy
Hickman. It is a high fantasy novel published in 1986. The number of visitors to
the Mémorial de Caen is +349455. John Lyly was born in Kent, Kingdom of England.
He graduated from the University of Cambridge. He is a novelist and has written a
number of novels about men. Between Facts and Norms is a German written work
written by Jürgen Habermas. It was published in 1996 and has the main subject of
Deliberative democracy. The number of visitors to Navibus in a year is +365000.”

Query: What is the least popular university?

Figure 33: An example from the NeuralDB dataset. The label of this example
is “University of Dhaka.” This is due to the closed-world assump-
tion, where the only universities are those that are mentioned in
the example. And so it is implied that only one person attended the
University of Dhaka, and is therefore, the least popular university.

sity is less popular if fewer people attend it. This knowledge could be
acquired from the training set, but like bAbI, this aspect of the dataset
makes it less suitable for zero-shot evaluation. In addition, the sen-
tences and questions in this dataset are quite complex syntactically,
with most of them falling outside the coverage of our grammar. The
evaluation focuses heavily on parsing rather than on reasoning. The
sentences are also not all independent; for example, there are many
instances of inter-sentential anaphora.
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Context: “[Edward] has a sibling who is much younger than he is.
They get along well and his name is [Eric]. [Eric] was so proud that
his son [Michael] won the science fair! [Eric] who is [Carl]’s father
grounded [Carl] after findingoutwhat [Carl] haddone at school. [Carl]
and his brother [Michael] played at jacks.”

Query: (Eric, Michael) Label: nephew

Figure 34: Anexample from theCLUTRRdataset. Note that thequery asks for
the relationship between “Eric” and “Michael,” but is not written
in natural language.

The CLUTRR dataset (Sinha et al., 2019) is similar to the above
in its structure: each example has a paragraph context, containing
information about the kinship relations between a number of people.
Each example also has a query which asks for the kinship relation
between two people. An example from this dataset is shown in figure
34. Part of the goal of the dataset was to test whether an NLU system
could acquire the definitions of kinship relations from the trainingdata.
In fact, in the example shown in figure 34, the additional fact that a
sibling’s son is a nephew is required to answer the question correctly.
However, this is not suitable for zero-shot evaluation. Additionally,
the sentences are not independent; for example, there are numerous
instances of inter-sentential anaphora.

The Winograd Schema Challenge (Levesque, Davis, and Morgen-
stern, 2012) is a set of sentence pairs, where each sentence contains a
pronoun. For each pair of sentences, the first differs from the second
in a single word. This single-word difference causes the correct an-
tecedent of the pronoun to change, as well. The task is to determine
the correct antecedent of the pronoun for each sentence. An example is
shown in figure 35. In principle, PWL is able to resolve intra-sentential
anaphora, but the sentences in the Winograd Schema Challenge are
designed to depend on background knowledge. In the example in
figure 35, a system would need a significant amount of background
knowledge to answer it correctly: Such as knowledge about the nature
of protests, and the fact that some protests require permits, they can
become violent, that the councilmen do not want violence, etc. For this
reason, we did not choose to evaluate PWL on the Winograd Schema
Challenge. However, if we could find a way to efficiently provide
the necessary background knowledge to PWL, this would be a very
interesting experiment for future work.

There are tasks other than question-answering that PWL can be
adapted to perform. Natural language inference (NLI) is the task of
determining whether or not a sentence entails another sentence. Two
examples of NLI sentence-pairs are shown in figure 36.
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First sentence: “The city councilmen refused the demonstrators
a permit because they feared violence.”

Second sentence: “The city councilmen refused the demonstrators
a permit because they advocated violence.”

Figure 35: An example from the Winograd Schema Challenge. The pronoun
“they” refers to “councilmen” in the first sentence, whereas it refers
to “demonstrators” in the second sentence.

Premise: The doctor was paid by the actor.
Hypothesis: The doctor paid the actor.
Label: Non-entailment.

Premise: Before the actor slept, the senator ran.
Hypothesis: The actor slept.
Label: Entailment.

Figure 36: Two examples ofNLI from theHANSdataset (McCoy, Pavlick, and
Linzen, 2019).

There are a handful datasets that evaluate NLI (Bowman et al., 2015;
McCoy, Pavlick, and Linzen, 2019; Nie et al., 2020; Williams, Nangia,
and Bowman, 2018). PWL can be adapted to perform NLI: For each
example, PWL would read the first sentence in the pair and add the
resulting logical form into the theory. Next, PWLwould parse the sec-
ond sentence in the pair into logical form and compute the posterior
probability of that logical form using the method described in section
3.3.1. If the probability is greater than a threshold 1− α, output en-
tailment; if it is less than α, output non-entailment; otherwise, output
neutral.

5.6 summary

In this chapter, weprovidedqualitative andquantitative results ofPWL
reading sentences and reasoning about them end-to-end. The qualita-
tive examples at the beginning of the chapter demonstrated thatPWL is
able to resolve syntactic ambiguities by utilizing acquired knowledge
from previously-read sentences. Specifically, we showcased examples
where PWL resolves prepositional phrase attachment ambiguity, am-
biguity in pronominal resolution, as well as lexical ambiguity. But we
also presented examples that highlight current shortcomings of PWL,
such as from the overly-simplified nature of the prior on the theory
and proofs. We also demonstrated that PWL is capable of discrete
reasoning (e.g. counting) via reasoning about the sizes of sets. Finally,
we provided quantitative results on two question-answering datasets:
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ProofWriter and a new dataset we called FictionalGeoQA. PWLwas
able to outperform current state-of-the-art baselines on these datasets.
We refer the author to the next chapter for more detailed discussion
on general conclusions and future work.



6
CONCLUS IONS AND FUTURE WORK

In this thesis,we introduced theProbabilisticWorldbuildingModel (PWM),
a fully symbolic Bayesian model of semantic parsing and reasoning,
which we hope serves as a compelling first step in a research program
toward more domain- and task-general natural language understand-
ing. PWL explicitly builds an internal mental model, called the theory,
akin to the mental model that humans construct when making sense
of their observations. We believe that this sort of “worldbuilding” is
instrumental in building natural language understanding and AI sys-
tems that are able to generalize to new tasks and domains as humans
do. We derived Probabilistic Worldbuilding with Language (PWL), an effi-
cient inference algorithm that reads sentences byparsing and abducing
updates to its latent world model that capture the semantics of those
sentences. We demonstrated its ability to exploit acquired knowledge
to resolve syntactic ambiguities, such as prepositional phrase attach-
ment and pronominal resolution. We also empirically demonstrated
its ability to generalize to two out-of-domain question-answering tasks.
In doing so, we created a new question-answering dataset, Fiction-
alGeoQA, designed specifically to evaluate reasoning ability while
capturing more of the complexities of real language and being robust
against heuristic strategies.

Recall the question-answering examples in chapter 1, which test
the reader’s ability to resolve syntactic ambiguities by reasoning over
knowledge acquired from other sentences. More specifically, the ex-
ample in figure 1 tests whether the reader could understand that the
phrase “largest city” referred to the city with the largest area or the
city with the largest population, when given additional contextual sen-
tences that strongly favor one interpretation. The example in figure
2 tests whether the reader can resolve the ambiguous referent of the
pronoun “it.” The example in figure 3 tests the reader’s ability to un-
derstand a sentence that defines the subjective concept “major,” and
reason with it in combination with the information from the other
contextual sentences in order to correctly answer the question. GPT-3
and UnifiedQA are not able to correctly answer these questions, and
the lack of interpretability of those systems makes it near impossible
to determine why they fail and how to modify the systems in order to
correct the shortcoming.

We have shown in chapter 5, qualitatively and quantitatively, that
PWL is able to utilize its previously acquired knowledge to correctly
resolve the aforementioned syntactic ambiguities, and to understand
sentences with more complex semantics, such as those that define
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subjective concepts such as “major.” Furthermore, since all knowledge
in PWL is represented in higher-order logic, we are able to inspect and
interpret the axioms in the theory, the steps in each proof, and the
interpretations of every sentence.

6.1 high-level conclusions

In contrast with past deductive reasoning approaches, PWL instead
performs abduction, which is computationally easier, since it can create
newaxioms as needed to findaproof of an input logical form. Thehighly
underspecified nature of the problem of abduction is alleviated by the
probabilistic nature of PWL, as it provides a principled way to find the
most probable theories.

The probabilistic nature of both the model and inference also helps
to remedy the brittleness that plagued fully symbolic deterministic
systems. Such systems run into an impasse when they encounter ob-
servations or sentences that are inconsistent with the theory. However,
in PWL, the theory is random, and so if a given observation is incon-
sistent with one possible theory, there exist other theories in which the
observation is consistent, and the probability distribution over theo-
ries provides a principled way to find such consistent theories. PWL
is a Bayesian model, where every random variable in the model has a
prior distribution. These prior distributions enabled us to incorporate
background/expert knowledge into the design of the model, improv-
ing statistical efficiency. For example, we were able to incorporate a
great deal of information about English syntax into the grammar of
PWL, and as a result, a small seed training set was sufficient to achieve
high accuracy in semantic parsing. Some of the priors impose hard
constraints, such as the set of deduction rules available for the proofs,
or the set of production rules in the grammar. It is not possible to learn
a new deduction rule, regardless of the number of observations. How-
ever, other priors are softer, such as the distribution of the production
rules, or the distributions for constructing theories and proofs. With
sufficient observations, the effect of these priors will diminish, and the
model will rely more on the observed data to compute the posterior.

We chose a single unified human-readable formal language, higher-
order logic, to represent all knowledge in the theory, the intermediate
proof steps, as well as the semantics of natural language sentences.
Higher-order logic is well-studied and highly expressive, capable of
representing the meaning of a very broad class of natural language
sentences, and many different kinds of knowledge. This choice helps
to keep the theory unspecialized to any particular domain, task, or
modality, with the goal to capture the generality of human language
understanding. In addition, the expressivity allows PWL to read and
understand sentences with richer semantics, such as definitions of
previously unknown concepts. This is in contrast to inductive logic
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programming approaches which typically restrict the expressiveness of
the formal language to the Horn clause fragment. Future work to
evaluate PWL on other modalities and tasks would interesting. PWL
could be extended to other modalities, for example by creating a new
“vision module” which would allow semantic information to be ex-
tracted from images and incorporated into the theory. Such a module
would also enable the flow of information in the reverse direction: to
help improve image understanding by incorporating information from
previously acquired knowledge. Overall, the modular architecture (i.e.
dividing the overall model into the language and reasoning modules)
was very useful in the implementation of PWL, as it provided us with
the ability to test and debug each module independently.

6.2 reasoning module: conclusions and future work

Wechose tousenatural deduction for theproofs in the reasoningmodule,
a well-studied proof calculus for higher-order logic. And among the
well-studied proof calculi for higher-order logic, the deduction rules
in natural deduction were designed to be similar to human deductive
reasoning; hence the name. Natural deduction for higher-order logic
with Henkin semantics is also semantically complete in that for any true
logical form φ, there exists a proof of φ in natural deduction. This
in contrast with systems that restrict the proof calculus, such as those
based on backward chaining, which is only complete for Horn clause
fragments (e.g. neural theorem provers).
During inference, PWL aims to approximate the full posterior dis-

tribution of the latent random variables (logical form of each sentence
xi, proof of each logical form πi, and the theory T ), conditioned on
the observations (the sentences yi). We chose to approximate the full
posterior, rather than obtain a point estimate, in order to preserve infor-
mation about uncertainty. This strategy helps to avoid the brittleness
of fully symbolic systems. Furthermore, human languages contain
words that express uncertainty, such as “probably,” “maybe,” “could,”
etc, which indicates that human language generation and processing
preserves information about uncertainty.

However, in this thesis, we made the simplifying assumption that
the sentences do not express modality or uncertainty, and so each indi-
vidual sample of T is deterministic. All examples in our experiments
are deterministic: no sentence in the datasets contains words that ex-
press uncertainty. This is clearly an unrealistic assumption, and to
relax it, PWM needs to be extended so that each individual sample of
T is probabilistic. If this were the case, PWM would be able to prop-
erly define logical forms that express the probability of events, such
as the logical form meaning “the probability of ‘the cat is sleeping’ is
60%.” PWMwould be able to define “probably” as having probability
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greater than 50%, and therefore PWL would be able to correctly read
and understand the sentence “The cat is probably sleeping.”
PWL uses Metropolis-Hastings (MH) to approximate the posterior

distribution of the theory T and proofs πi. MH is able to compute
samples from the posterior while avoiding the computation of expen-
sive normalization terms, since they cancel out in the expression for
the acceptance probability (see section 2.1). We presented an inference
strategy where MH is performed in a streaming fashion, on each sen-
tence, where the previous sample of the theory and proofs provides a
warm-start for inference of the next sentence, reducing the number of
MH iterations needed to find a good approximation of the posterior
theory and proofs. In principle, with enough iterations, a single irre-
ducible Markov chain can provide samples from the full posterior of
the theory and proofs of each logical form. However, in settings with
high uncertainty, the true posterior may be highly multi-modal, in
which case using multiple Markov chains would be a better approach,
and would require fewer iterations of MH to obtain representative
samples of the true posterior. If a Markov chain is not irreducible, MH
will provide samples from the posterior conditioned on the region
reachable from the initial state. Some of the constraints described in
section 3.2.1.1 may cause the Markov chain to no longer be irreducible.
Multiple Markov chains could also help even in the non-irreducible
case, since withmore randomly-initializedMarkov chains, more of the
posterior space becomes reachable from any initial state. MH is not
the onlyMCMCmethod that can provide posterior samples efficiently,
and there may be other MCMC methods that work similarly well.
We made the simplifying assumption that the posterior for the logi-

cal forms xi is unimodal (i.e. the posterior probability is concentrated
in a single logical form). This allowed us to compute the most proba-
ble logical form for each sentence and fix that logical form as the point
estimate of the posterior. Thus the logical form does not vary in sub-
sequent inference. However, the posterior for the logical forms is not
always unimodal, even in consideration of the context and background
information. Relaxing this assumption would enable PWL to handle
scenarios in which there is greater uncertainty in the logical forms.
Some priors in PWM were chosen for ease of implementation and

rapid prototyping, such as the prior on the theory p(T) and the proofs
p(πi | T). Recall that the theory T is a collection of axioms {a1,a2, . . .}
and the prior for the theory p(T) generates these axioms sequentially,
conditioned on the fact that the axioms are not inconsistent with one
another. This prior has some desirable properties: such as the fact
that simpler theories have higher probability than more complex ones
(Occam’s razor) and that inconsistent theories have zero probability.
But theprior is fairlyunstructured, andapromisingdirection for future
work would be to explore more structured priors, such as those that
explicitly generate ahierarchical ontologyof types. Theprior for proofs
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p(πi | T) is also overly simplified: the premises of each proof step are
chosen to be uniformly distributed from the conclusions of previous
proof steps. In contrast, human reasoning is likelymuchmore directed,
often relying on repeating proofs patterns that appear across many
different proofs. For example, PWL often used a “proof by exclusion”
pattern in its consistency checking: If a set is known to have size n,
and has provable elements {x1, . . . , xn}, and if a logical form A being
true would imply the existence of a new provable element xn+1, then
we can conclude thatA is false. This proof pattern consists of multiple
proof steps in natural deduction. And despite this proof pattern being
used repeatedly,PWM assumes thepattern is generated independently
each time it is used. A better prior would give higher probability to
proof patterns that have been used multiple times in previous proofs.
Constructing a prior distribution for proofs that include these features
would be valuable for future work.

Perhaps the most consequential assumption in this thesis is that
every sentence is conditionally independent of every other sentence,
given the theory. Much of real-world natural language violates this
assumption, and phenomena such as cross-sentential anaphora would
be impossible under this assumption. A proper model of context is
necessary to relax this assumption, where the generative process of a
logical form is influenced by previous logical forms. In section 4.7, we
provide suggestions for a model of context, where the context keeps
track of the current topic, the universe of discourse (including dis-
course narrowing/widening), and recently-mentioned entities which
can be used to generate longer-range and cross-sentential anaphora.
In addition, there are many research questions on the issue of scal-

ability. Although PWL is able to scale to examples in FictionalGeoQA
withmore than 100 sentences, there are twomain bottlenecks currently
preventing the model from scaling to significantly larger theories: (1)
the maintenance of global consistency, and (2) the unfocused nature
of the current MH proposals. When checking for consistency of a new
axiom, rather than considering all other axioms/sets in the theory, it
would be preferable to only consider the portion of the theory relevant
to the new axiom. But to do so is not obvious. How would we define
“relevance”? Relaxing global consistency would allow theory samples
to be inconsistent. Would this inconsistency be due to the approximate
nature of inference (i.e. the samples are approximating an underlying
consistent theory)? Or is the inconsistency a part of the model (in
the underlying theory itself)? If the latter, PWM must be modified to
generate inconsistencies. Additionally, the current MH proposals do
not take into account the goal of reasoning. For example, if the current
task is to answer a question about geography, then MH proposals for
proofs unrelated to geography are wasteful, and would increase the
number ofMH steps necessary to sufficiently mix theMarkov chain. A
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more clever goal-aware approach for selecting proofs to mutate would
help to alleviate this problem and improve scalability.

6.3 language module: conclusions and future work

The model of the language module is an extension of a context-free
grammar (CFG). In any derivation tree (i.e. syntax tree), every node
is associated with a logical form which represents the meaning of the
corresponding fragment of the sentence. For each production rule in
the grammar, every right-hand side nonterminal is associated with
a semantic transformation function. These transformation functions
characterize the relationship between the logical form of the parent
node and that of the child node. Our training procedure presented
in section 4.3.1 induces preterminal production rules (i.e. rules of
the form N → “tennis”). However, the other production rules in the
grammar were specified by hand. This gave us a high level of control
over the grammar, but was also very time-consuming. An interesting
avenue for future research would be to explore how these production
rules could be induced, aswell. In section 4.7, we suggest one approach
where semantic transformation functions can be written as short “pro-
grams” in a simple programming language (i.e. a sequence of instruc-
tions). While grammar induction is interesting in its own right, and
would save a great deal of time when writing a new grammar, such as
for languages other than English, there is no obvious reason to believe
that it would meaningfully improve parsing accuracy.

In the generative process for the derivation trees, PWLuses hierarchi-
cal Dirichlet processes (HDPs) to model the distribution of production
rules. We presented a novel application of HDPs where distributions
can depend on discrete structures, such as logical forms, and this de-
pendence canbe learned fromdata (see section 4.1.4). More specifically,
the HDP in PWL defines a distribution over the production rules that
make up the derivation trees. Our training procedure in section 4.3.1
learns the relationship between the logical forms and the distribution
of these production rules. Each level of the HDP corresponds to de-
pendence on a specific feature of the logical form (e.g. the predicate
of an atom, or the value of a constant in the left-most conjunct, etc),
and so additional levels can be added to the hierarchy in order to add
additional dependence on more features of the logical form. But the
HDP is not the only choice to model the distribution of production
rules in derivation trees. For instance, the order of the features of the
logical form is important when constructing the HDP hierarchy. A dif-
ferent order of features will produce a different hierarchy. This may be
advantageous in some cases. For example if we know that feature fA
provides more information about the distribution of production rules
than feature fB, then this inductive bias can be reflected by associating
the first level of the HDP hierarchy with fA and associating the second
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level with fB. But it would be interesting to explore the use of alterna-
tive conditional distributions for the production rules, including those
that are independent of the order of the features. Our parser requires
an efficient algorithm to compute the kmost likely sets of logical forms,
given an observed production rule (see sections 4.1.2 and 4.3.2). So in
order to use our parser with an alternative conditional distribution, a
similar algorithm is required.
We designed and implemented a new broad-coverage semantic for-

malism and grammar for English in section 4.5. This semantic for-
malism was built on higher-order logic in order to capture a wide
variety of linguistic phenomena and so that the logical forms can be
directly used by the reasoning module. In this formalism, events
and predicates are represented as existentially-quantified objects (i.e.
neo-Davidsonian semantics). Named entities are also represented as
existentially-quantified objects, whichmeans the semantic parser is no
longer responsible for named entity linking. Instead, the reasoning
module resolves named entities. The structure of logical forms are
made to closely mirror the syntactic structure of the corresponding
sentences or phrases, which helps to simplify semantic parsing. Un-
likeAMR, our semantic formalism is able to represent richer semantics,
such as negation and universal quantification. And unlike DRT, we are
able to use well-studied reasoning methods which were developed for
first- and higher-order logic. Due to limited time, we did not imple-
ment a number of core features of the English language into the new
grammar, such as interrogative subordinate clauses, wh-movement,
imperative mood, and others. But extending the grammar to include
these features is not difficult in the established framework. Additional
production rules/semantic transformation functions can be written to
do so.
The semantic representation of sentences also needs to be extended

to properly represent modality and intensionality. A promising av-
enue to do so is to allow quantifiers to quantify over both real and
hypothetical objects, and real objects would be specially marked with
a new real predicate (see section 4.7). Then, our semantic formalism
would be able to express statements about both real and hypothetical
objects.

In addition, even though PWL is fully symbolic, non-symbolic meth-
ods could be used for expressive prior/proposal distributions or ap-
proximate inference. For example, the distribution for selecting pro-
duction rules in the language module could be replaced with a richer
prior distribution. Thewhole languagemodule itself could be replaced
with adifferentmodel of natural language semantics; perhapswith one
that is not based on a grammar. All-in-all, there are many fascinating
research paths to pursue from here.
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6.4 future of natural language understanding

Looking ahead, natural language understanding and artificial intel-
ligence stands to benefit immensely from models with the ability to
reason, especially in a domain-, modality-, and task-independent man-
ner. We posit that this reasoning ability, whether trained or built-in,
is instrumental in building NLU and AI systems that can generalize
to new tasks and domains to the same degree as humans. This abil-
ity would also help to address problems like catastrophic forgetting,
where a model may be trained to perform well on a task, but when
trained on a second task, its performance on the first task deteriorates
(the model “forgets” how to do the first task).

Symbolic representations ofmeaning can be very useful in construct-
ing systemswith the aforementioned ability to reason, as they candraw
upon the vastwork in symbolic reasoning, automateddeduction, proof
theory, formal semantics, etc. Symbolic representations also facilitate
interpretability, which is particularly useful to discernwhy anNLU/AI
system behaves the way that it does. This ability will become hugely
important when developing and debugging larger systems withmulti-
ple interacting components. A promising direction is the recent work
into neuro-symbolic methods that endeavor to capture the advantages
of symbolic representations. We should also not be so quick to dismiss
fully symbolic approaches either. A large diversity of active research
directions is an indicator of a healthy field of research.
We must also rethink our approach for evaluating methods in AI

and NLP. The prevailing approach of pretraining a model and then
fine-tuning it on an evaluation dataset is prone to overfitting, and the
resulting evaluation may not reflect the algorithm’s true ability. For
example, the resulting fine-tuned algorithm may not perform as well
on a new similar dataset without fine-tuning again. A shift in focus to
out-of-domain evaluation or zero-shot evaluation would help to prior-
itize the development of more robust algorithms that are not as prone
to overfitting. Moving forward, we must be mindful when develop-
ing new evaluation datasets to ensure that they are not vulnerable to
heuristics, and that they truly do evaluate what they were meant to
evaluate.
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