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#### Abstract

How to enable efficient and effective machine learning at scale has been a longstanding problem in modern artificial intelligence, which also motivates this thesis research. In particular, we aim at solving the following problems:


1. How to efficiently train a machine learning model?
2. How to speed up inference after the model is trained?
3. How to make the model generalize better?

We approach those problems from two perspectives: models and algorithms. On one hand, we design novel models that are intrinsically fast to train and/or test. On the other, we develop new algorithms with rapid convergence guarantee. Not surprisingly, the above three problem are not mutually exclusive and thus solving one of them might also benefit others. For example, 1) a new model that can enable parallel computation helps accelerate both training and inference; 2) a fast algorithm can save time for hyper-parameter tuning and/or make it affordable for training with more data, which in return boosts the generalization performance.

This thesis consists of two parts. The first part presents new machine learning models with a focus on sequential data such as natural language processing and question answering. Firstly, we propose a model, LSTM-Jump, that can skip unimportant information in text, mimicking the skimming behavior of human reading. Trained with an efficient reinforcement learning algorithm, this model can be several times faster than a vanilla LSTM in inference time. Then we introduce a text encoding model that totally discards recurrent networks, which thus fully supports parallel training and inference. Based on this technique, a new question-answering model, QANet, is proposed. Combined with data augmentation approach via backtranslation, this model stays at the No. 1 place in the competitive Stanford Question and Answer Dataset (SQuAD) from March to Aug 2018, while being times faster than the prevalent models. It was also the deepest neural network model for NLP when invented.

The second part proposes large scale learning algorithms with provable convergence guarantee. To enable fast training of neural networks, we propose a general gradient normalization algorithm for efficient deep networks training. This method can not only alleviate the gradient vanishing problem, but also regularize the model to achieve better generalization. When the amount of training data becomes huge, we need appeal to distributed computation. We are particularly interested in the ubiquitous problem, empirical risk minimization, and propose a few algorithms to attack the challenges posed by the distributed environment. We first show that a randomized primal-dual coordinate method DSPDC can achieve a linear convergence rate in the single-machine setting. Then by further leveraging the structural information of the problem, we propose an asynchronous algorithm DSCOVR, which enjoys a linear convergence rate as well on the distributed parameter server environment, by executing periodical variance reduction.
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## Chapter 1

## Introduction

### 1.1 Background and Motivation

The past decade has witnessed the great success of machine learning, especially deep learning (also known as deep neural networks), in various areas, including image classification [61, 88], speech recognition [67] and recently natural language processing [42]. The revival of deep neural networks is mainly due to the following facts: 1) non-linear models, for example neural networks, can capture such a broad function class that it is more powerful in learning representation for a plethora of applications, compared to traditional linear models; 2) The recent boost of computational power, especially the wide use of GPU has made it feasible to train neural networks within reasonable time.

However, as the modern neural network structures turn deeper and more sophisticated, and the data scale grows larger, the training and inference time will become consistently longer, even in presence of the significant acceleration brought by hardware development. For example, 1) we still need a few days to train a 100-layer neural net for ImageNet classification with modern computing facilities and 2) the current machine reading comprehension algorithms are not fast enough to be deployed on a real-time service.

In other words, speed is always the bottleneck for the current machine/deep learning research, which motivates this Ph.D study. This thesis encompasses deep learning and large scale optimization, two important and closely related fields in modern artificial intelligence. In particular, it focuses on accelerating machine learning from two perspectives: 1) inventing novel models to circumvent the disadvantages of existing architectures and 2) developing new algorithms to address the long-standing optimization issues. While speedup is the main theme, we also propose techniques to improve the generalization of the models, which could not have been accomplished without the acceleration.

In the rest of this chapter, we will give a general overview of the problems considered in this thesis, followed by sketches of their solutions.

### 1.2 Part One: Efficient and Effective Deep Learning Models for Sequential Data Processing

The first part of the thesis focuses on fast models for sequential data, a ubiquitous data format in many applications, with a particular interest in applications on natural language processing (NLP) and questions answering (QA). As deep neural networks become prevalent models in modern natural language, or more broadly sequential data processing, this part aims to design efficient and effective neural architectures.

### 1.2.1 Fast Recurrent Model to Capture Important Information

Recurrent neural networks (RNNs) have proven to be powerful tools to model sequence data, such as videos, natural languages and time series, and hence serve as building blocks for varieties of neural network architectures. Promising as they sound, there is a long-standing issue for RNNs - They are hardly able to capture the long term dependency in the data due to the redundant and noisy nature of most sequential data. It is analogous to human reading - one might forget or misremember important contents in the previous chapters of a book as s/he moves on.

In Chapter 2, inspired by the skimming skills of humans, we propose a RNN model with "skipping" connections, hoping that it can mimic the skim behavior that useful information is stored while noisy information is skipped. Specifically, after processing a few elements of a sequence, the model will predict how many immediate inputs can be skipped and directly "jump" to the next informative input. The benefits are two-fold: keeping important tokens only and processing much fewer inputs to enable speedup. Empirical study showed that we can achieve 6 times speedup on reading comprehension tasks with higher accuracy, while the visualization of the result indicates the model can indeed capture the key information. This chapter is based on a previous joint work [210] with Hongrae Lee and Quoc Le.

### 1.2.2 Recurrence Free Model for Parallel Training and Inference

While the RNN model with skip connections proposed in the previous section can alleviate the long term dependency issue, the sequential nature of RNNs is another fundamental obstacle for fast training. In a nutshell, that RNNs have to process the input tokens one after another makes it infeasible to process all the tokens within a sequence in parallel. However, the advantages of modern hardwares (such as GPUs or TPUs) for deep learning, can be exploited only when the computation is parallelizable. So how to develop new models to fit this trait is the key for further acceleration.

In Chapter 3, inspired by the parallelism friendly nature of convolution neural networks (CNN) and self-attention mechanism, we propose to completely replace the recurrence with the combination of those two components. The basic idea is to use convolution to sketch the local dependency of adjacent tokens and apply the self-attention to capture the global interaction of the distant tokens. The final architecture is a vertical pyramid rather than the horizontal long chain (the traditional RNN). Such a structural change enables the parallel processing of all the tokens of a sequence, resulting in 13 and 9 times speedup for training and inference respectively.

Upon proposed, this model was the deepest neural architecture in the NLP domain, consisting of more than 130 layers and 3 times deeper than the previous record. The depth immediately enables better generalization of the model. Furthermore, combined with a novel back-translation data augmentation techniques, our model QANet were No. 1 on the competitive Stanford Question Answering (SQuAD) reading comprehension task in terms of both speed and accuracy. This chapter is based on a previous joint work [212] with David Dohan, Thang Luong, Rui Zhao, Kai Chen, Mohammad Norouzi and Quoc Le.

### 1.3 Part Two: Efficient Algorithms for General Model Training

The second part of the thesis aims to algorithmically improve the convergence of training, with extensive theoretical analysis and empirical studies.

### 1.3.1 Layer-wise Normalized Gradient Method for Training Deep Neural Networks

No matter what kind of neural networks (RNN/CNN/Attention) we use and how innovative we are in designing the model, at the end of the day, we need to apply a certain optimization algorithm to find the model parameters by minimizing some objective function that measures the discrepancy between ground truth and the model prediction. Such a parameter-finding procedure is called model training where the optimization algorithm is the dominating factor for convergence. Among all the algorithmic challenges, we are particularly interested in addressing those in training very deep neural networks, say, with more than 100 layers, as it has been a common sense that the deeper the network is, the more expressive the model can be, while the harder the training is.

One prominent challenge for training deep networks is due to the gradient vanishing phenomenon. That is, the feedback signal (gradient of the discrepancy) from the last layer (prediction) becomes weaker very quickly as it flows all the way down to the first layer (input), such that the bottom layers can hardly get signals to update the parameters. In view of this problem, we propose a normalized gradient with adaptive step-size method in Chapter 4 . The idea is to maintain the gradient signal to a constant magnitude (gradient normalization) at each layer and then adjust the parameter update rule adaptively with the re-scaled signal. We have shown that within the same training time on a 101-layer neural network (ResNet-101), our algorithm significantly outperforms the state-of-the-art training algorithms on an image classification task, indicating the fast convergence of our method. This chapter is based on the previous joint work [211] with Lei Huang, Qihang Lin, Ruslan Salakhutdinov and Jaime Carbonell.

### 1.3.2 Distributed Optimization on Parameter Servers

Machine learning is always hungry for data and in most scenarios, the volume of training data would be so huge that it could no longer be stored in a single machine, where distributed storage
and computation are needed. A popular platform for this setting is the Parameter Server framework where the server maintains the global parameters and coordinates simultaneous updates of them at different data workers, while each data worker stores a portion of the training data and only communicates with the server. Such a dedicated system may significantly increase our capability of learning from big data, but at the same time, poses at least the following two new challenges for developing efficient distributed algorithms:

- Communication Efficiency: During the whole process of computation with this framework, write and read operations on the parameter server is extremely frequent, which results in significant communication overhead in the network. However, network bandwidth is much smaller than memory bandwidth and thus heavy communication cost would become an obstacle to the efficiency of the algorithm. So designing a communication efficient strategy is the key to improve the overall performance.
- Asynchrony: The computational speed of different data workers may vary a lot, which makes the slowest machine the bottleneck of any synchronous algorithm. Besides, in real distributed computing environment, the phenomenon of delay is inevitable and sometimes unpredictable, which multiple factors could contribute to, such as the CPU speed, I/O of disk, and network throughput. Therefore, to fully exploit the computation of all the data workers rather than spending most of time waiting, it is necessary but also challenging to develop asynchronous algorithms.

In Chapter 55, we attack those challenges starting from the simplest case, where there is only one machine to store data and update the parameters. We develop a new algorithm for the empirical risk minimization (ERM) problem, a generic form that can be instantiated as many machine learning problems, such as support vector machine, linear regression and logistic regression.

We reformulate the ERM as a bilinear saddle point problem, and propose a doubly stochastic primal-dual coordinate (DSPDC) optimization algorithm. In each iteration, our method randomly samples a block of coordinates of the primal and dual solutions to update. The linear convergence of our method could be established in terms of 1) the distance from the current iterate to the optimal solution and 2) the primal-dual objective gap. We show that the proposed method has a lower overall complexity than existing coordinate methods when either the data matrix has a factorized structure or the proximal mapping on each block is computationally expensive, e.g., involving an eigenvalue decomposition. The efficiency of DSPDC is confirmed by empirical studies on several real applications, such as the multi-task large margin nearest neighbor problem. This chapter is based on a previous joint work [209] with Qihang Lin and Tianbao Yang.

The study in Chapter 5 endows us with an efficient algorithm to deal with factorized data, which can be further leveraged in the distributed computation. In Chapter 6, we continue our studies on ERM in the real distributed computing environment, and propose a family of randomized primal-dual block coordinate algorithms that are especially suitable for asynchronous implementation with parameter servers. In particular, we work with the saddle-point formulation of such problems which allows simultaneous data and model partitioning, and exploit its structure by a new algorithms called doubly stochastic coordinate optimization with variance reduction (DSCOVR). Compared with other first-order distributed algorithms, we show that DSCOVR may require less amount of overall computation and communication, and less or no synchroniza-
tion. We discuss the implementation details of the DSCOVR algorithms, and present numerical experiments on an industrial distributed computing system. This chapter is based on a previous joint work [201] with Lin Xiao, Qihang Lin and Weizhu Chen.

### 1.4 Excluded Research

Besides my main stream research outlined above, I also have broad interests in designing and analyzing algorithms for various problems. The following works conducted during my Ph.D. study are excluded from the main content to keep this thesis succinct.

- Work on an accelerated perceptron algorithm for fast binary classification in [207].
- Work on a generalized condition gradient algorithm for structured matrix rank minimization problem [208].
- Work on Adadelay, an delay-adaptive stochastic distributed optimization algorithm [179].
- Work on the gap-dependency analysis of the noisy power method [13].
- Work on subset selection algorithm for linear regression under measurement constraints [189].
- Work on orthogonal weight normalization for deep neural network training [73].


## Part I

## Efficient and Effective Models for Sequential Data Processing

## Chapter 2

## Learning to Skip Unimportant Information in Sequential Data

### 2.1 Introduction

The last few years have seen much success of applying neural networks to many important applications in natural language processing, e.g., part-of-speech tagging, chunking, named entity recognition [30], sentiment analysis [176, 177], document classification [34, 82, 90, 218], machine translation [11, 81, 162, 181, 198], conversational/dialogue modeling [170, 178, 184], document summarization [123, 157], parsing [6] and automatic question answering ( $\mathrm{Q} \& \mathrm{~A}$ ) [63, 95, 164, 182, 187, 190, 194, 203]. An important characteristic of all these models is that they read all the text available to them. While it is essential for certain applications, such as machine translation, this characteristic also makes it slow to apply these models to scenarios that have long input text, such as document classification or automatic Q\&A. However, the fact that texts are usually written with redundancy inspires us to think about the possibility of reading selectively.

In this chapter, we consider the problem of understanding documents with partial reading, and propose a modification to the basic neural architectures that allows them to read input text with skipping. The main benefit of this approach is faster inference because it skips irrelevant information. An unexpected benefit of this approach is that it also helps the models generalize better.

In our approach, the model is a recurrent network, which learns to predict the number of jumping steps after it reads one or several input tokens. Such a discrete model is therefore not fully differentiable, but it can be trained by a standard policy gradient algorithm, where the reward can be the accuracy or its proxy during training.

In our experiments, we use the basic LSTM recurrent networks [69] as the base model and benchmark the proposed algorithm on a range of document classification or reading comprehension tasks, using various datasets such as Rotten Tomatoes [137], IMDB [111], AG News [218] and Children's Book Test [65]. We find that the proposed approach of selective reading speeds up the base model by two to six times. Surprisingly, we also observe our model beats the standard LSTM in terms of accuracy.

In summary, the main contribution of our work is to design an architecture that learns to skim


Figure 2.1: A synthetic example of the proposed model to process a text document. In this example, the maximum size of jump $K$ is 5 , the number of tokens read before a jump $R$ is 2 and the number of jumps allowed $N$ is 10 . The green softmax are for jumping predictions. The processing stops if a) the jumping softmax predicts a 0 or b) the jump times exceeds $N$ or c ) the network processed the last token. We only show the case a) in this figure.
text and show that it is both faster and more accurate in practical applications of text processing. Our model is simple and flexible enough that we anticipate it would be able to incorporate to recurrent nets with more sophisticated structures to achieve even better performance in the future.

### 2.2 Related Work

Closely related to our work is the idea of learning visual attention with neural networks [9, [121, 165], where a recurrent model is used to combine visual evidence at multiple fixations processed by a convolutional neural network. Similar to our approach, the model is trained end-to-end using the REINFORCE algorithm [196]. However, a major difference between those work and ours is that we have to sample from discrete jumping distribution, while they can sample from continuous distribution such as Gaussian. The difference is mainly due to the inborn characteristics of text and image. In fact, as pointed out by Mnih et al. [121], it was difficult to learn policies over more than 25 possible discrete locations.

This idea has recently been explored in the context of natural language processing applications, where the main goal is to filter irrelevant content using a small network [25]. Perhaps the most closely related to our work is the concurrent work on learning to reason with reinforcement learning [172]. The key difference between our work and Shen et al. [172] is that they focus on early stopping after multiple pass of data to ensure accuracy whereas our method focuses on selective reading with single pass to enable fast processing.

The concept of "hard" attention has also been used successfully in the context of making neural network predictions more interpretable [96]. The key difference between our work and Lei et al. [96]'s method is that our method optimizes for faster inference, and is more dynamic in its jumping. Likewise is the difference between our approach and the "soft" attention approach by [11]. Recently, [56] investigate how machine can fixate and skip words, focusing on the comparison between the behavior of machine and human, while our goal is to make reading faster. They model the probability that each single word should be read in an unsupervised way while ours directly model the probability of how many words should be skipped with supervised learning.

Our method belongs to adaptive computation of neural networks, whose idea is recently explored by [54, 76], where different amount of computations are allocated dynamically per time step. The main difference between our method and Graves, Jernite et al.'s methods is that our method can set the amount of computation to be exactly zero for many steps, thereby achieving faster scanning over texts. Even though our method requires policy gradient methods to train, which is a disadvantage compared to [54, 76], we do not find training with policy gradient methods problematic in our experiments.

At the high-level, our model can be viewed as a simplified trainable Turing machine, where the controller can move on the input tape. It is therefore related to the prior work on Neural Turing Machines [55] and especially its RL version [216]. Compared to [216], the output tape in our method is more simple and reward signals in our problems are less sparse, which explains why our model is easy to train. It is worth noting that Zaremba and Sutskever report difficulty in using policy gradients to train their model.

Our method, by skipping irrelevant content, shortens the length of recurrent networks, thereby addressing the vanishing or exploding gradients in them [70]. The baseline method itself, Long Short Term Memory [69], belongs to the same category of methods. In this category, there are several recent methods that try to achieve the same goal, such as having recurrent networks that operate in different frequency [87] or is organized in a hierarchical fashion [21, 28].

Lastly, we should point out that we are among the recent efforts that deploy reinforcement learning to the field of natural language processing, some of which have achieved encouraging results in the realm of such as neural symbolic machine [99], machine reasoning [172] and sequence generation [148].

### 2.3 Methodology

In this section, we introduce the proposed model named LSTM-Jump. We first describe its main structure, followed by the difficulty of estimating part of the model parameters because of nondifferentiability. To address this issue, we appeal to a reinforcement learning formulation and adopt a policy gradient method.

### 2.3.1 Model Overview

The main architecture of the proposed model is shown in Figure 2.1, which is based on an LSTM recurrent neural network. Before training, the number of jumps allowed $N$, the number of tokens read between every two jumps $R$ and the maximum size of jumping $K$ are chosen ahead of time. While $K$ is a fixed parameter of the model, $N$ and $R$ are hyperparameters that can vary between training and testing. Also, throughout the paper, we would use $d_{1: p}$ to denote a sequence $d_{1}, d_{2}, \ldots, d_{p}$.

In the following, we describe in detail how the model operates when processing text. Given a training example $x_{1: T}$, the recurrent network will read the embedding of the first $R$ tokens $x_{1: R}$ and output the hidden state. Then this state is used to compute the jumping softmax that determines a distribution over the jumping steps between 1 and $K$. The model then samples from this distribution a jumping step, which is used to decide the next token to be read into the model.

Let $\kappa$ be the sampled value, then the next starting token is $x_{R+\kappa}$. Such process continues until either
a) the jump softmax samples a 0 ; or
b) the number of jumps exceeds $N$; or
c) the model reaches the last token $x_{T}$.

After stopping, as the output, the latest hidden state is further used for predicting desired targets. How to leverage the hidden state depends on the specifics of the task at hand. For example, for classification problems in Section 2.4.1, 2.4.2 and 2.4.3, it is directly applied to produce a softmax for classification, while in automatic Q\&A problem of Section 2.4.4, it is used to compute the correlation with the candidate answers in order to select the best one. Figure 2.1 gives an example with $K=5, R=2$ and $N=10$ terminating on condition a).

### 2.3.2 Training with REINFORCE

Our goal for training is to estimate the parameters of LSTM and possibly word embedding, which are denoted as $\theta_{m}$, together with the jumping action parameters $\theta_{a}$. Once obtained, they can be used for inference.

The estimation of $\theta_{m}$ is straightforward in the tasks that can be reduced as classification problems (which is essentially what our experiments cover), as the cross entropy objective $J_{1}\left(\theta_{m}\right)$ is differentiable over $\theta_{m}$ that we can directly apply backpropagation to minimize.

However, the nature of discrete jumping decisions made at every step makes it difficult to estimate $\theta_{a}$, as cross entropy is no longer differentiable over $\theta_{a}$. Therefore, we formulate it as a reinforcement learning problem and apply policy gradient method to train the model. Specifically, we need to maximize a reward function over $\theta_{a}$ which can be constructed as follows.

Let $j_{1: N}$ be the jumping action sequence during the training with an example $x_{1: T}$. Suppose $h_{i}$ is a hidden state of the LSTM right before the $i$-th jump $j_{i} \square^{1}$ then it is a function of $j_{1: i-1}$ and thus can be denoted as $h_{i}\left(j_{1: i-1}\right)$. Now the jump is attained by sampling from the multinomial distribution $p\left(j_{i} \mid h_{i}\left(j_{1: i-1}\right) ; \theta_{a}\right)$, which is determined by the jump softmax. We can receive a reward $R$ after processing $x_{1: T}$ under the current jumping strategy ${ }^{2}$ The reward should be positive if the output is favorable or non-positive otherwise. In our experiments, we choose

$$
R= \begin{cases}1 & \text { if prediction correct } \\ -1 & \text { otherwise }\end{cases}
$$

Then the objective function of $\theta_{a}$ we want to maximize is the expected reward under the distribution defined by the current jumping policy, i.e.,

$$
\begin{equation*}
J_{2}\left(\theta_{a}\right)=\mathbb{E}_{p\left(j_{1: N} ; \theta_{a}\right)}[R] . \tag{2.3.1}
\end{equation*}
$$

where $p\left(j_{1: N} ; \theta_{a}\right)=\prod_{i} p\left(j_{1: i} \mid h_{i}\left(j_{1: i-1}\right) ; \theta_{a}\right)$.

[^0]Optimizing this objective numerically requires computing its gradient, whose exact value is intractable to obtain as the expectation is over high dimensional interaction sequences. By running $S$ examples, an approximated gradient can be computed by the following REINFORCE algorithm [196]:

$$
\begin{aligned}
\nabla_{\theta_{a}} J_{2}\left(\theta_{a}\right) & =\sum_{i=1}^{N} \mathbb{E}_{p\left(j_{1: N} ; \theta_{a}\right)}\left[\nabla_{\theta_{a}} \log p\left(j_{1: i} \mid h_{i} ; \theta_{a}\right) R\right] \\
& \approx \frac{1}{S} \sum_{s=1}^{S} \sum_{i=1}^{N}\left[\nabla_{\theta_{a}} \log p\left(j_{1: i}^{s} \mid h_{i}^{s} ; \theta_{a}\right) R^{s}\right]
\end{aligned}
$$

where the superscript $s$ denotes a quantity belonging to the $s$-th example. Now the term $\nabla_{\theta_{a}} \log p\left(j_{1: i} \mid h_{i} ; \theta_{a}\right)$ can be computed by standard backpropagation.

Although the above estimation of $\nabla_{\theta_{a}} J_{2}\left(\theta_{a}\right)$ is unbiased, it may have very high variance. One widely used remedy to reduce the variance is to subtract a baseline value $b_{i}^{s}$ from the reward $R^{s}$, such that the approximated gradient becomes

$$
\nabla_{\theta_{a}} J_{2}\left(\theta_{a}\right) \approx \frac{1}{S} \sum_{s=1}^{S} \sum_{i=1}^{N}\left[\nabla_{\theta_{a}} \log p\left(j_{1: i}^{s} \mid h_{i}^{s} ; \theta\right)\left(R^{s}-b_{i}^{s}\right)\right]
$$

It is shown [196, 216] that any number $b_{i}^{s}$ will yield an unbiased estimation. Here, we adopt the strategy of Mnih et al. [121] that $b_{i}^{s}=w_{b} h_{i}^{s}+c_{b}$ and the parameter $\theta_{b}=\left\{w_{b}, c_{b}\right\}$ is learned by minimizing $\left(R^{s}-b_{i}^{s}\right)^{2}$. Now the final objective to minimize is

$$
J\left(\theta_{m}, \theta_{a}, \theta_{b}\right)=J_{1}\left(\theta_{m}\right)-J_{2}\left(\theta_{a}\right)+\sum_{s=1}^{S} \sum_{i=1}^{N}\left(R^{s}-b_{i}^{s}\right)^{2}
$$

which is fully differentiable and can be solved by standard backpropagation.

### 2.3.3 Inference

During inference, we can either use sampling or greedy evaluation by selecting the most probable jumping step suggested by the jump softmax and follow that path. In the our experiments, we will adopt the sampling scheme.

### 2.4 Experimental Results

In this section, we present our empirical studies to understand the efficiency of the proposed model in reading text. The tasks under experimentation are: synthetic number prediction, sentiment analysis, news topic classification and automatic question answering. Those, except the first one, are representative tasks in text reading involving different sizes of datasets and various levels of text processing, from character to word and to sentence. Table 2.1 summarizes the statistics of the dataset in our experiments.

| Task | Dataset | Level | Vocab | AvgLen | \#train | \#valid | \#test | \#class |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Number Prediction | synthetic | word | 100 | 100 words | 1 M | 10 K | 10 K | 100 |
| Sentiment Analysis | Rotten Tomatoes | word | 18,764 | 22 words | 8,835 | 1,079 | 1,030 | 2 |
| Sentiment Analysis | IMDB | word | 112,540 | 241 words | 21,143 | 3,857 | 25,000 | 2 |
| News Classification | AG | character | 70 | 200 characters | 101,851 | 18,149 | 7,600 | 4 |
| Q/A | Children Book Test-NE | sentence | 53,063 | 20 sentences | 108,719 | 2,000 | 2,500 | 10 |
| Q/A | Children Book Test-CN | sentence | 53,185 | 20 sentences | 120,769 | 2,000 | 2,500 | 10 |

Table 2.1: Task and dataset statistics.

To exclude the potential impact of advanced models, we restrict our comparison between the vanilla LSTM [69] and our model, which is referred to as LSTM-Jump. In a nutshell, we show that, while achieving the same or even better testing accuracy, our model is up to 6 times and 66 times faster than the baseline LSTM model in real and synthetic datasets, respectively, as we are able to selectively skip a large fraction of text.

In fact, the proposed model can be readily extended to other recurrent neural networks with sophisticated mechanisms such as attention and/or hierarchical structure to achieve higher accuracy than those presented below. However, this is orthogonal to the main focus of this work and would be left as an interesting future work.

General Experiment Settings We use the Adam optimizer [83] with a learning rate of 0.001 in all experiments. We also apply gradient clipping to all the trainable variables with the threshold of 1.0. The dropout rate between the LSTM layers is 0.2 and the embedding dropout rate is 0.1 . We repeat the notations $N, K, R$ defined previously in Table 2.2, so readers can easily refer to when looking at Tables $2.4|2.5| 2.6$ and 2.7 . While $K$ is fixed during both training and testing, we would fix $R$ and $N$ at training but vary their values during test to see the impact of parameter changes. Note that $N$ is essentially a constraint which can be relaxed. Yet we prefer to enforce this constraint here to let the model learn to read fewer tokens. Finally, the reported test time is measured by running one pass of the whole test set instance by instance, and the speedup is over the base LSTM model. The code is written with TensorFlow ${ }^{3}$

| Notation | Meaning |
| :---: | :---: |
| $N$ | number of jumps allowed |
| $K$ | maximum size of jumping |
| $R$ | number of tokens read before a jump |

Table 2.2: Notations referred to in experiments.

### 2.4.1 Number Prediction with a Synthetic Dataset

We first test whether LSTM-Jump is indeed able to learn how to jump if a very clear jumping signal is given in the text. The input of the task is a sequence of $L$ positive integers $x_{0: T-1}$

[^1]and the output is simply $x_{x_{0}}$. That is, the output is chosen from the input sequence, with index determined by $x_{0}$. Here are two examples to illustrate the idea:

```
input1:\underline{4},5,1,7,\underline{\underline{6}},2\mathrm{ . output1:6}
input2: \underline{2},4,\underline{9},4,5,6. output2:9
```

One can see that $x_{0}$ is essentially the oracle jumping signal, i.e. the indicator of how many steps the reading should jump to get the exact output and obviously, the remaining number of the sequence are useless. After reading the first token, a "smart" network should be able to learn from the training examples to jump to the output position, skipping the rest.

We generate 1 million training and 10,000 validation examples with the rule above, each with sequence length $T=100$. We also impose $1 \leq x_{0}<T$ to ensure the index is valid. We find that directly training the LSTM-Jump with full sequence is unlikely to converge, therefore, we adopt a curriculum training scheme. More specifically, we generate sequences with lengths $\{10,20,30,40,50,60,70,80,90,100\}$ and train the model starting from the shortest. Whenever the training accuracy reaches a threshold, we shift to longer sequences. We also train an LSTM with the same curriculum training scheme. The training stops when the validation accuracy is larger than $98 \%$. We choose such stopping criterion simply because it is the highest that both models can achieve $\sqrt{4}$ All the networks are single layered, with hidden size 512, embedding size 32 and batch size 100 . During testing, we generate sequences of lengths 10,100 and 1000 with the same rule, each having 10,000 examples. As the training size is large enough, we do not have to worry about overfitting so dropout is not applied. In fact, we find that the training, validation and testing accuracies are almost the same.

The results of LSTM and our method, LSTM-Jump, are shown in Table 2.3. The first observation is that LSTM-Jump is faster than LSTM; the longer the sequence is, the more significant speed-up LSTM-Jump can gain. This is because the well-trained LSTM-Jump is aware of the jumping signal at the first token and hence can directly jump to the output position to make prediction, while LSTM is agnostic to the signal and has to read the whole sequence. As a result, the reading speed of LSTM-Jump is hardly affected by the length of sequence, but that of LSTM is linear with respect to length. Besides, LSTM-Jump also outperforms LSTM in terms of test accuracy under all cases. This is not surprising either, as LSTM has to read a large amount of tokens that are potentially not helpful and could interfere with the prediction. In summary, the results indicate LSTM-Jump is able to learn to jump if the signal is clear.

### 2.4.2 Word Level Sentiment Analysis with Rotten Tomatoes and IMDB datasets

As LSTM-Jump has shown great speedups in the synthetic dataset, we would like to understand whether it could carry this benefit to real-world data, where "jumping" signal is not explicit. So in this section, we conduct sentiment analysis on two movie review datasets, both containing equal numbers of positive and negative reviews.

The first dataset is Rotten Tomatoes, which contains 10,662 documents. Since there is not a standard split, we randomly select around $80 \%$ for training, $10 \%$ for validation, and $10 \%$ for
${ }^{4}$ In fact, our model can get higher but we stick to $98 \%$ for ease of comparison.

| Seq length | LSTM-Jump | LSTM | Speedup |
| :---: | :---: | :---: | :---: |
| Test accuracy |  |  |  |
| 10 | $\mathbf{9 8 \%}$ | $96 \%$ | $\mathrm{n} / \mathrm{a}$ |
| 100 | $\mathbf{9 8 \%}$ | $96 \%$ | $\mathrm{n} / \mathrm{a}$ |
| 1000 | $\mathbf{9 0 \%}$ | $80 \%$ | $\mathrm{n} / \mathrm{a}$ |
| Test time (Avg tokens read) |  |  |  |
| 10 | $\mathbf{1 3 . 5 s}(\mathbf{2 . 1 )}$ | $18.9 \mathrm{~s}(10)$ | 1.40 x |
| 100 | $\mathbf{1 3 . 9 s}(\mathbf{2 . 2})$ | $120.4 \mathrm{~s}(100)$ | 8.66 x |
| 1000 | $\mathbf{1 8 . 9 s}(\mathbf{3 . 0})$ | $1250 \mathrm{~s}(1000)$ | $\mathbf{6 6 . 1 4 x}$ |

Table 2.3: Testing accuracy and time of synthetic number prediction problem. The jumping level is number.
testing. The average and maximum lengths of the reviews are 22 and 56 words respectively, and we pad each of them to 60 . We choose the pre-trained word2vec embedding $5^{5}$ [120] as our fixed word embedding that we do not update this matrix during training. Both LSTM-Jump and LSTM contain 2 layers, 256 hidden units and the batch size is 100 . As the amount of training data is small, we slightly augment the data by sampling a continuous 50 -word sequence in each padded reviews as one training sample. During training, we enforce LSTM-Jump to read 8 tokens before a jump ( $R=8$ ), and the maximum skipping tokens per jump is $10(K=10)$, while the number of jumps allowed is $3(N=3)$.

The testing result is reported in Table 2.4. In a nutshell, LSTM-Jump is always faster than LSTM under different combinations of $R$ and $N$. At the same time, the accuracy is on par with that of LSTM. In particular, the combination of $(R, N)=(7,4)$ even achieves slightly better accuracy than LSTM while having a 1.5 x speedup.

| Model | $(R, N)$ | Accuracy | Time | Speedup |
| :---: | :---: | :---: | :---: | :---: |
|  | $(9,2)$ | 0.783 | $\mathbf{6 . 3 s}$ | $\mathbf{1 . 9 8 x}$ |
| LSTM-Jump | $(8,3)$ | 0.789 | 7.3 s | 1.71 x |
|  | $(7,4)$ | $\mathbf{0 . 7 9 3}$ | 8.1 s | 1.54 x |
| LSTM | $\mathrm{n} / \mathrm{a}$ | 0.791 | 12.5 s | 1 x |

Table 2.4: Testing time and accuracy on the Rotten Tomatoes review classification dataset. The maximum size of jumping $K$ is set to 10 for all the settings. The jumping level is word.

The second dataset is IMDB [111], ${ }^{6}$ which contains 25,000 training and 25,000 testing movie reviews, where the average length of text is 240 words, much longer than that of Rotten Tomatoes. We randomly set aside about $15 \%$ of training data as validation set. Both LSTM-Jump and LSTM has one layer and 128 hidden units, and the batch size is 50 . Again, we use pretrained word2vec embeddings as initialization but they are updated during training. We either pad a short sequence to 400 words or randomly select a 400 -word segment from a long sequence as a training example. During training, we set $R=20, K=40$ and $N=5$.

[^2]| Model | $(R, N)$ | Accuracy | Time | Speedup |
| :---: | :---: | :---: | :---: | :---: |
|  | $(80,8)$ | $\mathbf{0 . 8 9 4}$ | 769 s | 1.62 x |
|  | $(80,3)$ | 0.892 | 764 s | 1.63 x |
| LSTM-Jump | $(70,3)$ | 0.889 | 673 s | 1.85 x |
|  | $(50,2)$ | 0.887 | 585 s | 2.12 x |
|  | $(100,1)$ | 0.880 | $\mathbf{4 8 9 s}$ | $\mathbf{2 . 5 4 x}$ |
| LSTM | $\mathrm{n} / \mathrm{a}$ | 0.891 | 1243 s | 1 x |

Table 2.5: Testing time and accuracy on the IMDB sentiment analysis dataset. The maximum size of jumping $K$ is set to 40 for all the settings. The jumping level is word.

As Table 2.5 shows, the result exhibits a similar trend as found in Rotten Tomatoes that LSTM-Jump is uniformly faster than LSTM under many settings. The various $(R, N)$ combinations again demonstrate the trade-off between efficiency and accuracy. If one cares more about accuracy, then allowing LSTM-Jump to read and jump more times is a good choice. Otherwise, shrinking either one would bring a significant speedup though at the price of losing some accuracy. Nevertheless, the configuration with the highest accuracy still enjoys a $1.6 x$ speedup compared to LSTM. With a slight loss of accuracy, LSTM-Jump can be 2.5 x faster .

### 2.4.3 Character Level News Article Classification with AG dataset

We now present results on testing the character level jumping with a news article classification problem. The dataset contains four classes of topics (World, Sports, Business, Sci/Tech) from the AG's news corpus .7 a collection of more than 1 million news articles. The data we use is the subset constructed by Zhang et al. [218] for classification with character-level convolutional networks. There are 30,000 training and 1,900 testing examples for each class respectively, where $15 \%$ of training data is set aside as validation. The non-space alphabet under use are:
abcdefghijklmnopqrstuvwxyz0123456 789-,;.!?:/\।_@\#\$\&*~ '+-=<> () [] \{\}
Since the vocabulary size is small, we choose 16 as the embedding size. The initialized entries of the embedding matrix are drawn from a uniform distribution in $[-0.25,0.25]$, which are progressively updated during training. Both LSTM-Jump and LSTM have 1 layer and 64 hidden units and the batch sizes are 20 and 100 respectively. The training sequence is again of length 400 that it is either padded from a short sequence or sampled from a long one. During training, we set $R=30, K=40$ and $N=5$.

The result is summarized in Table 2.6. It is interesting to see that even with skipping, LSTMJump is not always faster than LSTM. This is mainly due to the fact that the embedding size and hidden layer are both much smaller than those used previously, and accordingly the processing of a token is much faster. In that case, other computation overhead such as calculating and sampling from the jump softmax might become a dominating factor of efficiency. By this crosstask comparison, we can see that the larger the hidden unit size of recurrent neural network and

[^3]the embedding are, the more speedup LSTM-Jump can gain, which is also confirmed by the task below.

| Model | $(R, N)$ | Accuracy | Time | Speedup |
| :---: | :---: | :---: | :---: | :---: |
|  | $(50,5)$ | 0.854 | 102 s | 0.80 x |
|  | $(40,6)$ | 0.874 | 98.1 s | 0.83 x |
| LSTM-Jump | $(40,5)$ | 0.889 | 83.0 s | 0.98 x |
|  | $(30,5)$ | 0.885 | $\mathbf{6 3 . 6 s}$ | $\mathbf{1 . 2 8 x}$ |
|  | $(30,6)$ | $\mathbf{0 . 8 9 3}$ | 74.2 s | 1.10 x |
| LSTM | $\mathrm{n} / \mathrm{a}$ | 0.881 | 81.7 s | 1 x |

Table 2.6: Testing time and accuracy on the AG news classification dataset. The maximum size of jumping $K$ is set to 40 for all the settings. The jumping level is character.

### 2.4.4 Sentence Level Automatic Question Answering with Children's Book Test dataset

The last task is automatic question answering, in which we aim to test the sentence level skimming of LSTM-Jump. We benchmark on the data set Children's Book Test (CBT) [65] ${ }_{4}^{8}$ In each document, there are 20 contiguous sentences (context) extracted from a children's book followed by a query sentence. A word of the query is deleted and the task is to select the best fit for this position from 10 candidates. Originally, there are four types of tasks according to the part of speech of the missing word, from which, we choose the most difficult two, i.e., the name entity (NE) and common noun (CN) as our focus, since simple language models can already achieve human-level performance for the other two types .

The models, LSTM or LSTM-Jump, firstly read the whole query, then the context sentences and finally output the predicted word. While LSTM reads everything, our jumping model would decide how many context sentences should skip after reading one sentence. Whenever a model finishes reading, the context and query are encoded in its hidden state $h_{\mathbf{0}}$, and the best answer from the candidate words has the same index that maximizes the following:

$$
\operatorname{softmax}\left(C W h_{\mathbf{o}}\right) \in \mathbb{R}^{10}
$$

where $C \in \mathbb{R}^{10 \times d}$ is the word embedding matrix of the 10 candidates and $W \in \mathbb{R}^{d \times \text { hidden_size }}$ is a trainable weight variable. Using such bilinear form to select answer basically follows the idea of Chen et al. [22], as it is shown to have good performance. The task is now distilled to a classification problem of 10 classes.

We either truncate or pad each context sentence, such that they all have length 20. The same preprocessing is applied to the query sentences except that the length is set as 30 . For both models, the number of layers is 2, the number of hidden units is 256 and the batch size is 32. Pretrained word2vec embeddings are again used and they are not adjusted during training. The maximum number of context sentences LSTM-Jump can skip per time is $K=5$ while the

[^4]number of total jumping is limited to $N=5$. We let the model jump after reading every sentence, so $R=1$ ( 20 words).

The result is reported in Table 2.7. The performance of LSTM-Jump is superior to LSTM in terms of both accuracy and efficiency under all settings in our experiments. In particular, the fastest LSTM-Jump configuration achieves a remarkable 6x speedup over LSTM, while also having respectively $1.4 \%$ and $4.4 \%$ higher accuracy in Children's Book Test - Named Entity and Children's Book Test - Common Noun.

| Model | $(R, N)$ | Accuracy | Time | Speedup |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Children's Book Test - Named Entity |  |  |  |  |  |  |  |  |  |
|  | $(1,5)$ | $\mathbf{0 . 4 6 8}$ | 40.9 s | 3.04 x |  |  |  |  |  |
| LSTM-Jump | $(1,3)$ | 0.464 | 30.3 s | 4.11 x |  |  |  |  |  |
|  | $(1,1)$ | 0.452 | $\mathbf{1 9 . 9 s}$ | $\mathbf{6 . 2 6 x}$ |  |  |  |  |  |
| LSTM |  |  |  |  |  | n/a | 0.438 | 124.5 s | 1 x |
| Children's Book Test - Common Noun |  |  |  |  |  |  |  |  |  |
|  | $(1,5)$ | 0.493 | 39.3 s | 3.09 x |  |  |  |  |  |
| LSTM-Jump | $(1,3)$ | 0.487 | 29.7 s | 4.09 x |  |  |  |  |  |
|  | $(1,1)$ | $\mathbf{0 . 4 9 7}$ | $\mathbf{1 9 . 8 s}$ | $\mathbf{6 . 1 4 x}$ |  |  |  |  |  |
| LSTM | $\mathrm{n} / \mathrm{a}$ | 0.453 | 121.5 s | 1 x |  |  |  |  |  |

Table 2.7: Testing time and accuracy on the Children's Book Test dataset. The maximum size of jumping $K$ is set to 5 for all the settings. The jumping level is sentence.

The dominant performance of LSTM-Jump over LSTM might be interpreted as follows. After reading the query, both LSTM and LSTM-Jump know what the question is. However, LSTM still has to process the remaining 20 sentences and thus at the very end of the last sentence, the long dependency between the question and output might become weak that the prediction is hampered. On the contrary, the question can guide LSTM-Jump on how to read selectively and stop early when the answer is clear. Therefore, when it comes to the output stage, the "memory" is both fresh and uncluttered that a more accurate answer is likely to be picked.

In the following, we show two examples of how the model reads the context given a query (bold face sentences are those read by our model in the increasing order). XXXXX is the missing word we want to fill. Note that due to truncation, a few sentences might look uncompleted.

Example 1 In the first example, the exact answer appears in the context multiple times, which makes the task relatively easy, as long as the reader has captured their occurrences.
(a) Query: 'XXXXX!
(b) Context:

## 1. said Big Klaus, and he ran off at once to Little Klaus.

2. 'Where did you get so much money from?'
3. 'Oh, that was from my horse-skin.
4. I sold it yesterday evening.'
5. 'That 's certainly a good price!'
6. said Big Klaus; and running home in great haste, he took an axe, knocked all his four
7. 'Skins!
8. skins!
9. Who will buy skins?'
10. he cried through the streets.
11. All the shoemakers and tanners came running to ask him what he wanted for them.'
12. A bushel of money for each,' said Big Klaus.
13. 'Are you mad?'
14. they all exclaimed.
15. 'Do you think we have money by the bushel?'
16. 'Skins!
17. skins!
18. Who will buy skins?'
19. he cried again, and to all who asked him what they cost, he answered,' A bushel
20. 'He is making game of us,' they said; and the shoemakers seized their yard measures and
(c) Candidates: Klaus $\mid$ Skins $\mid$ game $\mid$ haste $\mid$ head $\mid$ home $\mid$ horses $\mid$ money $\mid$ price $\mid$ streets
(d) Answer: Skins

The reading behavior might be interpreted as follows. The model tries to search for clues, and after reading sentence 8, it realizes that the most plausible answer is "Klaus" or "Skins", as they both appear twice. "Skins" is more likely to be the answer as it is followed by a "!". The model searches further to see if "Klaus!" is mentioned somewhere, but it only finds "Klaus" without "!" for the third time. After the last attempt at sentence 14, it is confident about the answer and stops to output with "Skins".

Example 2 In this example, the answer is illustrated by a word "nuisance" that does not show up in the context at all. Hence, to answer the query, the model has to understand the meaning of both the query and context and locate the synonym of "nuisance", which is not merely verbatim and thus much harder than the previous example. Nevertheless, our model is still able to make a right choice while reading much fewer sentences.
(a) Query: Yes, I call XXXXX a nuisance.
(b) Context:

1. But to you and me it would have looked just as it did to Cousin Myra - a very discontented
2. "I'm awfully glad to see you, Cousin Myra, "explained Frank carefully, "and your
3. But Christmas is just a bore - a regular bore."
4. That was what Uncle Edgar called things that didn't interest him, so that Frank felt pretty sure of
5. Nevertheless, he wondered uncomfortably what made Cousin Myra smile so queerly.

## 6. "Why, how dreadful!"

7. she said brightly.
8. "I thought all boys and girls looked upon Christmas as the very best time in the year."
9. "We don't, "said Frank gloomily.
10. "It's just the same old thing year in and year out.
11. We know just exactly what is going to happen.
12. We even know pretty well what presents we are going to get.
13. And Christmas Day itself is always the same.
14. We'll get up in the morning, and our stockings will be full of things, and half of
15. Then there 's dinner.
16. It 's always so poky.
17. And all the uncles and aunts come to dinner - just the same old crowd, every year, and
18. Aunt Desda always says, 'Why, Frankie, how you have grown!'
19. She knows I hate to be called Frankie.
20. And after dinner they'll sit round and talk the rest of the day, and that's all.
(c) Candidates: Christmas $\mid$ boys $\mid$ day $\mid$ dinner $\mid$ half $\mid$ interest $\mid$ rest $\mid$ stockings $\mid$ things $\mid$ uncles
(d) Answer: Christmas

The reading behavior can be interpreted as follows. After reading the query, our model realizes that the answer should be something like a nuisance. Then it starts to process the text. Once it hits sentence 3, it may begin to consider "Christmas" as the answer, since "bore" is a synonym of "nuisance". Yet the model is not $100 \%$ sure, so it continues to read, very conservatively - it does not jump for the next three sentences. After that, the model gains more confidence on the answer "Christmas" and it makes a large jump to see if there is something that can turn over the current hypothesis. It turns out that the last-read sentence is still talking about Christmas with a negative voice. Therefore, the model stops to take "Christmas" as the output.

### 2.5 Discussion

In this chapter, we focus on learning how to skim text for fast reading. In particular, we propose a "jumping" model that after reading every few tokens, it decides how many tokens should be skipped by sampling from a softmax. Such jumping behavior is modeled as a discrete decision making process, which can be trained by reinforcement learning algorithm such as REINFORCE. In four different tasks with six datasets (one synthetic and five real), we test the efficiency of the proposed method on various levels of text jumping, from character to word and then to sentence. The results indicate our model is several times faster than, while the accuracy is on par with the baseline LSTM model.

## Chapter 3

## Recurrency-Free Model for Fully Parallel Computation

### 3.1 Introduction

There has been a surge of recent interest in the tasks of machine reading comprehension and automated question answering. Over the past few years, significant progress has been made with end-to-end models showing promising results on many challenging datasets. The most successful models generally employ two key ingredients: (1) a recurrent model to process sequential inputs, and (2) an attention component to cope with long term interactions. A successful combination of these two ingredients is the Bidirectional Attention Flow (BiDAF) model by [164], which achieves strong results on the SQuAD dataset [147]. A weakness of these models is that they are often slow for both training and inference due to their recurrent nature, especially when applied to long sequences. The expensive training not only leads to high turnaround time for experimentation and limits researchers from rapid iteration, but also prevents the models from being trained on larger datasets. Meanwhile the slow inference prevents the machine comprehension systems from being deployed in real-time applications.

In this chapter, aiming to make the machine comprehension fast, we propose to remove the recurrent nature of these models. We instead exclusively use convolutions and self-attentions as the building blocks of encoders that separately encodes the query and the context. Then we learn the interactions between the context and the question by standard attentions [11, 164, 203]. The resulting representation is encoded again with our recurrence-free encoder before finally decoding to the probability of each position being the start or end of the answer span. We call the proposed architecture QANet, which is depicted in Figure 3.1 .

The key motivation behind the design of our model is the following: convolution captures the local structure of the text, while the self-attention learns the global interaction between each pair of words. The additional context-query attention is a standard module to construct the queryaware context vector for each position in the context paragraph, which is used in the subsequent modeling layers. The feed-forward nature of our architecture speeds up the model significantly. In our experiments on the SQuAD dataset, our model is $3 x$ to $13 x$ faster in training and $4 x$ to $9 x$ faster in inference. As a simple comparison, our model can achieve the same accuracy (F1 score
of 77.0) as BiDAF model [164] within 3 hours of training, which otherwise would take about 15 hours. The speed-up gain also allows us to train the model with more iterations to achieve better results than competitive models. For instance, if we allow our model to train for 18 hours, it achieves an F1 score of 82.7 on the dev set, which is much better than [164], and is on par with best published results.

Given that our model trains fast, we can train it with much more data than other models. To further improve the model, we propose a data augmentation technique to automatically generate more training data. This technique paraphrases the examples by translating the original sentences from English to another language and then back to English, which not only enhances the number of training instances but also improves the diversity of the phrases.

On the SQuAD dataset, QANet trained with data augmentation achieves an F1 score of 84.6 on the test set, which is significantly better than the best published result of 81.8 by [71]. We also conduct ablation test to assess the effectiveness of each component of the model. In summary, the contributions of the paper are as follows:

- We propose an efficient reading comprehension model that is exclusively built up of convolutions and self-attentions. This combination results in a good accuracy, while achieving $3 x$ to $13 x$ speedup in training time as opposed to the RNN counterparts. The speedup gain makes our model the most promising candidate for scaling up to larger datasets.
- We propose a novel data augmentation technique to enrich the training data via paraphrasing. When trained with data augmentation, our model achieves the state-of-the-art accuracy on question answering on SQuAD and TriviaQA datasets.


### 3.2 Related Work

Machine reading comprehension and automated question answering has become an important topic in the NLP domain. Their popularity can be attributed to an increase in publicly available annotated datasets, such as SQuAD [147], TriviaQA [79], CNN/Daily News [63], WikiReading [64], Children Book Test [65], etc. A great number of end-to-end neural network models have been proposed to tackle these challenges, including BiDAF [164], r-net [188], DCN [203], ReasoNet [172], Document Reader [23], Interactive AoA Reader [33] and Reinforced Mnemonic Reader [71].

Recurrent Neural Networks (RNNs) have featured predominatnly in Natural Language Processing in the past few years. The sequential nature of the text coincides with the design philosophy of RNNs, and hence their popularity. In fact, all the reading comprehension models mentioned above are based on RNNs. Despite being common, the sequential nature of RNN prevent parallel computation, as tokens must be fed into the RNN in order. Another drawback of RNNs is difficulty modeling long dependencies, although this is somewhat alleviated by the use of Gated Recurrent Unit [27] or Long Short Term Memory architectures [69]. For simple tasks such as text classification, with reinforcement learning techniques, models [210] have been proposed to skip irrelevant tokens to both further address the long dependencies issue and speed up the procedure. However, it is not clear if such methods can handle complicated tasks such as Q\&A. The reading comprehension task considered in this paper always needs to deal with long text, as the context paragraphs may be hundreds of words long. Recently, attempts have
been made to replace the recurrent networks by full convolution or full attention architectures [52, 82, 171, 183]. Those models have been shown to be not only faster than the RNN architectures, but also effective in other tasks, such as text classification, machine translation or sentiment analysis.

To the best of our knowledge, our paper is the first work to achieve both fast and accurate reading comprehension model, by discarding the recurrent networks in favor of feed forward architectures. Our paper is also the first to mix self-attention and convolutions, which proves to be empirically effective and achieves a significant gain of 2.7 F1. Note that [146] recently proposed to accelerate reading comprehension by avoiding bi-directional attention and making computation conditional on the search beams. Nevertheless, their model is still based on the RNNs and the accuracy is not competitive, with an EM 68.4 and F1 76.2. [193] also tried to build a fast Q\&A model by deleting the context-query attention module. However, it again relied on RNN and is thus intrinsically slower than ours. The elimination of attention further has sacrificed the performance (with EM 68.4 and F1 77.1).

Data augmentation has also been explored in natural language processing. For example, [218] proposed to enhance the dataset by replacing the words with their synonyms and showed its effectiveness in text classification. [146] suggested using type swap to augment the SQuAD dataset, which essentially replaces the words in the original paragraph with others with the same type. While it was shown to improve the accuracy, the augmented data has the same syntactic structure as the original data, so they are not sufficiently diverse. [223] improved the diversity of the SQuAD data by generating more questions. However, as reported by [188], their method did not help improve the performance. The data augmentation technique proposed in this paper is based on paraphrasing the sentences by translating the original text back and forth. The major benefit is that it can bring more syntactical diversity to the enhanced data.

### 3.3 The Model

In this section, we first formulate the reading comprehension problem and then describe the proposed model QANet: it is a feedforward model that consists of only convolutions and selfattention, a combination that is empirically effective, and is also a novel contribution of our work.

### 3.3.1 Problem Formulation

The reading comprehension task considered in this paper, is defined as follows. Given a context paragraph with $n$ words $C=\left\{c_{1}, c_{2}, \ldots, c_{n}\right\}$ and the query sentence with $m$ words $Q=$ $\left\{q_{1}, q_{2}, \ldots, q_{m}\right\}$, output a span $S=\left\{c_{i}, c_{i+1}, \ldots, c_{i+j}\right\}$ from the original paragraph $C$. In the following, we will use $x$ to denote both the original word and its embedded vector, for any $x \in C, Q$.

### 3.3.2 Model Overview

The high level structure of our model is similar to most existing models that contain five major components: an embedding layer, an embedding encoder layer, a context-query attention layer,
a model encoder layer and an output layer, as shown in Figure 3.1. These are the standard building blocks for most, if not all, existing reading comprehension models. However, the major differences between our approach and other methods are as follow: For both the embedding and modeling encoders, we only use convolutional and self-attention mechanism, discarding RNNs, which are used by most of the existing reading comprehension models. As a result, our model is much faster, as it can process the input tokens in parallel. Note that even though selfattention has already been used extensively in [183], the combination of convolutions and selfattention is novel, and is significantly better than self-attention alone and gives 2.7 F 1 gain in our experiments. The use of convolutions also allows us to take advantage of common regularization methods in ConvNets such as stochastic depth (layer dropout) [72], which gives an additional gain of 0.2 F 1 in our experiments.

In detail, our model consists of the following five layers:

1. Input Embedding Layer. We adopt the standard techniques to obtain the embedding of each word $w$ by concatenating its word embedding and character embedding. The word embedding is fixed during training and initialized from the $p_{1}=300$ dimensional pre-trained GloVe [141] word vectors, which are fixed during training. All the out-of-vocabulary words are mapped to an <UNK> token, whose embedding is trainable with random initialization. The character embedding is obtained as follows: Each character is represented as a trainable vector of dimension $p_{2}=200$, meaning each word can be viewed as the concatenation of the embedding vectors for each of its characters. The length of each word is either truncated or padded to 16 . We take maximum value of each row of this matrix to get a fixed-size vector representation of each word. Finally, the output of a given word $x$ from this layer is the concatenation $\left[x_{w} ; x_{c}\right] \in \mathbf{R}^{p_{1}+p_{2}}$, where $x_{w}$ and $x_{c}$ are the word embedding and the convolution output of character embedding of $x$ respectively. Following [164], we also adopt a two-layer highway network [180] on top of this representation. For simplicity, we also use $x$ to denote the output of this layer.
2. Embedding Encoder Layer. The encoder layer is a stack of the following basic building block: [convolution-layer $\times \#+$ self-attention-layer + feed-forward-layer], as illustrated in the upper right of Figure 3.1. We use depthwise separable convolutions [26] [80] rather than traditional ones, as we observe that it is memory efficient and has better generalization. The kernel size is 7 , the number of filters is $d=128$ and the number of conv layers within a block is 4 . For the self-attention-layer, we adopt the multi-head attention mechanism defined in [183] which, for each position in the input, called the query, computes a weighted sum of all positions, or keys, in the input based on the similarity between the query and key as measured by the dot product. The number of heads is 8 throughout all the layers. Each of these basic operations (conv/selfattention/ffn) is placed inside a residual block, shown lower-right in Figure 3.1. For an input $x$ and a given operation $f$, the output is $f(\operatorname{layernorm}(x))+x$, meaning there is a full identity path from the input to output of each block, where layernorm indicates layer-normalization proposed in [10]. The total number of encoder blocks is 1 . Note that the input of this layer is a vector of dimension $p_{1}+p_{2}=500$ for each individual word, which is immediately mapped to $d=128$ by a one-dimensional convolution. The output of this layer is a also of dimension $d=128$.


Figure 3.1: An overview of the QANet architecture (left) which has several Encoder Blocks. We use the same Encoder Block (right) throughout the model, only varying the number of convolutional layers for each block. We use layernorm and residual connection between every layer in the Encoder Block. We also share weights of the context and question encoder, and of the three output encoders. A positional encoding is added to the input at the beginning of each encoder layer consisting of $\sin$ and $\cos$ functions at varying wavelengths, as defined in [183]. Each sub-layer after the positional encoding (one of convolution, self-attention, or feed-forward-net) inside the encoder structure is wrapped inside a residual block.
3. Context-Query Attention Layer. This module is standard in almost every previous reading comprehension models such as [193] and [23]. We use $C$ and $Q$ to denote the encoded context and query. The context-to-query attention is constructed as follows: We first computer the similarities between each pair of context and query words, rendering a similarity matrix $S \in \mathbf{R}^{n \times m}$. We then normalize each row of $S$ by applying the softmax function, getting a matrix $\bar{S}$. Then the context-to-query attention is computed as $A=\bar{S} \cdot Q^{T} \in \mathbf{R}^{n \times d}$. The similarity function used here is the trilinear function [164]:

$$
f(q, c)=W_{0}[q, c, q \odot c],
$$

where $\odot$ is the element-wise multiplication and $W_{0}$ is a trainable variable.
Most high performing models additionally use some form of query-to-context attention, such as BiDaF [164] and DCN [203]. Empirically, we find that, the DCN attention can provide a little benefit over simply applying context-to-query attention, so we adopt this strategy. More concretely, we compute the column normalized matrix $\overline{\bar{S}}$ of $S$ by softmax function, and the query-to-context attention is $B=\bar{S} \cdot \overline{\bar{S}}^{T} \cdot C^{T}$.
4. Model Encoder Layer. Similar to [164], the input of this layer at each position is [ $c, a, c \odot$ $a, c \odot b]$, where $a$ and $b$ are respectively a row of attention matrix $A$ and $B$. The layer parameters are the same as the Embedding Encoder Layer except that convolution layer number is 2 within a block and the total number of blocks are 10 . We share weights between each of the 3 repetitions of the model encoder. So the total Model Encoder Layer has $10 \times(1+1+2) \times 3=120$ layers.
5. Output layer. This layer is task-specific. Each example in SQuAD is labeled with a span in the context containing the answer. We adopt the strategy of [164] to predict the probability of each position in the context being the start or end of an answer span. More specifically, the probabilities of the starting and ending position are modeled as

$$
p^{1}=\operatorname{softmax}\left(W_{1}\left[M_{0} ; M_{1}\right]\right), \quad p^{2}=\operatorname{softmax}\left(W_{2}\left[M_{0} ; M_{2}\right]\right),
$$

where $W_{1}$ and $W_{2}$ are two trainable variables and $M_{0}, M_{1}, M_{2}$ are respectively the outputs of the three model encoders, from bottom to top. The score of a span is the product of its start position and end position probabilities. Finally, the objective function is defined as the negative sum of the log probabilities of the predicted distributions indexed by true start and end indices, averaged over all the training examples:

$$
L(\theta)=-\frac{1}{N} \sum_{i}^{N}\left[\log \left(p_{y_{i}^{1}}^{1}\right)+\log \left(p_{y_{i}^{2}}^{2}\right)\right]
$$

where $y_{i}^{1}$ and $y_{i}^{2}$ are respectively the groundtruth starting and ending position of example $i$, and $\theta$ contains all the trainable variables. The proposed model can be customized to other comprehension tasks, e.g. selecting from the candidate answers, by changing the output layers accordingly.

Combining all the five components, our model has over 130 layers, which is by far the deepest neural network for NLP.

Inference. At inference time, the predicted span $(s, e)$ is chosen such that $p_{s}^{1} p_{e}^{2}$ is maximized and $s \leq e$. Standard dynamic programming can obtain the result with linear time.

### 3.4 Data Augmentation by Backtranslation

Since our QAnet model trains fast, we consider training the model using additional automatically generated data. We enrich the training dataset by using a simple data augmentation technique described here. The key idea is to use two machine translation models, one from English to French (or any other pivot language) and another from French back to English, to obtain paraphrases of the text inputs. This general approach helps automatically increasing the amount of training data for any natural language task including the reading comprehension task considered here. With more training data, we expect to enable better regularization of the models. The data augmentation process is illustrated in Figure 3.2 with French as the pivot language.

In this work, we make use of the attention-based neural machine translation (NMT) models [11, 107], which have demonstrated excellent translation quality [198], as the core components of the data augmentation pipeline. Specifically, we utilize the publicly available code ${ }^{-1}$

[^5]provided by Luong et al. [108], which replicates the Google's NMT (GNMT) systems [198]. We train 4-layer GNMT models on the public WMT data for both English-French ${ }^{2}$ ( 36 M sentence pairs) and English-German $]^{3}$ ( 4.5 M sentence pairs). All data have been tokenized and split into subword units as described in [108]. All models share the same hyperparameters $\$^{4}$ and are trained with different numbers of steps, 2M for English-French and 340K for English-German. Our English-French systems achieve 36.7 BLEU on newstest2014 for translation to French and 35.9 BLEU for the reverse direction. Our English-German model achieves 27.6 BLEU on newstest2014 for translation to German and 29.9 BLEU for the reverse direction.


Figure 3.2: An illustration of the data augmentation process with French as the pivot language. Let $k$ denote the beam width, which represents the number of translations generated by the NMT system in each phase. In total for a given English input, we will generate $k^{2}$ paraphrases.

Assuming that French is our pivot language, our paraphrase process works as follows. First, we feed an input sequence into the beam decoder of an English-to-French model to obtain $k$ French translations. Each of the French translations is then passed through the beam decoder of a reversed translation model to obtain a total of $k^{2}$ paraphrases of the input sequence.

While the concept of backtranslation has been introduced before, it is often used to improve machine translation Sennrich et al. [163] or to enable intrinsic paraphrase evaluations Mallinson et al. [114], Wieting et al. [195]. Our approach is a novel application of backtranslation to enrich the training data for down-stream NLP tasks, in this case, question answering (Q\&A). The independent work of [44] also uses paraphrasing techniques to improve $\mathrm{Q} \& A$, but, they only paraphrase questions and did not consider the data augmentation aspects that we leverage in this paper.

Handling SQuAD Documents and Answers. We now discuss our specific procedure for the SQuAD dataset, which is essential for the best performance gains. Remember that each training example of SQuAD is a triple of $(d, q, a)$ in which document $d$ is a multi-sentence paragraph that

[^6]includes the answer $a$. When paraphrasing, we keep the question $q$ unchanged (to avoid accidentally changing its meaning) and generate new triples of ( $d^{\prime}, q, a^{\prime}$ ) such that the new document $d^{\prime}$ has the new answer $a^{\prime}$ in it. The procedure happens in two steps: (i) document paraphrasing paraphrase $d$ into $d^{\prime}$ and (b) answer extraction - extract $a^{\prime}$ from $d^{\prime}$ that closely matches $a$.

For document paraphrasing, we first split the paragraphs into sentences and paraphrase individual sentences independently. We use $k=5$, so each sentence has 25 paraphrases. A new document $d^{\prime}$ is formed by simply replacing each sentence in $d$ with a randomly selected paraphrase. An obvious issue with this simple approach is that the original answer $a$ might no longer appear in $d^{\prime}$.

Our answer extraction process addresses the aforementioned issue. Let $s$ be the original sentence that contains the original answer $a$ and $s^{\prime}$ be its paraphrase. We identify the newlyparaphrased answer with simple heuristics as follows. Character-level 2-gram scores are computed between each word in $s^{\prime}$ and the start / end words of $a$ to find start and end positions of possible answers in $s^{\prime}$. Among all candidate paraphrased answer, the one with the highest character 2-gram score with respect to $a$ is selected as the new answer $a^{\prime}$. Table 3.1] shows an example of the new answer found by this process ${ }^{5}$

|  | Sentence that contains an answer | Answer |
| :--- | :--- | :--- |
| Original | All of the departments in the College of Science <br> offer PhD programs, except for the Department <br> of Pre-Professional Studies. | Department of Pre- <br> Professional Studies |
| Paraphrase | All departments in the College of Science offer <br> PHD programs with the exception of the Depart- <br> ment of Preparatory Studies. | Department of <br> Preparatory Stud- <br> ies |

Table 3.1: Comparison between answers in original sentence and paraphrased sentence.

The quality and diversity of paraphrases impact the effectiveness of the data augmentation method. We believe it is still possible to improve the quality and diversity of our method. One can improve the quality by using better translation models. For example, we find that paraphrases much longer than our models' maximum sequence length during training to have coverage issues. The diversity can be improved by sampling from translation models rather than beam search and paraphrasing questions and answers in the dataset as well. In addition, we can combine this method with other data augmentation methods, such as the type swap method [146], to acquire more diversity in paraphrases.

In our experiments, we observe that the proposed data augmentation can result in a significant accuracy improvement. We believe that this technique is applicable to other supervised natural language processing tasks, especially when the training dataset is small or the model is big.

[^7]
### 3.5 Experiments

In this section, we conduct experiments to study the performance of our model and the data augmentation technique. We will primarily benchmark our model on the SQuAD dataset [147], considered to be one of the most competitive datasets in Q\&A. We also conduct similar studies on TriviaQA [79], another Q\&A dataset, to show that the effectiveness and efficiency of our model are general.

### 3.5.1 Experiments on SQuAD

## Dataset and Experimental Settings

Dataset. We consider the Stanford Question Answering Dataset (SQuAD) [147] for machine reading comprehension $]^{6}$ SQuAD contains 107.7 K query-answer pairs, with 87.5 K for training, 10.1 K for validation, and another 10.1 K for testing. The typical length of the paragraphs is around 250 while the question is of 10 tokens although there are exceptionally long cases. Only the training and validation data are publicly available, while the test data is hidden that one has to submit the code to a Codalab and work with the authors of [147] to retrieve the final test score. In our experiments, we report the test set result of our best single model. .7 For further analysis, we only report the performance on the validation set, as we do not want to probe the unseen test set by frequent submissions. According to the observations from our experiments and previous works, such as [23, 164, 188, 203], the validation score is well correlated with the test score.

Data Preprocessing. We use the NLTK tokenizer to preprocess the data..$^{8}$ The maximum context length is set to 400 and any paragraph longer than that would be discarded. During training, we batch the examples by length and dynamically pad the short sentences with special symbol $<$ PAD $>$. The maximum answer length is set to 30 . We use the pretrained $300-\mathrm{D}$ word vectors GLoVe [141], and all the out-of-vocabulary words are replace with <UNK>, whose embedding is updated during training. Each character embedding is randomly initialized as a 200-D vector, which is updated in training as well. We generate two additional augmented datasets obtained from Section 3.4 , which contain 140 K and 240 K examples and are denoted as "data augmentation $\times 2$ " and "data augmentation $\times 3$ " respectively, including the original data.

Training details. We employ two types of standard regularizations. First, we use L2 weight decay on all the trainable variables, with parameter $\lambda=3 \times 10^{-7}$. We additionally use dropout on word, character embeddings and between layers, where the word and character dropout rates are 0.1 and 0.05 respectively, and the dropout rate between every two layers is 0.1 . We also adopt the stochastic depth method (layer dropout) [72] within each embedding or model encoder

[^8]layer, where sublayer $l$ has survival probability $p_{l}=1-\frac{l}{L}\left(1-p_{L}\right)$ where $L$ is the last layer and $p_{L}=0.9$.

The hidden size and the convolution filter number are all 128 , the batch size is 32 , training steps are 150 K for original data, 250 K for "data augmentation $\times 2$ ", and 340 K for "data augmentation $\times 3$ ". The numbers of convolution layers in the embedding and modeling encoder are 4 and 2 , kernel sizes are 7 and 5 , and the block numbers for the encoders are 1 and 7 , respectively.

We use the ADAM optimizer [83] with $\beta_{1}=0.8, \beta_{2}=0.999, \epsilon=10^{-7}$. We use a learning rate warm-up scheme with an inverse exponential increase from 0.0 to 0.001 in the first 1000 steps, and then maintain a constant learning rate for the remainder of training. Exponential moving average is applied on all trainable variables with a decay rate 0.9999 .

Finally, we implement our model in Python using Tensorflow [1] and carry out our experiments on an NVIDIA p100 GPU ${ }^{9}$

## Results

Accuracy. The F1 and Exact Match (EM) are two evaluation metrics of accuracy for the model performance. F1 measures the portion of overlap tokens between the predicted answer and groundtruth, while exact match score is 1 if the prediction is exactly the same as groundtruth or 0 otherwise. We show the results in comparison with other methods in Table 3.2. To make a fair and thorough comparison, we both report both the published results in their latest papers/preprints and the updated but not documented results on the leaderboard. We deem the latter as the unpublished results. As can be seen from the table, the accuracy (EM/F1) performance of our model is on par with the state-of-the-art models. In particular, our model trained on the original dataset outperforms all the documented results in the literature, in terms of both EM and F1 scores (see second column of Table 3.2). When trained with the augmented data with proper sampling scheme, our model can get significant gain 1.5/1.1 on EM/F1. Finally, our result on the official test set is $76.2 / 84.6$, which significantly outperforms the best documented result 73.2/81.8. If we build our model on top of the contextual embedding ELMo [142] and CoVe [117], we can get an even higher accuracy 82.5/89.3. Finally, the ensemble of 14 QANet with different initializations and numbers of layers can achieve $84.5 / 90.5$ on EM/F1, which is the best performance on the leaderboard from March to September 2018 until BERT model [43] came out. Notably, QANet is among the first batch of models that exceed the human performance on EM (82.3).

Speedup over RNNs. To measure the speedup of our model against the RNN models, we also test the corresponding model architecture with each encoder block replaced with a stack of bidirectional LSTMs as is used in most existing models. Specifically, each (embedding and model) encoder block is replaced with a 1, 2, or 3 layer Bidirectional LSTMs respectively, as such layer numbers fall into the usual range of the reading comprehension models [23]. All of these LSTMs have hidden size 128. The results of the speedup comparison are shown in

[^9]Table 3.3. We can easily see that our model is significantly faster than all the RNN based models and the speedups range from 3 to 13 times in training and 4 to 9 times in inference.

Speedup over BiDAF model. In addition, we also use the same hardware (a NVIDIA p100 GPU) and compare the training time of getting the same performance between our model and the BiDAF mode $\sqrt{13}$ [164], a classic RNN-based model on SQuAD. We mostly adopt the default settings in the original code to get its best performance, where the batch sizes for training and inference are both 60 . The only part we changed is the optimizer, where Adam with learning 0.001 is used here, as with Adadelta we got a bit worse performance. The result is shown in Table 3.4 which shows that our model is 4.3 and 7.0 times faster than BiDAF in training and inference speed. Besides, we only need one fifth of the training time to achieve BiDAF's best F1 score (77.0) on dev set.

## Ablation Study and Analysis

We conduct ablation studies on components of the proposed model, and investigate the effect of augmented data. The validation scores on the development set are shown in Table 3.5. As can be seen from the table, the use of convolutions in the encoders is crucial: both F1 and EM drop drastically by almost 3 percent if it is removed. Self-attention in the encoders is also a necessary component that contributes $1.4 / 1.3$ gain of $E M / F 1$ to the ultimate performance. We interpret these phenomena as follows: the convolutions capture the local structure of the context while the self-attention is able to model the global interactions between text. Hence they are complimentary to but cannot replace each other. The use of separable convolutions in lieu of tradition convolutions also has a prominent contribution to the performance, which can be seen by the slightly worse accuracy caused by replacing separable convolution with normal convolution.

The Effect of Data Augmentation. We additionally perform experiments to understand the values of augmented data as their amount increases. As the last block of rows in the table shows, data augmentation proves to be helpful in further boosting performance. Making the training data twice as large by adding the En-Fr-En data only (ratio $1: 1$ between original training data and augmented data, as indicated by row "data augmentation $\times 2$ (1:1:0)") yields an increase in the F1 by 0.5 percent. While adding more augmented data with French as a pivot does not provide performance gain, injecting additional augmented data En-De-En of the same amount brings another 0.2 improvement in F1, as indicated in entry "data augmentation $\times 3$ (1:1:1)". We may attribute this gain to the diversity of the new data, which is produced by the translator of the new language.

The Effect of Sampling Scheme. Although injecting more data beyond $\times 3$ does not benefit the model, we observe that a good sampling ratio between the original and augmented data during training can further boost the model performance. In particular, when we increase the sampling weight of augmented data from (1:1:1) to ( $1: 2: 1$ ), the EM/F1 performance drops by $0.5 / 0.3$. We conjecture that it is due to the fact that augmented data is noisy because of the back-translation,
${ }^{13}$ The code is directly downloaded fromhttps://github.com/allenai/bi-att-flow
so it should not be the dominant data of training. We confirm this point by increasing the ratio of the original data from (1:2:1) to (2:2:1), where $0.6 / 0.5$ performance gain on EM/F1 is obtained. Then we fix the portion of the augmented data, and search the sample weight of the original data. Empirically, the ratio (3:1:1) yields the best performance, with $1.5 / 1.1$ gain over the base model on EM/F1. This is also the model we submitted for test set evaluation.

Error Analysis. Although our ensemble model has achieved the so-called human performance on the EM metric, we are still interested in investigating what kind of wrong predictions QANet makes to further improve the model. Here we pick out a representative case in Table 3.6. In this example, the question is "What year marked the lowest ratings for the drama Lost?". We train 14 QANet variants with different initializations and numbers of layers, all of which make the same wrong prediction. We can see that QANet is able to find a number corresponding to a year, but this number is wrong. Actually, QANet seems to first locate the term "lowest ratings" appearing in both the question and the context, and then pick the number closest to the term in the context as the predicted answer. That probably tells the fact that QANet is essentially doing simple pattern matching and it might not truly "understand" the question. Therefore, it can be easily misled.

To address those issues, we might need to either inject the hand-crafted co-reference features or impose multi-task objectives on the pretraining such as ELMo and BERT. However, such modifications might also introduce bias to the model, resulting in other issues. Hence, it could be an interesting future work to examine the trade-offs.

## Robustness Study

In the following, we conduct experiments on the adversarial SQuAD dataset [77] to study the robustness of the proposed model. In this dataset, one or more sentences are appended to the original SQuAD context of test set, to intentionally mislead the trained models to produce wrong answers. However, the model is agnostic to those adversarial examples during training. We focus on two types of misleading sentences, namely, AddSent and AddOneSent. AddSent generates sentences that are similar to the question, but not contradictory to the correct answer, while AddOneSent adds a random human-approved sentence that is not necessarily related to the context.

The model in use is exactly the one trained with the original SQuAD data (the one getting 84.6 F1 on test set), but now it is submitted to the adversarial server for evaluation. The results are shown in Table 3.7, where the F1 scores of other models are all extracted from [77]. ${ }^{14}$ Again, we only compare the performance of single models. From Table 3.7, we can see that our model is on par with the state-of-the-art model Mnemonic, while significantly better than other models by a large margin. The robustness of our model is probably because it is trained with augmented data. The injected noise in the training data might not only improve the generalization of the model but also make it robust to the adversarial sentences.
${ }^{14}$ Only F1 scores are reported in [77]

### 3.5.2 Experiments on TriviaQA

In this section, we test our model on another dataset TriviaQA [79], which consists of 650 K context-query-answer triples. There are 95 K distinct question-answer pairs, which are authored by Trivia enthusiasts, with 6 evidence documents (context) per question on average, which are either crawled from Wikipedia or Web search. Compared to SQuAD, TriviaQA is more challenging in that: 1) its examples have much longer context ( 2895 tokens per context on average) and may contain several paragraphs, 2) it is much noisier than SQuAD due to the lack of human labeling, 3 ) it is possible that the context is not related to the answer at all, as it is crawled by key words.

In this paper, we focus on testing our model on the subset consisting of answers from Wikipedia. According to the previous work [71, 79, 136], the same model would have similar performance on both Wikipedia and Web, but the latter is five time larger. To keep the training time manageable, we omit the experiment on Web data.

Due to the multi-paragraph nature of the context, researchers also find that simple hierarchical or multi-step reading tricks, such as first predicting which paragraph to read and then apply models like BiDAF to pinpoint the answer within that paragraph [29], can significantly boost the performance on TriviaQA. However, in this paper, we focus on comparing with the singleparagraph reading baselines only. We believe that our model can be plugged into other multiparagraph reading methods to achieve the similar or better performance, but it is out of the scope of this paper.

The Wikipedia sub-dataset contains around 92 K training and 11 K development examples. The average context and question lengths are 495 and 15 respectively. In addition to the full development set, the authors of [79] also pick a verified subset that all the contexts inside can answer the associated questions. As the text could be long, we adopt the data processing similar to [71, 79]. In particular, for training and validation, we randomly select a window of length 256 and 400 encapsulating the answer respectively. All the remaining setting are the same as SQuAD experiment, except that the training steps are set to 120 K .

Accuracy. The accuracy performance on the development set is shown in Table 3.8. Again, we can see that our model outperforms the baselines in terms of F1 and EM on Full development set, and is on par with the state-of-the-art on the Verified dev set.

Speedup over RNNs. In addition to accuracy, we also benchmark the speed of our model against the RNN counterparts. As Table 3.9 shows, not surprisingly, our model has 3 to 11 times speedup in training and 3 to 9 times acceleration in inference, similar to the finding in SQuAD.

### 3.6 Discussion

In this chapter, we propose a fast and accurate end-to-end model, QANet, for machine reading comprehension. Our core innovation is to completely remove the recurrent networks in the encoder. The resulting model is fully feedforward, composed entirely of separable convolutions, attention, linear layers, and layer normalization, which is suitable for parallel computation. The
resulting model is both fast and accurate: It surpasses the best published results on SQuAD dataset while up to 13/9 times faster than a competitive recurrent models for a training/inference iteration. Additionally, we find that we are able to achieve significant gains by utilizing data augmentation consisting of translating context and passage pairs to and from another language as a way of paraphrasing the questions and contexts.

|  | Published ${ }^{10}$ | LeaderBoard ${ }^{11}$ |
| :---: | :---: | :---: |
| Single Model | EM / F1 | EM / F1 |
| LR Baseline ${ }^{a}$ | 40.4 / 51.0 | 40.4 / 51.0 |
| Dynamic Chunk Reader ${ }^{\text {b }}$ | 62.5 / 71.0 | 62.5 / 71.0 |
| Match-LSTM with Ans-Ptr ${ }^{\text {c }}$ | 64.7 / 73.7 | 64.7 / 73.7 |
| Multi-Perspective Matching ${ }^{d}$ | 65.5 / 75.1 | 70.4 / 78.8 |
| Dynamic Coattention Networks ${ }^{e}$ | 66.2 / 75.9 | 66.2 / 75.9 |
| FastQA ${ }^{f}$ | 68.4 / 77.1 | 68.4 / 77.1 |
| $\mathrm{BiDAF}^{g}$ | 68.0 / 77.3 | 68.0 / 77.3 |
| SEDT ${ }^{h}$ | 68.1 / 77.5 | 68.5 / 78.0 |
| RaSoR ${ }^{i}$ | 70.8 / 78.7 | 69.6 / 77.7 |
| FastQAExt ${ }^{j}$ | 70.8 / 78.9 | 70.8 / 78.9 |
| ReasoNet ${ }^{k}$ | 69.1 / 78.9 | 70.6 / 79.4 |
| Document Reader ${ }^{l}$ | 70.0 / 79.0 | 70.7 / 79.4 |
| Ruminating Reader ${ }^{m}$ | 70.6 / 79.5 | 70.6 / 79.5 |
| jNet ${ }^{n}$ | 70.6 / 79.8 | 70.6 / 79.8 |
| Conductor-net | N/A | 72.6 / 81.4 |
| Interactive AoA Reader ${ }^{\circ}$ | N/A | 73.6 / 81.9 |
| Reg-RaSoR | N/A | 75.8 / 83.3 |
| DCN+ | N/A | 74.9 / 82.8 |
| AIR-FusionNet | N/A | 76.0 / 83.9 |
| $\mathrm{R}-\mathrm{Net}^{p}$ | 72.3 / 80.7 | $76.5 / 84.3$ |
| BiDAF + Self Attention + ELMo | N/A | $77.9 / 85.3$ |
| Reinforced Mnemonic Reader ${ }^{q}$ | 73.2 / 81.8 | 73.2 / 81.8 |
| Dev set: QANet | 73.6 / 82.7 | N/A |
| Dev set: QANet + data augmentation $\times 2$ | 74.5 / 83.2 | N/A |
| Dev set: QANet + data augmentation $\times 3$ | 75.1 / 83.8 | N/A |
| Test set: QANet + data augmentation $\times 3$ | 76.2 / 84.6 | 76.2 / 84.6 |
| Test set: QANet + data augmentation $\times 3+$ ELMo +CoVe | $82.5 / 89.3{ }^{12}$ | 82.5 / 89.3 |
| Test set: Ensemble of 14 QANets + ELMo + CoVe | 84.5 / 90.5 | 84.5 / 90.5 |
| Test set: Human Performance | 82.3 / 91.2 | 82.3 / 91.2 |

Table 3.2: The performances of different models on SQuAD dataset. Models references: a.[147], b.[213], c.[187], d.[190] , e.[203], f.[193], g.[164], h.[105], i.[95], j.[193], k.[172], 1.[23], m.[53]], n.[217], o.[33], p.[188], q.[71].

|  | QANet | RNN-1-128 | Speedup | RNN-2-128 | Speedup | RNN-3-128 | Speedup |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Training | $\mathbf{3 . 2}$ | 1.1 | $\mathbf{2 . 9 x}$ | 0.34 | $\mathbf{9 . 4 x}$ | 0.24 | $\mathbf{1 3 . 3 x}$ |
| Inference | $\mathbf{8 . 1}$ | 2.2 | $\mathbf{3 . 7 x}$ | 1.3 | $\mathbf{6 . 2 x}$ | 0.92 | $\mathbf{8 . 8 x}$ |

Table 3.3: Speed comparison between our model and RNN-based models on SQuAD dataset, all with batch size 32 . RNN $-x-y$ indicates an RNN with $x$ layers each containing $y$ hidden units. Here, we use bidirectional LSTM as the RNN. The speed is measured by batches/second, so higher is faster.

|  | Train time to get 77.0 F1 on Dev set | Train speed | Inference speed |
| :---: | :---: | :---: | :---: |
| QANet | 3 hours | 102 samples/s | 259 samples/s |
| BiDAF | 15 hours | 24 samples $/ \mathrm{s}$ | 37 samples $/ \mathrm{s}$ |
| Speedup | $\mathbf{5 . 0 x}$ | $\mathbf{4 . 3 x}$ | $\mathbf{7 . 0 x}$ |

Table 3.4: Speed comparison between our model and BiDAF [164] on SQuAD dataset.

|  | EM / F1 | Difference to Base Model <br> EM $/$ F1 |
| :--- | :---: | :---: |
| Base QANet | $73.6 / 82.7$ |  |
| - convolution in encoders | $70.8 / 80.0$ | $-2.8 /-2.7$ |
| - self-attention in encoders | $72.2 / 81.4$ | $-1.4 /-1.3$ |
| replace sep convolution with normal convolution | $72.9 / 82.0$ | $-0.7 /-0.7$ |
| + data augmentation $\times 2(1: 1: 0)$ | $74.5 / 83.2$ | $+0.9 /+0.5$ |
| + data augmentation $\times 3(1: 1: 1)$ | $74.8 / 83.4$ | $+1.2 /+0.7$ |
| + data augmentation $\times 3(1: 2: 1)$ | $74.3 / 83.1$ | $+0.7 /+0.4$ |
| + data augmentation $\times 3(2: 2: 1)$ | $74.9 / 83.6$ | $+1.3 /+0.9$ |
| + data augmentation $\times 3(2: 1: 1)$ | $75.0 / 83.6$ | $+1.4 /+0.9$ |
| + data augmentation $\times 3(3: 1: 1)$ | $\mathbf{7 5 . 1 / 8 3 . 8}$ | $\mathbf{+ 1 . 5 / + \mathbf { 1 . 1 }}$ |
| + data augmentation $\times 3(4: 1: 1)$ | $75.0 / 83.6$ | $+1.4 /+0.9$ |
| + data augmentation $\times 3(5: 1: 1)$ | $74.9 / 83.5$ | $+1.3 /+0.8$ |

Table 3.5: An ablation study of data augmentation and other aspects of our model. The reported results are obtained on the development set. For rows containing entry "data augmentation", " $\times N$ " means the data is enhanced to $N$ times as large as the original size, while the ratio in the bracket indicates the sampling ratio among the original, English-French-English and English-German-English data during training.

| Context | The network began running into some trouble in the ratings by 2010. That year, the sixth <br> and final season of Lost became the drama's lowest-rated season since its debut in 2004 $\ldots$ |
| :---: | :--- |
| Question | What year marked the lowest ratings for the drama Lost? |
| Ground truth | 2010 |
| Prediction | 2004 |

Table 3.6: Error analysis on SQuAD.

| Single Model | AddSent | AddOneSent |
| :--- | :---: | :---: |
| Logistic $^{a}$ | 23.2 | 30.4 |
| Match $^{b}$ | 27.3 | 39.0 |
| SEDT $^{c}$ | 33.9 | 44.8 |
| DCR $^{d}$ | 37.8 | 45.1 |
| BiDAF $^{e}$ | 34.3 | 45.7 |
| jNet $^{f}$ | 37.9 | 47.0 |
| Ruminating $^{g}$ | 37.4 | 47.7 |
| RaSOR $^{h}$ | 39.5 | 49.5 |
| MPCM $^{i}$ | 40.3 | 50.0 |
| ReasoNet $^{j}$ | 39.4 | 50.3 |
| Mnemonic $^{k}$ | $\mathbf{4 6 . 6}$ | $\mathbf{5 6 . 0}$ |
| QANet $^{2}$ | 45.2 | 55.7 |

Table 3.7: The F1 scores on the adversarial SQuAD test set. Model references: a.[147], b.[187], c.[105], d.[213], e.[164], f.[217], g.[53]], h.[95], i.[190], j.[172], k.[71].

|  | Full | Verified |
| :--- | :---: | :---: |
| Single Model | EM / F1 | EM / F1 |
| Random $^{a}$ | $12.7 / 22.5$ | $13.8 / 23.4$ |
| Classifier $^{b}$ | $23.4 / 27.7$ | $23.6 / 27.9$ |
| BiDAF $^{c}$ | $40.3 / 45.7$ | $46.5 / 52.8$ |
| MEMEN $^{d}$ | $43.2 / 46.9$ | $49.3 / 55.8$ |
| M-Reader $^{e}$ | $46.9 / 52.9^{*}$ | $54.5 / 59.5^{*}$ |
| QANet $^{\text {Q1.1/56.6 }}$ | $53.3 / 59.2$ |  |

Table 3.8: The development set performances of different single-paragraph reading models on the Wikipedia domain of TriviaQA dataset. Note that * indicates the result on test set. Model references: a.[79], b.[79], c.[164], d.[136], e.[71].

|  | QANet | RNN-1-128 | Speedup | RNN-2-128 | Speedup | RNN-3-128 | Speedup |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Training | $\mathbf{1 . 8}$ | 0.41 | $\mathbf{4 . 4 x}$ | 0.20 | $\mathbf{9 . 0 x}$ | 0.11 | $\mathbf{1 6 . 4 x}$ |
| Inference | $\mathbf{3 . 2}$ | 0.89 | $\mathbf{3 . 6 x}$ | 0.47 | $\mathbf{6 . 8 x}$ | 0.26 | $\mathbf{1 2 . 3 x}$ |

Table 3.9: Speed comparison between the proposed model and RNN-based models on TriviaQA Wikipedia dataset, all with batch size 32 . RNN- $x-y$ indicates an RNN with $x$ layers each containing $y$ hidden units. The RNNs used here are bidirectional LSTM. The processing speed is measured by batches/second, so higher is faster.

## Part II

## Efficient Algorithms for Large Scale Optimization

## Chapter 4

# Normalized Gradient Method for Training Deep Neural Networks 

### 4.1 Introduction

Continuous optimization is a core technique for training non-convex sophisticated machine learning models such as deep neural networks [15]. Compared to convex optimization where a global optimal solution is expected, non-convex optimization usually aims to find a stationary point or a local optimal solution of an objective function by iterative algorithms. Among a large volume of optimization algorithms, first-order methods, which only iterate with the gradient information of objective functions, are widely used due to its relatively low requirement on memory space and computation time, compared to higher order algorithms. In many machine learning scenarios with large amount of data, the full gradient is still expensive to obtain, and hence the unbiased stochastic version will be adopted, as it is even more computationally efficient.

In this chapter, we are particularly interested in solving the deep neural network training problems with stochastic first order methods. Compared to other non-convex problems, deep neural network training additionally has the following challenge: gradient may be vanishing and/or exploding. More specifically, due to the chain rule (a.k.a. backpropagation), the original gradient in the low layers will become very small or very large because of the multiplicative effect of the gradients from the upper layers, which is usually all smaller or larger than 1. As the number of layers in the neural network increases, the phenomenon of vanishing or exploding gradients becomes more severe such that the iterative solution will converge slowly or diverge quickly.

We aim to alleviate this problem by block-wise stochastic gradient normalization, which is constructed via dividing the stochastic gradient by its norm. Here, each block essentially contains the variables of one layer in a neural network, so it can also be interpreted as layer-wise gradient normalization. Compared to the regular gradient, normalized gradient only provides an updating direction but does not incorporate the local steepness of the objective through its magnitude, which helps to control the change of the solution through a well-designed step length. Intuitively, as it constrains the magnitude of the gradient to be 1 (or a constant), it should to some extent prevent the gradient vanishing or exploding phenomenon. In fact, as showed in
[59, 97], normalized gradient descent (NGD) methods are more numerically stable and have better theoretical convergence properties than the regular gradient descent method in non-convex optimization.

Once the updating direction is determined, step size (learning rate) is the next important component in the design of first-order methods. While for convex problems there are some well studied strategies to find a stepsize ensuring convergence, for non-convex optimization, the choice of step size is more difficult and critical as it may either enlarge or reduce the impact of the aforementioned vanishing or exploding gradients.

Among different choices of step sizes, the constant or adaptive feature-dependent step sizes are widely adopted. On one hand, stochastic gradient descent (SGD) + momentum + constant step size has become the standard choice for training feed-forward networks such as Convolution Neural Networks (CNN). Ad-hoc strategies like decreasing the step size when the validation curve plateaus are well adopted to further improve the generalization quality. On the other hand, different from the standard step-size rule which multiplies a same number to each coordinate of gradient, the adaptive feature-dependent step-size rule multiplies different numbers to coordinates of gradient so that different parameters in the learning model can be updated in different paces. For example, the adaptive step size invented by [47] is constructed by aggregating each coordinates of historical gradients. As discussed by [47], this method can dynamically incorporate the frequency of features in the step size so that frequently occurring coordinates will have a small step sizes while infrequent features have long ones. The similar adaptive step size is proposed in [83] but the historical gradients are integrated into feature-dependent step size by a different weighting scheme.

In this chapter, we propose a generic framework using the mini-batch stochastic normalized gradient as the updating direction (like [59, 97]) and the step size is either constant or adaptive to each coordinate as in [47, 83]. Our framework starts with computing regular mini-batch stochastic gradient, which is immediately normalized layer-wisely. The normalized version is then plugged in the constant stepsize with occasional decay, such as SGD+momentum, or the adaptive step size methods, such as Adam [83] and AdaGrad [47]. The numerical results shows that normalized gradient always helps to improve the performance of the original methods especially when the network structure is deep. It seems to be the first thorough empirical study on various types of neural networks with this normalized gradient idea. Besides, although we focus our empirical studies on deep learning where the objective is highly non-convex, we also provide a convergence proof under this framework when the problem is convex and the stepsize is adaptive in the appendix. The convergence under the non-convex case will be a very interesting and important future work.

### 4.2 Related Work

A pioneering work on normalized gradient descent (NGD) method was by Nesterov [127] where it was shown that NGD can find a $\epsilon$-optimal solution within $O\left(\frac{1}{\epsilon^{2}}\right)$ iterations when the objective function is differentiable and quasi-convex. Kiwiel [84] and Hazan et al [59] extended NGD for upper semi-continuous (but not necessarily differentiable) quasi-convex objective functions and local-quasi-convex objective functions, respectively, and achieved the same iteration complexity.

Moreover, Hazan et al [59] showed that NGD's iteration complexity can be reduced to $O\left(\frac{1}{\epsilon}\right)$ if the objective function is local-quasi-convex and locally-smooth. A stochastic NGD algorithm is also proposed by Hazan et al [59] which, if a mini-batch is used to construct the stochastic normalized gradient in each iteration, finds $\epsilon$-optimal solution with a high probability for locally-quasi-convex functions within $O\left(\frac{1}{\epsilon^{2}}\right)$ iterations. Levy [97] proposed a Saddle-Normalized Gradient Descent (Saddle-NGD) method, which adds a zero-mean Gaussian random noise to the stochastic normalized gradient periodically. When applied to strict-saddle functions with some additional assumption, it is shown [97] that Saddle-NGD can evade the saddle points and find a local minimum point approximately with a high probability.

Analogous yet orthogonal to the gradient normalization ideas have been proposed for the deep neural network training. For example, batch normalization [74] is used to address the internal covariate shift phenomenon in the during deep learning training. It benefits from making normalization a part of the model architecture and performing the normalization for each training mini-batch. Weight normalization [159], on the other hand, aims at a reparameterization of the weight vectors that decouples the length of those weight vectors from their direction. Recently [133] proposes to use path normalization, an approximate path-regularized steepest descent with respect to a path-wise regularizer related to max-norm regularization to achieve better convergence than vanilla SGD and AdaGrad. Perhaps the most related idea to ours is Gradient clipping. It is proposed in [139] to avoid the gradient explosion, by pulling the magnitude of a large gradient to a certain level. However, this method does not do anything when the magnitude of the gradient is small.

Adaptive step size has been studied for years in the optimization community. The most celebrated method is the line search scheme. However, while the exact line search is usually computational infeasible, the inexact line search also involves a lot of full gradient evaluation. Hence, they are not suitable for the deep learning setting. Recently, algorithms with adaptive step sizes start to be applied to the non-convex neural network training, such as AdaGrad [48], Adam [83] and RMSProp [66]. However they directly use the unnormalized gradient, which is different from our framework. [174] recently proposes to apply layer-wise specific step sizes, which differs from ours in that it essentially adds a term to the gradient rather than normalizing it. Recently [197] finds the methods with adaptive step size might converge to a solution with worse generalization. However, this is orthogonal to our focus in this paper.

### 4.3 Algorithm Framework

In this section, we present our algorithm framework to solve the following general problem:

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{d}} f(x)=\mathbb{E}(F(x, \xi)), \tag{4.3.1}
\end{equation*}
$$

where $x=\left(x^{1}, x^{2}, \ldots, x^{B}\right) \in \mathbb{R}^{d}$ with $x^{i} \in \mathbb{R}^{d_{i}}$ and $\sum_{i=1}^{B} d_{i}=d, \xi$ is a random variable following some distribution $\mathbb{P}, F(\cdot, \xi)$ is a loss function for each $\xi$ and the expectation $\mathbb{E}$ is taken over $\xi$. In the case where (4.3.1) models an empirical risk minimization problem, the distribution $\mathbb{P}$ can be the empirical distribution over training samples such that the objective function in (4.3.1) becomes a finite-sum function. Now our goal is to minimize the objective function $f$ over
$x$, where $x$ can be the parameters of a machine learning model when 4.3.1) corresponds to a training problem. Here, the parameters are partitioned into $B$ blocks. The problem of training a neural network is an important instance of (4.3.1), where each block of parameters $x^{i}$ can be viewed as the parameters associated to the $i$ th layer in the network.

We propose the generic optimization framework in Algorithm 1. In iteration $t$, it firstly computes the partial (sub)gradient $F_{i}^{\prime}\left(x_{t}, \xi_{t}\right)$ of $F$ with respect to $x^{i}$ for $i=1,2, \ldots$, at $x=x_{t}$ with a mini-batch data $\xi_{t}$, and then normalizes it to get a partial direction $g_{t}^{i}=\frac{F_{i}^{\prime}\left(x_{t}, \xi_{t}\right)}{\left\|F_{i}^{\prime}\left(x_{t}, \xi_{t}\right)\right\|_{2}}$. We define $g_{t}=\left(g_{t}^{1}, g_{t}^{2}, \ldots, g_{t}^{B}\right)$. The next is to find $d$ adaptive step sizes $\tau_{t} \in \mathbb{R}^{d}$ with each coordinate of $\tau_{t}$ corresponding to a coordinate of $x$. We also partition $\tau_{t}$ in the same way as $x$ so that $\tau_{t}=\left(\tau_{t}^{1}, \tau_{t}^{2}, \ldots, \tau_{t}^{B}\right) \in \mathbb{R}^{B}$ with $\tau_{t}^{i} \in \mathbb{R}^{d_{i}}$. We use $\tau_{t}$ as step sizes to update $x_{t}$ to $x_{t+1}$ as $x_{t+1}=x_{t}-\tau_{t} \circ g_{t}$, where $\circ$ represents coordinate-wise (Hadamard) product. In fact, our framework can be customized to most of existing first order methods with fixed or adaptive step sizes, such as SGD, AdaGrad[47], RMSProp [66] and Adam[83], by adopting their step size rules respectively.

```
Algorithm 1 Generic Block-Normalized Gradient (BNG) Descent
    Choose \(x_{1} \in \mathbb{R}^{d}\).
    for \(t=1,2, \ldots\), do
        Sample a mini-batch of data \(\xi_{t}\) and compute the partial stochastic gradient \(g_{t}^{i}=\frac{F_{i}^{\prime}\left(x_{t}, \xi_{t}\right)}{\left\|F_{i}^{\prime}\left(x_{t}, \xi_{t}\right)\right\|_{2}}\)
        Let \(g_{t}=\left(g_{t}^{1}, g_{t}^{2}, \ldots, g_{t}^{B}\right)\) and choose step sizes \(\tau_{t} \in \mathbb{R}^{d}\).
        \(x_{t+1}=x_{t}-\tau_{t} \circ g_{t}\)
    end for
```


### 4.4 Convergence Analysis for A Concrete Case

As a concrete example for Algorithm 1, we present a simple modification of AdaGrad using block-wise normalized stochastic gradient in Algorithm 2 , where $g_{1: t}$ is a matrix created by stacking $g_{1}, g_{2}, \ldots$ and $g_{t}$ in columns and $g_{1: t, j} \in \mathbb{R}^{t}$ represents the $j$ th row of $g_{1: t}$ for $j=1,2, \ldots, d$. Assuming the function $F$ is convex over $x$ for any $\xi$ and following the analysis in [47], it is straightforward to show a $O\left(\frac{1}{\sqrt{T}}\right)$ convergence rate of this modification. In the following, we denote $\|x\|_{W}:=\sqrt{x^{\top} W x}$ as the the Mahalanobis norm associated to a $d \times d$ positive definite matrix $W$. The convergence property of Block-Normalized AdaGrad is presented in the following theorem.

Theorem 4.4.1 Suppose $F$ is convex over $x,\left\|F_{i}^{\prime}\left(x_{t}, \xi_{t}\right)\right\|_{2} \leq M_{i}$ and $\left\|x_{t}-x^{*}\right\|_{\infty} \leq D_{\infty}$ for all t for some constants $M_{i}$ and $D_{\infty}>0$ in Algorithm 2 Let $H_{t}=\delta I_{d}+\operatorname{diag}\left(s_{t}\right)$ and $H_{t}^{i}=$

```
Algorithm 2 AdaGrad with Block-Normalized Gradient (AdaGradBNG)
    Choose \(x_{1} \in \mathbb{R}^{d}, \delta>0\) and \(\eta>0\).
    for \(t=1,2, \ldots\), do
        Sample a mini-batch data \(\xi_{t}\) and compute the stochastic partial gradient \(g_{t}^{i}=\frac{F_{i}^{\prime}\left(x_{t}, \xi_{t}\right)}{\left\|F_{i}^{\prime}\left(x_{t}, \xi_{t}\right)\right\|_{2}}\)
        Let \(g_{t}=\left(g_{t}^{1}, g_{t}^{2}, \ldots, g_{t}^{B}\right), \quad g_{1: t}=\left[g_{1}, g_{2}, \ldots, g_{t}\right]\) and \(s_{t}=\)
        \(\left(\left\|g_{1: t, 1}\right\|_{2},\left\|g_{1: t, 2}\right\|_{2}, \ldots,\left\|g_{1: t, d}\right\|_{2}\right)\)
        Partition \(s_{t}=\left(s_{t}^{1}, s_{t}^{2}, \ldots, s_{t}^{B}\right)\) in the same way as \(g_{t}\).
        Let \(\tau_{t}=\left(\tau_{t}^{1}, \tau_{t}^{2}, \ldots, \tau_{t}^{B}\right)\) with \(\tau_{t}^{i}=\eta\left\|F_{i}^{\prime}\left(x_{t}, \xi_{t}\right)\right\|_{2}\left(\delta \mathbf{1}_{d_{i}}+s_{t}^{i}\right)^{-1}\).
        \(x_{t+1}=x_{t}-\tau_{t} \circ g_{t}\)
    end for
```

$\delta I_{d_{i}}+\operatorname{diag}\left(s_{t}^{i}\right)$ for $t=1,2, \ldots$ and $\bar{x}_{T}:=\frac{1}{T} \sum_{t=1}^{T} x_{t}$. Algorithm 2 guarantees

$$
\begin{aligned}
\mathbb{E}\left[f\left(\bar{x}_{T}\right)-f\left(x^{*}\right)\right] & \leq \frac{\left\|x_{1}-x^{*}\right\|_{H_{1}}^{2}}{2 \eta T}+\frac{D_{\infty}^{2} \sqrt{B d}}{2 \eta \sqrt{T}}+\sum_{i=1}^{B} \frac{\eta \mathbb{E}\left[M_{i}^{2} \sum_{j=d_{1}+d_{2}+\cdots+d_{i-1}+1}^{d_{1}+d_{2}+\cdots+d_{i}}\left\|g_{1: T, j}\right\|_{2}\right]}{T} \\
& \leq \frac{\left\|x_{1}-x^{*}\right\|_{H_{1}}^{2}}{2 \eta T}+\frac{D_{\infty}^{2} \sqrt{B d}}{2 \eta \sqrt{T}}+\sum_{i=1}^{B} \frac{\eta M_{i}^{2} \sqrt{d_{i}}}{\sqrt{T}} .
\end{aligned}
$$

Proof: It is easy to see that $H_{t}$ is a positive definite and diagonal matrix. According to the updating scheme of $x_{t+1}$ and the definitions of $H_{t}, \tau_{t}$ and $g_{t}$, we have

$$
\begin{aligned}
\left\|x_{t+1}-x^{*}\right\|_{H_{t}}^{2} & =\left(x_{t}-\tau_{t} \circ g_{t}-x^{*}\right)^{\top} H_{t}\left(x_{t}-\tau_{t} \circ g_{t}-x^{*}\right) \\
& =\left\|x_{t}-x^{*}\right\|_{H_{t}}^{2}-2\left(x_{t}-x^{*}\right)^{\top} H_{t}\left(\tau_{t} \circ g_{t}\right)+\left\|\tau_{t} \circ g_{t}\right\|_{H_{t}}^{2} \\
& \leq\left\|x_{t}-x^{*}\right\|_{H_{t}}^{2}-2 \eta\left(x_{t}-x^{*}\right)^{\top} F^{\prime}\left(x_{t}, \xi_{t}\right)+\left\|\tau_{t} \circ g_{t}\right\|_{H_{t}}^{2} .
\end{aligned}
$$

The inequality above and the convexity of $F(x, \xi)$ in $x$ implies

$$
\begin{aligned}
F\left(x_{t}, \xi_{t}\right)-F\left(x^{*}, \xi_{t}\right) & \leq \frac{\left\|x_{t}-x^{*}\right\|_{H_{t}}^{2}}{2 \eta}-\frac{\left\|x_{t+1}-x^{*}\right\|_{H_{t}}^{2}}{2 \eta}+\frac{\left\|\tau_{t} \circ g_{t}\right\|_{H_{t}}^{2}}{2 \eta} \\
& =\frac{\left\|x_{t}-x^{*}\right\|_{H_{t}}^{2}}{2 \eta}-\frac{\left\|x_{t+1}-x^{*}\right\|_{H_{t}}^{2}}{2 \eta}+\sum_{i=1}^{B} \frac{\eta\left\|F_{i}^{\prime}\left(x_{t}, \xi_{t}\right)\right\|_{2}^{2}\left\|g_{t}^{i}\right\|_{\left(H_{t}^{i}\right)^{-1}}^{2}}{2} .
\end{aligned}
$$

Taking expectation over $\xi_{t}$ for $t=1,2, \ldots$ and averaging the above inequality give

$$
\begin{align*}
& \mathbb{E}\left[f\left(\bar{x}_{T}\right)-f\left(x^{*}\right)\right] \\
\leq & \frac{1}{T} \sum_{t=1}^{T}\left[\frac{\mathbb{E}\left\|x_{t}-x^{*}\right\|_{H_{t}}^{2}}{2 \eta}-\frac{\mathbb{E}\left\|x_{t+1}-x^{*}\right\|_{H_{t}}^{2}}{2 \eta}\right]+\sum_{t=1}^{T} \sum_{i=1}^{B} \frac{\eta \mathbb{E}\left[\left\|F_{i}^{\prime}\left(x_{t}, \xi_{t}\right)\right\|_{2}^{2}\left\|g_{t}^{i}\right\|_{\left(H_{t}^{i}\right)^{-1}}^{2}\right]}{2 T} \\
\leq & \frac{1}{T} \sum_{t=1}^{T}\left[\frac{\mathbb{E}\left\|x_{t}-x^{*}\right\|_{H_{t}}^{2}}{2 \eta}-\frac{\mathbb{E}\left\|x_{t+1}-x^{*}\right\|_{H_{t}}^{2}}{2 \eta}\right]+\sum_{t=1}^{T} \sum_{i=1}^{B} \frac{\eta M_{i}^{2} \mathbb{E}\left[\left\|g_{t}^{i}\right\|_{\left(H_{t}^{i}\right)^{-1}}^{2}\right]}{2 T} \tag{4.4.1}
\end{align*}
$$

where we use the fact that $\left\|F_{i}^{\prime}\left(x_{t}, \xi_{t}\right)\right\|_{2}^{2} \leq M_{i}^{2}$ in the second inequality.
According to the equation (24) in the proof of Lemma 4 in [47], we have

$$
\begin{equation*}
\sum_{t=1}^{T}\left\|g_{t}^{i}\right\|_{\left(H_{t}^{i}\right)^{-1}}^{2}=\sum_{t=1}^{T} \sum_{j=d_{1}+d_{2}+\cdots+d_{i-1}+1}^{d_{1}+d_{2}+\cdots+d_{i}} \frac{g_{t, j}^{2}}{\delta+\left\|g_{1: t, j}\right\|_{2}} \leq \sum_{j=d_{1}+d_{2}+\cdots+d_{i-1}+1}^{d_{1}+d_{2}+\cdots+d_{i}} 2\left\|g_{1: T, j}\right\|_{2} \tag{4.4.2}
\end{equation*}
$$

Following the analysis in the proof of Theorem 5 in [47], we show that

$$
\begin{align*}
\left\|x_{t+1}-x^{*}\right\|_{H_{t+1}}^{2}-\left\|x_{t+1}-x^{*}\right\|_{H_{t}}^{2} & =\left\langle x^{*}-x_{t+1}, \operatorname{diag}\left(s_{t+1}-s_{t}\right)\left(x^{*}-x_{t+1}\right)\right\rangle \\
& \leq D_{\infty}^{2}\left\|s_{t+1}-s_{t}\right\|_{1}=D_{\infty}^{2}\left\langle s_{t+1}-s_{t}, \mathbf{1}\right\rangle . \tag{4.4.3}
\end{align*}
$$

After applying (4.4.2) and (4.4.3) to (4.4.1) and reorganizing terms, we have

$$
\begin{aligned}
& \mathbb{E}\left[f\left(\bar{x}_{T}\right)-f\left(x^{*}\right)\right] \\
\leq & \frac{\left\|x_{1}-x^{*}\right\|_{H_{1}}^{2}}{2 \eta T}+\frac{D_{\infty}^{2} \mathbb{E}\left\langle s_{T}, \mathbf{1}\right\rangle}{2 \eta T}+\sum_{i=1}^{B} \frac{\eta \mathbb{E}\left[M_{i}^{2} \sum_{j=d_{1}+d_{2}+\cdots+d_{i-1}+1}^{d_{1}+d_{2}+\cdots+d_{i}}\left\|g_{1: T, j}\right\|_{2}\right]}{T} \\
\leq & \frac{\left\|x_{1}-x^{*}\right\|_{H_{1}}^{2}}{2 \eta T}+\frac{D_{\infty}^{2} \sqrt{B d}}{2 \eta \sqrt{T}}+\sum_{i=1}^{B} \frac{\eta \mathbb{E}\left[M_{i}^{2} \sum_{j=d_{1}+d_{2}+\cdots+d_{i-1}+1}^{d_{1}+d_{2}+\cdots+d_{i}}\left\|g_{1: T, j}\right\|_{2}\right]}{T},
\end{aligned}
$$

where the second inequality is because $\left\langle s_{T}, \mathbf{1}\right\rangle=\sum_{j=1}^{d}\left\|g_{1: T, j}\right\|_{2} \leq \sqrt{T B d}$ which holds due to Cauchy-Schwarz inequality and the fact that $\left\|g_{t}^{i}\right\|_{2}=1$. Then, we obtain the first inequality in the conclusion of the theorem. To obtain the second inequality, we only need to observe that

$$
\begin{equation*}
\sum_{j=d_{1}+d_{2}+\cdots+d_{i-1}+1}^{d_{1}+d_{2}+\cdots+d_{i}}\left\|g_{1: T, j}\right\|_{2} \leq \sqrt{T d_{i}} \tag{4.4.4}
\end{equation*}
$$

which holds because of Cauchy-Schwarz inequality and the fact that $\left\|g_{t}^{i}\right\|_{2}=1$.

Remark 1 When $B=1$, namely, the normalization is applied to the full gradient instead of different blocks of the gradient, the inequality in Theorem 4.4.1 becomes

$$
\mathbb{E}\left[f\left(\bar{x}_{T}\right)-f\left(x^{*}\right)\right] \leq \frac{\left\|x_{1}-x^{*}\right\|_{H_{1}}^{2}}{2 \eta T}+\frac{D_{\infty}^{2} \sqrt{d}}{2 \eta \sqrt{T}}+\frac{\eta M^{2} \sqrt{d}}{\sqrt{T}}
$$

where $M$ is a constant such that $\left\|F^{\prime}\left(x_{t}, \xi_{t}\right)\right\|_{2} \leq M$. Note that the right hand side of this inequality can be larger than that of the inequality in Theorem 4.4.1 with $B>1$. We use $B=2$ as an example. Suppose $F_{1}^{\prime}$ dominates in the norm of $F^{\prime}$, i.e., $M_{2} \ll M_{1} \approx M$ and $d_{1} \ll d_{2} \approx d$, we can have $\sum_{i=1}^{B} M_{i}^{2} \sqrt{d_{i}}=O\left(M^{2} \sqrt{d_{1}}+M_{2}^{2} \sqrt{d}\right)$ which can be much smaller than the factor $M^{2} \sqrt{d}$ in the inequality above, especially when $M$ and $d$ are both large. Hence, the optimal value for $B$ is not necessarily one.


Figure 4.1: The training and testing objective curves on MNIST dataset with multi layer perceptron. From left to right, the layer numbers are 6,12 and 18 respectively. The first row is the training curve and the second is testing.

### 4.5 Numerical Experiments

Basic Experiment Setup In this section, we conduct comprehensive numerical experiments on different types of neural networks. The algorithms we are testing are SGD with Momentum (SGDM), AdaGrad [46], Adam [83] and their block-normalized gradient counterparts, which are denoted with suffix "NG". Specifically, we partition the parameters into block as $x=\left(x^{1}, x^{2}, \ldots, x^{B}\right)$ such that $x^{i}$ corresponds to the vector of parameters (including the weight matrix and the bias/intercept coefficients) used in the $i$ th layer in the network.

Our experiments are on four diverse tasks, ranging from image classification to natural language processing. The neural network structures under investigation include multi layer perceptron, long-short term memory and convolution neural networks.

To exclude the potential effect that might be introduced by advanced techniques, in all the experiments, we only adopt the basic version of the neural networks, unless otherwise stated. The loss functions for classifications are cross entropy, while the one for language modeling is log perplexity. Since the computational time is proportional to the epochs, we only show the performance versus epochs. Those with running time are similar so we omit them for brevity. For all the algorithms, we use their default settings. More specifically, for Adam/AdamNG, the initial step size scale $\alpha=0.001$, first order momentum $\beta_{1}=0.9$, second order momentum $\beta_{2}=0.999$, the parameter to avoid division of zero $\epsilon=1 e^{-8}$; for AdaGrad/AdaGradNG, the initial step size scale is 0.01 .

### 4.5.1 Multi Layer Perceptron for MNIST Image Classification

The first network structure we are going to test upon is the Multi Layer Perceptron (MLP). We will adopt the handwritten digit recognition data set MNIST ${ }^{2}$ [92], in which, each data is an image of hand written digits from $\{1,2,3,4,5,6,7,8,9,0\}$. There are 60 k training and 10 k testing examples and the task is to tell the right number contained in the test image. Our approach is applying MLP to learn an end-to-end classifier, where the input is the raw $28 \times 28$ images and the output is the label probability. The predicted label is the one with the largest probability. In each middle layer of the MLP, the hidden unit number are 100, and the first and last layer respectively contain 784 and 10 units. The activation functions between layers are all sigmoid and the batch size is 100 for all the algorithms.

We choose different numbers of layer from $\{6,12,18\}$. The results are shown in Figure 4.1. Each column of the figures corresponds to the training and testing objective curves of the MLP with a given layer number. From left to right, the layer numbers are respectively 6, 12 and 18 . We can see that, when the network is as shallow as containing 6 layers, the normalized stochastic gradient descent can outperform its unnormalized counterpart, while the Adam and AdaGrad are on par with or even slightly better than their unnormalized versions. As the networks become deeper, the acceleration brought by the gradient normalization turns more significant. For example, starting from the second column, AdamNG outperforms Adam in terms of both training and testing convergence. In fact, when the network depth is 18 , the AdamNG can still converge to a small objective value while Adam gets stuck from the very beginning. We can observe the similar trend in the comparison between AdaGrad (resp. SGDM) and AdaGradNG (resp. SGDMNG). On the other hand, the algorithms with adaptive step sizes can usually generate a stable learning curve. For example, we can see from the last two column that SGDNG causes significant fluctuation in both training and testing curves. Finally, under any setting, AdamNG is always the best algorithm in terms of convergence performance.

### 4.5.2 Residual Network on CIFAR10 and CIFAR100

Datasets In this section, we benchmark the methods on CIFAR (both CIFAR10 and CIFAR100) datasets with the residual networks [61], which consist mainly of convolution layers and each layer comes with batch normalization [74]. CIFAR10 consists of 50,000 training images and 10,000 test images from 10 classes, while CIFAR100 from 100 classes. Each input image consists of $32 \times 32$ pixels. The dataset is preprocessed as described in [61] by subtracting the means and dividing the variance for each channel. We follow the same data augmentation in [61] that 4 pixels are padded on each side, and a $32 \times 32$ crop is randomly sampled from the padded image or its horizontal flip.

Algorithms We adopt two types of optimization frameworks, namely SGD and Adam ${ }^{3}$, which respectively represent the constant step size and adaptive step size methods. We compare the performances of their original version and the layer-normalized gradient counterpart. We also

[^10]| Algorithm | ResNet-20 | ResNet-32 | ResNet-44 | ResNet-56 | ResNet-110 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Adam |  |  |  |  |  |
| Adam | $9.14 \pm 0.07$ | $8.33 \pm 0.17$ | $7.794 \pm 0.22$ | $7.33 \pm 0.19$ | $6.75 \pm 0.30$ |
| AdamCLIP | $10.18 \pm 0.16$ | $9.18 \pm 0.06$ | $8.89 \pm 0.14$ | $9.24 \pm 0.19$ | $9.96 \pm 0.29$ |
| AdamNG | $9.42 \pm 0.20$ | $8.50 \pm 0.17$ | $8.06 \pm 0.20$ | $7.69 \pm 0.19$ | $7.29 \pm 0.08$ |
| AdamNG $_{\text {adap }}$ | $\mathbf{8 . 5 2} \pm \mathbf{0 . 1 6}$ | $\mathbf{7 . 6 2} \pm \mathbf{0 . 2 5}$ | $\mathbf{7 . 2 8} \pm \mathbf{0 . 1 8}$ | $\mathbf{7 . 0 4} \pm \mathbf{0 . 2 7}$ | $\mathbf{6 . 7 1} \pm \mathbf{0 . 1 7}$ |
| SGD+Momentum |  |  |  |  |  |
| SGDM $^{*}$ | 8.75 | 7.51 | 7.17 | 6.97 | $6.61 \pm 0.16$ |
| SGDM $^{7}$ | $7.93 \pm 0.15$ | $7.15 \pm 0.20$ | $7.09 \pm 0.21$ | $7.34 \pm 0.52$ | $7.07 \pm 0.65$ |
| SGDMCLIP $^{2}$ | $9.03 \pm 0.15$ | $8.44 \pm 0.14$ | $8.55 \pm 0.20$ | $8.30 \pm 0.08$ | $8.35 \pm 0.25$ |
| SGDMNG $^{2}$ | $7.82 \pm 0.26$ | $7.09 \pm 0.13$ | $6.60 \pm 0.21$ | $6.59 \pm 0.23$ | $6.28 \pm 0.22$ |
| SGDMNG $_{\text {adap }}$ | $\mathbf{7 . 7 1} \pm \mathbf{0 . 1 8}$ | $\mathbf{6 . 9 0} \pm \mathbf{0 . 1 1}$ | $\mathbf{6 . 4 3} \pm \mathbf{0 . 0 3}$ | $\mathbf{6 . 1 9} \pm \mathbf{0 . 1 1}$ | $\mathbf{5 . 8 7} \pm \mathbf{0 . 1 0}$ |

Table 4.1: Error rates of ResNets with different depths on CIFAR 10. SGDM* indicates the results reported in [60] with the same experimental setups as ours, where only ResNet-110 has multiple runs.
investigate how the performance changes if the normalization is relaxed to not be strictly 1 . In particular, we find that if the normalized gradient is scaled by its variable norm with a ratio, which we call $\mathrm{NG}_{\text {adap }}$ and defined as follows,

$$
\begin{aligned}
\mathrm{NG}_{\text {adap }} & :=\mathrm{NG} \times \text { Norm of variable } \times \alpha \\
& =\operatorname{Grad} \times \frac{\text { Norm of variable }}{\text { Norm of grad }} \times \alpha
\end{aligned}
$$

we can get lower testing error, which has the same finding of an independent and concurrent work [206]. The subscript "adap" is short for "adaptive", as the resulting norm of the gradient is adaptive to its variable norm, while $\alpha$ is the constant ratio. Finally, we also compare with the gradient clipping trick that rescales the gradient norm to a certain value if it is larger than that threshold. Those methods are with suffix "CLIP".

Parameters In the following, whenever we need to tune the parameter, we search the space with a holdout validation set containing 5000 examples.

For SGD+Momentum method, we follow exactly the same experimental protocol as described in [61] and adopt the publicly available Torch implementation ${ }^{4}$ for residual network. In particular, SGD is used with momentum of 0.9 , weight decay of 0.0001 and mini-batch size of 128. The initial learning rate is 0.1 and dropped by a factor of 0.1 at 80,120 with a total training of 160 epochs. The weight initialization is the same as [60].

For Adam, we search the initial learning rate in range $\{0.0005,0.001,0.005,0.01\}$ with the base algorithm Adam. We then use the best learning rate, i.e., 0.001 , for all the related methods AdamCLIP, AdamNG, and AdamNG adap . Other setups are the same as the SGD. In particular,

[^11]| Algorithm | ResNet-20 | ResNet-32 | ResNet-44 | ResNet-56 | ResNet-110 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Adam |  |  |  |  |  |
| Adam | $34.44 \pm 0.33$ | $32.94 \pm 0.16$ | $31.53 \pm 0.13$ | $30.80 \pm 0.30$ | $28.20 \pm 0.14$ |
| AdamCLIP | $38.10 \pm 0.48$ | $35.78 \pm 0.20$ | $35.41 \pm 0.19$ | $35.62 \pm 0.39$ | $39.10 \pm 0.35$ |
| AdamNG | $35.06 \pm 0.39$ | $33.78 \pm 0.07$ | $32.26 \pm 0.29$ | $31.86 \pm 0.21$ | $29.87 \pm 0.49$ |
| AdamNG ${ }_{\text {adap }}$ | $\mathbf{3 2 . 9 8} \pm \mathbf{0 . 5 2}$ | $\mathbf{3 1 . 7 4} \pm \mathbf{0 . 0 7}$ | $\mathbf{3 0 . 7 5} \pm \mathbf{0 . 6 0}$ | $\mathbf{2 9 . 9 2} \pm 0.26$ | $\mathbf{2 8 . 0 9} \pm \mathbf{0 . 4 6}$ |
| SGD+Momentum |  |  |  |  |  |
| SGDM | $32.28 \pm 0.16$ | $30.62 \pm 0.36$ | $29.96 \pm 0.66$ | $29.07 \pm 0.41$ | $28.79 \pm 0.63$ |
| SGDMCLIP | $35.06 \pm 0.37$ | $34.49 \pm 0.49$ | $33.36 \pm 0.36$ | $34.00 \pm 0.96$ | $33.38 \pm 0.73$ |
| SGDMNG | $32.46 \pm 0.37$ | $31.16 \pm 0.37$ | $30.05 \pm 0.29$ | $29.42 \pm 0.51$ | $27.49 \pm 0.25$ |
| SGDMNG $_{\text {adap }}$ | $\mathbf{3 1 . 4 3} \pm \mathbf{0 . 3 5}$ | $\mathbf{2 9 . 5 6} \pm \mathbf{0 . 2 5}$ | $\mathbf{2 8 . 9 2} \pm \mathbf{0 . 2 8}$ | $\mathbf{2 8 . 4 8} \pm \mathbf{0 . 1 9}$ | $\mathbf{2 6 . 7 2} \pm \mathbf{0 . 3 9}$ |

Table 4.2: Error rates of ResNets with different depths on CIFAR 100. Note that [60] did not run experiment on CIFAR 100.
we also adopt the manually learning rate decay here, since, otherwise, the performance will be much worse.

We adopt the residual network architectures with depths $L=\{20,32,44,56,110\}$ on both CIFAR-10 and CIFAR100. For the extra hyper-parameters, i.e., threshold of gradient clipping and scale ratio of $\mathrm{NG}_{\text {adap }}$, i.e., $\alpha$, we choose the best hyper-parameter from the 56 -layer residual network. In particular, for clipping, the searched values are $\{0.05,0.1,0.5,1,5\}$, and the best value is 0.1 . For the ratio $\alpha$, the searched values are $\{0.01,0.02,0.05\}$ and the best is 0.02 .

Results For each network structure, we make 5 runs with random initialization. We report the training and testing curves on CIFAR10 and CIFAR100 datasets with deepest network Res-110 in Figure 4.2. We can see that the normalized gradient methods (with suffix "NG") converge the fastest in training, compared to the non-normalized counterparts. While the adaptive version $\mathrm{NG}_{\text {adap }}$ is not as fast as NG in training, however, it can always converge to a solution with lower testing error, which can be seen more clearly in Table 4.1 and 4.2 .

For further quantitative analysis, we report the means and variances of the final test errors on both datasets in Table 4.1 and 4.2, respectively. Both figures convey the following two messages. Firstly, on both datasets with ResNet, SGD+Momentum is uniformly better than Adam in that it always converges to a solution with lower test error. Such advantage can be immediately seen by comparing the two row blocks within each column of both tables. It is also consistent with the common wisdom [197]. Secondly, for both Adam and SGD+Momentum, the $\mathrm{NG}_{\text {adap }}$ version has the best generalization performance (which is mark bold in each column), while the gradient clipping is inferior to all the remaining variants. While the normalized SGD+Momentum is better than the vanilla version, Adam slightly outperforms its normalized counterpart. Those observations are consistent across networks with variant depths.


Figure 4.2: The training and testing curves on CIFAR10 and CIFAR100 datasets with Resnet110. Left: CIFAR10; Right: CIFAR100; Upper: SGD+Momentum; Lower: Adam. The thick curves are the training while the thin are testing.

### 4.5.3 Residual Network for ImageNet Classification

In this section, we further test our methods on ImageNet 2012 classification challenges, which consists of more than 1.2 M images from 1,000 classes. We use the given 1.28 M labeled images for training and the validation set with 50k images for testing. We employ the validation set as the test set, and evaluate the classification performance based on top-1 and top-5 error. The pre-activation [62] version of ResNet is adopted in our experiments to perform the classification task. Like the previous experiment, we again compare the performance on SGD+Momentum and Adam.

We run our experiments on one GPU and use single scale and single crop test for simplifying discussion. We keep all the experiments settings the same as the publicly available Torch implementation ${ }^{5}$. That is, we apply stochastic gradient descent with momentum of 0.9 , weight decay of 0.0001 , and set the initial learning rate to 0.1 . The exception is that we use mini-batch size of 64 and 50 training epochs considering the GPU memory limitations and training time costs. Regarding learning rate annealing, we use 0.001 exponential decay.

As for Adam, we search the initial learning rate in range $\{0.0005,0.001,0.005,0.01\}$. Other setups are the same as the SGD optimization framework. Due to the time-consuming nature of training the networks (which usually takes one week) in this experiment, we only test on a 34-

[^12]layer ResNet and compare SGD and Adam with our default NG method on the testing error of the classification. From Table 3, we can see normalized gradient has a non-trivial improvement on the testing error over the baselines SGD and Adam. Besides, the SGD+Momentum again outperforms Adam, which is consistent with both the common wisdom [197] and also the findings in previous section.

| method | Top-1 | Top-5 |
| :---: | :---: | :---: |
| Adam | 35.6 | 14.09 |
| AdamNG | 30.17 | 10.51 |
| SGDM | 29.05 | 9.95 |
| SGDMNG | $\mathbf{2 8 . 4 3}$ | $\mathbf{9 . 5 7}$ |

Table 4.3: Top-1 and Top 5 error rates of ResNet on ImageNet classification with different algorithms.


Figure 4.3: The training and testing objective curves on Penn Tree Bank dataset with LSTM recurrent neural networks. The first row is the training objective while the second is the testing. From left to right, the training sequence (BPTT) length are respectively 40, 400 and 1000. Dropout with 0.5 is imposed.

### 4.5.4 Language Modeling with Recurrent Neural Network

Now we move on to test the algorithms on Recurrent Neural Networks (RNN). In this section, we test the performance of the proposed algorithm on the word-level language modeling task with a

| Algorithm | AdamNG | Adam | AdaGradNG | AdaGrad | SGDMNG | SGDM |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Validation Accuracy | $\mathbf{7 7 . 1 1 \%}$ | $74.02 \%$ | $71.95 \%$ | $69.89 \%$ | $71.95 \%$ | $64.35 \%$ |

Table 4.4: The Best validation accuracy achieved by the different algorithms.
popular type of RNN, i.e. single directional Long-Short Term Memory (LSTM) networks [69]. The data set under use is Penn Tree Bank (PTB) [115] data, which, after preprocessed, contains 929 k training words, 73 k validation and 82 k test words. The vocabulary size is about 10 k . The LSTM has 2 layers, each containing 200 hidden units. The word embedding has 200 dimensions which is trained from scratch. The batch size is 100 . We vary the length of the backprop through time (BPTT) within the range $\{40,400,1000\}$. To prevent overfitting, we add a dropout regularization with rate 0.5 under all the settings.

The results are shown in Figure 4.3. The conclusions drawn from those figures are again similar to those in the last two experiments. However, the slightly different yet cheering observations is that the AdamNG is uniformly better than all the other competitors with any training sequence length. The superiority in terms of convergence speedup exists in both training and testing.

### 4.5.5 Sentiment Analysis with Convolution Neural Network

The task in this section is the sentiment analysis with convolution neural network. The dataset under use is Rotten Tomatoes ${ }^{6}$ [137], a movie review dataset containing 10,662 documents, with half positive and half negative. We randomly select around $90 \%$ for training and $10 \%$ for validation. The model is a single layer convolution neural network that follows the setup of [82]. The word embedding under use is randomly initialized and of 128 -dimension.

For each algorithm, we run 150 epochs on the training data, and report the best validation accuracy in Table 4.4. The messages conveyed by the table is three-fold. Firstly, the algorithms using normalized gradient achieve much better validation accuracy than their unnormalized versions. Secondly, those with adaptive stepsize always obtain better accuracy than those without. This is easily seen by the comparison between Adam and SGDM. The last point is the direct conclusion from the previous two that the algorithm using normalized gradient with adaptive step sizes, namely AdamNG, outperforms all the remaining competitors.

### 4.6 Discussion

In this chapter, we propose a generic algorithm framework for first order optimization. Our goal is to provide a simple alternative to train deep neural networks. It is particularly effective for addressing the vanishing and exploding gradient challenge in training with non-convex loss functions, such as in the context of convolutional and recurrent neural networks. Our method is based on normalizing the gradient to establish the descending direction regardless of its magnitude, and then separately estimating the ideal step size adaptively or constantly. This method is

[^13]quite general and may be applied to different types of networks and various architectures. Although the primary application of the algorithm is deep neural network training, we provide a convergence for the new method under the convex setting.

Empirically, the proposed method exhibits very promising performance in training different types of networks (convolutional, recurrent) across multiple well-known data sets (image classification, natural language processing, sentiment analysis, etc.). In general, the positive performance differential compared to the baselines is most striking for very deep networks, as shown in our comprehensive experimental study.

## Chapter 5

## DSPDC: Doubly Stochastic Primal-Dual Coordinate Method for Bilinear Saddle-Point Problem

### 5.1 Introduction

In this chapter, we consider regularized empirical risk minimization (ERM) problems of the following form:

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{p}}\left\{P(x) \equiv \frac{1}{n} \sum_{i=1}^{n} \phi_{i}\left(a_{i}^{T} x\right)+g(x)\right\}, \tag{5.1.1}
\end{equation*}
$$

where $a_{1}, \ldots, a_{n} \in \mathbb{R}^{p}$ are $n$ data points with $p$ features, $\phi_{i}: \mathbb{R} \rightarrow \mathbb{R}$ is a convex loss function of the linear predictor $a_{i}^{T} x$, for $i=1, \ldots, n$, and $g: \mathbb{R}^{p} \rightarrow \mathbb{R}$ is a convex regularization function for the coefficient vector $x \in \mathbb{R}^{p}$ in the linear predictor. We assume $g$ has a decomposable structure, namely,

$$
\begin{equation*}
g(x)=\sum_{j=1}^{p} g_{j}\left(x_{j}\right) \tag{5.1.2}
\end{equation*}
$$

where $g_{j}: \mathbb{R} \rightarrow \mathbb{R}$ is only a function of $x_{j}$, the $j$-th coordinate of $x$. For simplicity, we consider a univariate $g_{j}$ at this moment. In Section 5.5 , the proposed method will be generalized for the problems having a block-wise decomposable structure with multivariate $g_{j}$. We further make the following assumptions:
Assumption 1 For any $\alpha, \beta \in \mathbb{R}$,

- $g_{j}$ is $\lambda$-strongly convex for $j=1,2, \ldots$, p, i.e., $g_{j}(\alpha) \geq g_{j}(\beta)+g_{j}^{\prime}(\beta)(\alpha-\beta)+\frac{\lambda}{2}(\alpha-\beta)^{2}$;
- $\phi_{i}$ is $(1 / \gamma)$-smooth for $i=1,2, \ldots$, n, i.e., $\phi_{i}(\alpha) \leq \phi_{i}(\beta)+\nabla \phi_{i}(\beta)(\alpha-\beta)+\frac{1}{2 \gamma}(\alpha-\beta)^{2}$.

The problem (5.1.1) captures many applications in business analytics, statistics, machine learning and data mining, and has triggered many studies in the optimization community. Typically, for each data point $a_{i}$, there is an associated response value $b_{i} \in \mathbb{R}$, which can be continuous
(in regression problems) or discrete (in classification problems). The examples of loss function $\phi_{i}(\cdot)$ associated to $\left(a_{i}, b_{i}\right)$ include:

- Square Loss, where $a_{i} \in \mathbb{R}^{p}, b_{i} \in \mathbb{R}$ and $\phi_{i}(z)=\frac{1}{2}\left(z-b_{i}\right)^{2}$, which corresponds to linear regression problem;
- Sigmoid Loss, where $a_{i} \in \mathbb{R}^{p}, b_{i} \in\{1,-1\}$ and $\phi_{i}(z)=\log \left(1+\exp \left(-b_{i} z\right)\right)$, which corresponds to logistic regression problem;
- Smooth Hinge Loss, where $a_{i} \in \mathbb{R}^{p}, b_{i} \in\{1,-1\}$ and

$$
\phi_{i}(z)= \begin{cases}0 & \text { if } b_{i} z \geq 1  \tag{5.1.3}\\ \frac{1}{2}-b_{i} z & \text { if } b_{i} z \leq 0 \\ \frac{1}{2}\left(1-b_{i} z\right)^{2} & \text { otherwise }\end{cases}
$$

which corresponds to the smooth support vector machine problem.
In fact, if appropriate reformulation is conducted, many other problems can also be reduced to (5.1.1), for example, the multi-task large margin nearest neighbor metric learning (MT-LMNN) problem (See Section 5.5.3).

The commonly used regularization terms include the $\ell_{2}$-regularization $g_{j}(x)=\frac{\lambda x^{2}}{2}$ with $\lambda>0$ and $\ell_{2}+\ell_{1}$-regularization $g_{j}(x)=\frac{\lambda_{2} x^{2}}{2}+\lambda_{1}|x|$ with $\lambda_{1}, \lambda_{2}>0$.

We often call (5.1.1) the primal problem and its conjugate dual problem is

$$
\begin{equation*}
\max _{y \in \mathbb{R}^{n}}\left\{D(y) \equiv-g^{*}\left(-\frac{A^{T} y}{n}\right)-\frac{1}{n} \sum_{i=1}^{n} \phi_{i}^{*}\left(y_{i}\right)\right\} \tag{5.1.4}
\end{equation*}
$$

where $A=\left[a_{1}, a_{2}, \ldots, a_{n}\right]^{T} \in \mathbb{R}^{n \times p}$ and $\phi_{i}^{*}$ and $g^{*}$ are the convex conjugates of $\phi_{i}$ and $g$, respectively, meaning that $g^{*}(v)=\max _{u \in \mathbb{R}^{p}}\langle u, v\rangle-g(u)$ and $\phi_{i}^{*}(\alpha)=\max _{\beta \in \mathbb{R}} \alpha \beta-\phi_{i}(\beta)$. It is well-known in convex analysis that, under Assumption 1, $g^{*}$ is $\frac{1}{\lambda}$-smooth and $\phi_{i}^{*}$ is $\gamma$-strongly convex. In this chapter, instead of considering purely (5.1.1) or (5.1.4), we are interested in their associated saddle-point problem:

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{p}} \max _{y \in \mathbb{R}^{n}}\left\{g(x)+\frac{1}{n} y^{T} A x-\frac{1}{n} \sum_{i=1}^{n} \phi_{i}^{*}\left(y_{i}\right)\right\} . \tag{5.1.5}
\end{equation*}
$$

Let $x^{\star}$ and $y^{\star}$ be the optimal solutions of (5.1.1) and (5.1.4), respectively. It is known that the pair $\left(x^{\star}, y^{\star}\right)$ is a saddle point of (5.1.5) in the sense that

$$
\begin{align*}
x^{\star} & =\underset{x \in \mathbb{R}^{p}}{\operatorname{argmin}}\left\{g(x)+\frac{1}{n}\left(y^{\star}\right)^{T} A x-\frac{1}{n} \sum_{i=1}^{n} \phi_{i}^{*}\left(y_{i}^{\star}\right)\right\},  \tag{5.1.6}\\
y^{\star} & =\underset{y \in \mathbb{R}^{n}}{\operatorname{argmax}}\left\{g\left(x^{\star}\right)+\frac{1}{n} y^{T} A x^{\star}-\frac{1}{n} \sum_{i=1}^{n} \phi_{i}^{*}\left(y_{i}\right)\right\} . \tag{5.1.7}
\end{align*}
$$

The contributions of this chapter can be highlighted as follow:

- We propose a doubly stochastic primal-dual coordinate (DSPDC) method for solving problem (5.1.5) that randomly samples $q$ out of $p$ primal and $m$ out of $n$ dual coordinates to update in each iteration.
- We show that DSPDC method generates a sequence of primal-dual iterates that linearly converges to $\left(x^{\star}, y^{\star}\right)$ and the primal-dual objective gap along this sequence also linearly converges to zero.
- We generalize this approach to bilinear saddle-point problems with a block-wise decomposable structure, and show a similar iteration complexity for finding an $\epsilon$-optimal solution.
- We show that the proposed method has a lower overall complexity than existing coordinate methods when either the data matrix has a factorized structure or the proximal mapping on each block is computationally expensive, e.g., involving an eigenvalue decomposition.
- Our experiments confirm the efficiency of DSPDC on both synthetic and real datasets in various scenarios. A notable application is the multi-task large margin nearest neighbor (MT-LMNN) metric learning problem.

Notation Before presenting our approach, we first introduce the notations that will be used throughout the chapter. Let $[d]$ represent the set $\{1,2, \ldots, d\}$. For $v \in \mathbb{R}^{d}$, let $v_{i}$ be its $i$-th coordinate for $i \in[d]$ and $v_{I}$ be a sub-vector of $v$ that consists of the coordinates of $v$ indexed by a set $I \subset[d]$. Given an $n \times p$ matrix $W$, we denote its $i$-th row and $j$-th column by $W_{i}$ and $W^{j}$, respectively. For $I \subset[n]$ and $J \subset[p]$, the matrices $W_{I}$ and $W^{J}$ represent sub-matrices of $W$ that consist of the rows indexed by $I$ and columns indexed by $J$, respectively. We denote the entry of $W$ in $i$-th row and $j$-th column by $W_{i}^{j}$ and let $W_{I}^{J}$ be sub-matrix of $W$ where the rows indexed by $I$ intersect with the columns indexed by $J$.

Let $\langle\cdot, \cdot\rangle$ be the inner product in a Euclidean space, $\|\cdot\|$ be the $\ell_{2}$-norm of a vector and $\|\cdot\|_{2}$ and $\|\cdot\|_{F}$ be the spectral norm and the Frobenius norm of a matrix, respectively. For integers $q \in[p]$ and $m \in[n]$, we define $\Lambda_{q, m}$ as a scale constant of the data as follows

$$
\begin{equation*}
\Lambda_{q, m} \equiv \max _{I \subset[n], J \subset[p],|||=m,|J|=q}\left\|A_{I}^{J}\right\|_{2}^{2} \tag{5.1.8}
\end{equation*}
$$

The maximum $\ell_{2}$ norm of data points is therefore $\sqrt{\Lambda_{p, 1}}$. The condition number of problems (5.1.1), (5.1.4), and (5.1.5) is usually defined as

$$
\begin{equation*}
\kappa \equiv \frac{\Lambda_{p, 1}}{\lambda \gamma} \tag{5.1.9}
\end{equation*}
$$

which affects the iteration complexity of many first-order methods.

### 5.2 Related Work

To find an $\epsilon$-optimal solution of problem (5.1.1), (5.1.4) or (5.1.5), the overall complexity of an iterative method is defined as the per-iteration computational cost multiplied by the total number of required iterations (called iteration complexity). Deterministic first-order methods such as Chambolle and Pock [18], Nemirovski [126], Nesterov [128, 130], Yu et al. [207] have to compute a full gradient in each iteration by going through all $p$ features of all $n$ instances at a per-iteration cost of $O(n p)$, which can be inefficient for big data. Therefore, stochastic optimization methods that sample one instance or one feature in each iteration become more
popular. There are two major categories of stochastic optimization algorithms that are studied actively in recent years: stochastic gradient methods and stochastic coordinate methods. The DSPDC method we propose belongs to the second category.

Recently, there have been increasing interests in stochastic variance reduced gradient (SVRG) methods [3, 78, 85, 134, 200]. SVRG runs in multiple stages. At each stage, it computes a full gradient and then performs $O(\kappa)$ iterative updates with stochastic gradients constructed by sampled instances. Since the full gradient is computed only once in each stage, SVRG has a per-iteration cost of $O(p)$, which is lower than deterministic gradient methods, and it needs $O((n+\kappa) \log (1 / \epsilon))$ iterations to find an $\epsilon$-optimal solution for problem (5.1.1), so that the overall complexity of SVRG is $O((n p+\kappa p) \log (1 / \epsilon))$. Recently, an accelerated SVRG method, named Katyusha [3], further reduces the iteration complexity of SVRG to $O((n+\sqrt{n \kappa}) \log (1 / \epsilon))$ while maintains the $O(p)$ per-iteration cost so that it achieves an overall complexity of $O((n p+$ $\sqrt{n \kappa} p) \log (1 / \epsilon))$. The aforementioned overall complexities are obtained when a uniform sampling scheme is applied in the construction of stochastic gradient. One can further reduce the $\kappa$ term in these complexities by using a non-uniform sampling scheme as pointed out, for example, by Xiao and Zhang [200]. However, in this paper, the complexity of each algorithm we present and compare is based on a uniform sampling scheme unless stated otherwise. After the earlier version of our draft [209] was posted online ${ }^{1}$, Balamurugan and Bach [12] developed an accelerated SVRG method (ASVRG-SP) for solving the saddle-point formulation (5.1.5), which has a complexity $\left.\right|^{2}$ of $\tilde{O}\left(\left(n p+n p \sqrt{\frac{\max \left\{\Lambda_{p, 1}, \Lambda_{1, n}\right\}}{\lambda \gamma}}\right) \log (1 / \epsilon)\right)$ by uniform sampling and $\tilde{O}\left(\left(n p+\sqrt{n p} \sqrt{\frac{\max \{n, p\}\|A\|_{F}^{2}}{\lambda \gamma}}\right) \log (1 / \epsilon)\right)$ by non-uniform sampling. Here and in the rest of the paper, $\tilde{O}$ contains some logarithmic factors.

Stochastic incremental gradient methods [12, 39, 40, 89, 91, 113, 161] is also widely studied in recent literature. Different from SVRG, stochastic incremental gradient method computes a full gradient only once at the beginning, but maintains and updates the average of historical stochastic gradients using one sampled instance per iteration. Standard stochastic incremental gradient methods [39, 40, 91, 113, 161] have a per-iteration cost of $O(p)$ just as SVRG and need $O((n+\kappa) \log (1 / \epsilon))$ iterations to find an $\epsilon$-optimal solution so that their overall complexity is the same as SVRG. Moreover, an accelerated stochastic incremental gradients method, named RPDG [89], achieves an iteration complexity of only $O((n+\sqrt{n \kappa}) \log (1 / \epsilon))$ and a per-iteration cost of $O(p)$ so that its overall complexity is the same as Katyusha. The iteration complexity of RPDF and Katyusha is proved to be optimal by Lan and Zhou [89].

In contrast to stochastic gradient methods, stochastic coordinate method works by updating randomly sampled coordinates of decision variables [5, 36, 41, 50, 103, 106, 129, 132, 144, 145, 152, 154, 167]. Shalev-Shwartz and Zhang [166, 166, 168] proposed a stochastic dual coordinate ascent (SDCA) method to solve the dual formulation (5.1.4). SDCA has an iteration complexity of $O((n+\kappa) \log (1 / \epsilon))$ and has been further improved to the accelerated SDCA (ASDCA) method [168] that achieves an iteration complexity of $\tilde{O}((n+\sqrt{n \kappa}) \log (1 / \epsilon))$. The optimal iteration complexity $O((n+\sqrt{n \kappa}) \log (1 / \epsilon))$ is obtained by the accelerated proximal coordinate gradient (APCG) method [103] when it is applied to the dual problem (5.1.4). Extending the

[^14]deterministic algorithm by Chambolle and Pock [18] for saddle-point problems, Zhang and Xiao [220] recently proposed a stochastic primal-dual coordinate (SPDC) method for (5.1.5), which alternates between maximizing over a randomly chosen dual variable and minimizing over all primal variables and also achieves the optimal $O((n+\sqrt{n \kappa}) \log (1 / \epsilon))$ iteration complexity. The per-iteration cost is $O(p)$ in all of these coordinate methods. Note that, when applied to the primal problem (5.1.1), APCG samples a feature of data in each iterative update and find an $\epsilon$ optimal solution with a per-iteration cost of $O(n)$ in $O\left(\left(p+p \sqrt{\frac{\Lambda_{1, n}}{n \lambda \gamma}}\right) \log (1 / \epsilon)\right)$ iterations, which is also optimal according to [89].

Some recent works [35, 37, 41, 86, 116, 222] made attempts in combining stochastic gradient and stochastic coordinate. Dang and Lan [37], Matsushima et al. [116], Zhao et al. [222] proposed randomized block coordinate methods, which utilize stochastic partial gradient of the selected block based on randomly sampled instances and features in each iteration. However, these methods face a constant variance of stochastic partial gradient so that they need $O(1 / \epsilon)$ iterations. These techniques are further improved in Konecný et al. [86], Zhao et al. [222] with the stochastic variance reduced partial gradient but only obtain the sub-optimal $O((n+\kappa) \log (1 / \epsilon))$ iteration complexity.

### 5.3 Summary of Results

Although the aforementioned stochastic coordinate methods have achieved great performances on ERM problem (5.1.5), they either only sample over primal coordinates or only sample over dual coordinates to update in each iteration. Therefore, it is natural to ask the following questions.

- What is the iteration complexity of a coordinate method for problem (5.1.5) that samples both primal and dual coordinates to update in each iteration?
- When is this type of algorithm has a lower overall complexity than purely primal and purely dual coordinate methods?
To contribute to the answers to these questions, we propose the DSPDC method in Section 5.4 that samples over both features and instances of dataset by randomly choosing the associated primal and dual coordinates to update in each iteration.

To answer the first question, we show in Theorem 5.4.1 and 5.4.2 that, if $q$ primal and $m$ dual coordinates are uniformly sampled and updated in each iteration, the number of iterations DSPDC needs to find an $\epsilon$-optimal solution for 5.1 .5 is $O\left(\left(\sqrt{\frac{\Lambda_{q, m}}{\lambda \gamma n}} \frac{n p}{m q}+\max \left\{\frac{n}{m}, \frac{p}{q}\right\}\right) \log (1 / \epsilon)\right)$. This iteration complexity is interesting since it matches the optimal $O((n+\sqrt{n \kappa}) \log (1 / \epsilon))$ iteration complexity of dual coordinate methods [103, 168, 220] when $(q, m)=(p, 1)$, and also matches the optimal $O\left(\left(p+p \sqrt{\frac{\Lambda_{1, n}}{n \lambda \gamma}}\right) \log (1 / \epsilon)\right)$ iteration complexity of primal coordinate methods [103, 106] when $(q, m)=(1, n)$. In Section 5.5, we further generalize DSPDC and its complexity to a bilinear saddle-point problem with a block-wise decomposable structure.

To study the second question, we compare different coordinate algorithms based on the overall complexity for finding an $\epsilon$-optimal solution. For most ERM problems, the per-iteration cost of SPDC is $O(p)$ and its the overall complexity is $O(n p+p \sqrt{n \kappa} \log (1 / \epsilon))$. When $(q, m)=$ $(1,1)$ and without any assumptions on the sparsity of data, the per-iteration cost of DSPDC is
$O(\min \{n, p\})$ due to a full-dimensional inner product in the algorithm. If $n \geq p$, which is true for most ERM problems, the overall complexity of DSPDC becomes $O\left(\left(n p+\sqrt{\frac{n \Lambda_{1,1}}{\lambda \gamma}} p^{2}\right) \log (1 / \epsilon)\right)$, which is not lower than that of SPDC in genera ${ }^{3}$. Nevertheless, we identify two important cases where DSPDC has a lower overall complexity than SPDC and other existing coordinate methods.

The first case is when data $A$ has a factorized structure, namely, $A=U V$ with $U \in \mathbb{R}^{n \times d}$, $V \in \mathbb{R}^{d \times p}$ and $d<\min \{n, p\}$. The ERM problem with factorized data arises when (random) dimension/instance reduction or matrix sketching/factorization techniques are applied to $A$ in order to reduce the storage and computational cost. More examples are provided in Section 5.4.2. In this case, choosing $(q, m)=(1,1)$ and using an efficient implementation, our DSPDC has an overall complexity of $O\left(\left(n d+\sqrt{\frac{n \Lambda_{1,1}}{\lambda \gamma}} p d\right) \log (1 / \epsilon)\right)$, better than the $O((n p d+\sqrt{\kappa n} p d) \log (1 / \epsilon))$ complexity of SPDC with the same efficient implementation. See Table 5.1 for comparisons with more existing techniques for this class of problems.

The second case is when solving a block-wise decomposable bilinear saddle-point problem where the proximal mapping on each block is computationally expensive. The applications with this property include trace regression [175] and distance metric learning [138, 191, 192], where each block of variables needs to be a $d \times d$ positive semi-definite matrix so that the proximal mapping involves an eigenvalue decomposition with a complexity of $O\left(d^{3}\right)$. When $(q, m)=$ $(1,1)$ and $n \geq p$, DSPDC requires solving eigenvalue decomposition only for one block of variables so that its overall complexity is $O\left(\left(d^{3}+p d^{2}\right)\left(n+\sqrt{\frac{n \Lambda_{1,1}}{\lambda \gamma}} p\right) \log (1 / \epsilon)\right)$ as shown in Section 5.5, which is lower than the $O\left(\left(n p d^{3}+\sqrt{n \kappa} p d^{3}\right) \log (1 / \epsilon)\right)$ overall complexity of SPDC when $\sqrt{\Lambda_{1,1}} p \leq \sqrt{\Lambda_{p, 1}} d$. See Table 5.2 for comparisons with more existing techniques for this class of problems.

Although it is not our main focus, we note that applying a non-uniform sampling on the primal and dual coordinates can further reduce the overall complexity of our DSPDC just as other coordinate methods [5, 31, 32, 144, 145, 154, 220] .

### 5.4 Doubly Stochastic Primal-Dual Coordinate Method

### 5.4.1 Algorithm and Convergence Properties

In this section, we propose the doubly stochastic primal-dual coordinate (DSPDC) method in Algorithm 3 for problem (5.1.5). In Algorithm 3, the primal and dual solutions $\left(x^{(t+1)}, y^{(t+1)}\right)$ are updated as (5.4.3) and (5.4.1) in the randomly selected $q$ and $m$ coordinates indexed by $J$ and $I$, respectively ${ }^{4}$. These updates utilize the first-order information provided by the vectors $A \bar{x}^{(t)}$ and $A^{T} \bar{y}^{(t+1)}$ where $\left(\bar{x}^{(t)}, \bar{y}^{(t+1)}\right)$ are updated using the momentum steps (5.4.4) and 5.4.2) which are commonly used to accelerate gradient (AG) methods [128, 130]. Algorithm 3 requires three control parameters $\theta, \tau$ and $\sigma$ and its convergence is ensured after a proper choice of these parameters as shown in Theorem 5.4.1. The proofs of all theorems are deferred to the Appendix.
${ }^{3}$ Note that $\Lambda_{p, 1} \geq \Lambda_{1,1} \geq \frac{\Lambda_{p, 1}}{p}$ and $\kappa \geq \frac{\Lambda_{1,1}}{\lambda \gamma} \geq \frac{\kappa}{p}$.
${ }^{4}$ Here, we hide the dependency of $I$ and $J$ on $t$ to simplify the notation.

Algorithm 3 Doubly Stochastic Primal-Dual Coordinate (DSPDC) Method
Input: $x^{(-1)}=x^{(0)}=\bar{x}^{(0)} \in \mathbb{R}^{p}, y^{(-1)}=y^{(0)}=\bar{y}^{(0)} \in \mathbb{R}^{n}$, and parameters $(\theta, \tau, \sigma)$.
Output: $x^{(T)}$ and $y^{(T)}$
for $t=0,1,2, \ldots, T-1$ do
Uniformly and randomly choose $I \subset[n]$ and $J \subset[p]$ of sizes $m$ and $q$, respectively.
Update the primal and dual coordinates

$$
\begin{align*}
y_{i}^{(t+1)} & = \begin{cases}\operatorname{argmax}_{\beta \in \mathbb{R}}\left\{\frac{1}{n}\left\langle A_{i}, \bar{x}^{(t)}\right\rangle \beta-\frac{\phi_{i}^{*}(\beta)}{n}-\frac{1}{2 \sigma}\left(\beta-y_{i}^{(t)}\right)^{2}\right\} & \text { if } i \in I, \\
y_{i}^{(t)} & \text { if } i \notin I,\end{cases}  \tag{5.4.1}\\
\bar{y}^{(t+1)} & =y^{(t)}+\frac{n}{m}\left(y^{(t+1)}-y^{(t)}\right),  \tag{5.4.2}\\
x_{j}^{(t+1)} & = \begin{cases}\operatorname{argmin}_{\alpha \in \mathbb{R}}\left\{\frac{1}{n}\left\langle A^{j}, \bar{y}^{(t+1)}\right\rangle \alpha+g_{j}(\alpha)+\frac{1}{2 \tau}\left(\alpha-x_{j}^{(t)}\right)^{2}\right\} & \text { if } j \in J_{(5} \\
x_{j}^{(t)} & \text { if } j \notin J,\end{cases}  \tag{5.4.3}\\
\bar{x}^{(t+1)} & =x^{(t)}+(\theta+1)\left(x^{(t+1)}-x^{(t)}\right) . \tag{5.4.4}
\end{align*}
$$

end for

Theorem 5.4.1 Suppose $\theta, \tau$ and $\sigma$ in Algorithm 3 are chosen so that

$$
\begin{equation*}
\theta=\frac{p}{q}-\frac{p / q}{\sqrt{\frac{\Lambda}{\lambda \gamma}} \frac{n p}{m q}+\max \left\{\frac{n}{m}, \frac{p}{q}\right\}}, \tau \sigma=\frac{n m q}{4 p \Lambda}, \frac{p}{2 q \lambda \tau}+\frac{p}{q}=\frac{n^{2}}{2 m \gamma \sigma}+\frac{n}{m} \tag{5.4.5}
\end{equation*}
$$

where $\Lambda$ is any constant such that $\Lambda \geq \Lambda_{q, m}$. For each $t \geq 0$, Algorithm 3 guarantees

$$
\begin{aligned}
& \left(\frac{p}{2 q \tau}+\frac{p \lambda}{q}\right) \mathbb{E}\left\|x^{\star}-x^{(t)}\right\|^{2}+\left(\frac{n}{4 m \sigma}+\frac{\gamma}{m}\right) \mathbb{E}\left\|y^{\star}-y^{(t)}\right\|^{2} \\
\leq & \left(1-\frac{1}{\max \left\{\frac{p}{q}, \frac{n}{m}\right\}+\sqrt{\frac{\Lambda}{\lambda \gamma n}} \frac{n p}{m q}}\right)^{t}\left[\left(\frac{p}{2 q \tau}+\frac{p \lambda}{q}\right)\left\|x^{\star}-x^{(0)}\right\|^{2}+\left(\frac{n}{2 m \sigma}+\frac{\gamma}{m}\right)\left\|y^{\star}-y^{(0)}\right\|^{2}\right] .
\end{aligned}
$$

Remark 1 For a given $\Lambda$, the values of $\tau$ and $\sigma$ can be solved from the last two equations of (5.4.5) in closed forms:

$$
\begin{align*}
\tau & =\frac{p}{q \lambda}\left(\left(\frac{n}{m}-\frac{p}{q}\right)+\sqrt{\left(\frac{n}{m}-\frac{p}{q}\right)^{2}+\frac{4(n p)^{2} \Lambda}{(m q)^{2} n \lambda \gamma}}\right)^{-1},  \tag{5.4.6}\\
\sigma & =\frac{n^{2}}{m \gamma}\left(\left(\frac{p}{q}-\frac{n}{m}\right)+\sqrt{\left(\frac{n}{m}-\frac{p}{q}\right)^{2}+\frac{4(n p)^{2} \Lambda}{(m q)^{2} n \lambda \gamma}}\right)^{-1} \tag{5.4.7}
\end{align*}
$$

which are referred to as the primal and dual step size, respectively. If both primal and dual coordinates are sampled at the same ratio, i.e., $\frac{q}{p}=\frac{m}{n}$, then we have the following simplified
version:

$$
\begin{equation*}
\tau=\frac{m}{2} \sqrt{\frac{\gamma}{\Lambda n \lambda}}, \quad \sigma=\frac{m}{2} \sqrt{\frac{n \lambda}{\Lambda \gamma}} . \tag{5.4.8}
\end{equation*}
$$

According to the convergence rate above, the best choice of $\Lambda$ is $\Lambda_{q, m}$. Although the exact computation of $\Lambda_{q, m}$ by definition (5.1.8) may be costly, for instance, when $q \approx \frac{p}{2}$ or $m \approx \frac{n}{2}$, it is tractable when $q$ and $m$ are close to 1 or close to $p$ and $n$. In practice, we suggest choosing $\Lambda=\frac{m q R^{2} \Lambda_{p, 1}}{p}$ as an approximation of $\Lambda_{q, m}$, which provides reasonably good empirical performance (see Section 5.6).

Besides the distance to the saddle-point $\left(x^{\star}, y^{\star}\right)$, a useful quality measure for the solution $\left(x^{(t)}, y^{(t)}\right)$ is its primal-dual objective gap, $P\left(x^{(t)}\right)-D\left(y^{(t)}\right)$, because it can be evaluated in each iteration and used as a stopping criterion in practice. The next theorem establishes the convergence rate of the primal-dual objective gap ensured by DSPDC.
Theorem 5.4.2 Suppose $\tau$ and $\sigma$ are chosen as (5.4.5) while $\theta$ is replaced by

$$
\begin{equation*}
\theta=\frac{p}{q}-\frac{p / q}{2 \sqrt{\frac{\Lambda}{\lambda \gamma n} \frac{n p}{m q}}+2 \max \left\{\frac{n}{m}, \frac{p}{q}\right\}} \tag{5.4.9}
\end{equation*}
$$

in Algorithm 3. For each $t \geq 0$, Algorithm 3 guarantees

$$
\begin{aligned}
& \mathbb{E}\left[P\left(x^{(t)}\right)-D\left(y^{(t)}\right)\right] \\
\leq & \left(1-\frac{1}{2 \sqrt{\frac{\Lambda}{\lambda \gamma n}} \frac{n p}{m q}+2 \max \left\{\frac{n}{m}, \frac{p}{q}\right\}}\right)^{t} \times\left\{\frac{1}{\min \left\{\frac{p}{q}, \frac{n}{m}\right\}}+\frac{\max \left\{\frac{\|A\|^{2}}{n \gamma}, \frac{\|A\|^{2}}{\lambda n^{2}}\right\}}{\min \left\{\frac{\lambda p}{q}, \frac{\gamma}{m}\right\}}\right\} \times \\
& {\left[\left(\frac{p}{2 q \tau}+\frac{p \lambda}{2 q}\right)\left\|x^{(0)}-x^{\star}\right\|^{2}+\left(\frac{n}{2 m \sigma}+\frac{\gamma}{2 m}\right)\left\|y^{(0)}-y^{\star}\right\|^{2}+\max \left\{\frac{p}{q}, \frac{n}{m}\right\}\left(P\left(x^{(0)}\right)-D\left(y^{(0)}\right)\right)\right] . }
\end{aligned}
$$

According to Theorem 5.4.1 and 5.4.2, in order to obtain a pair of primal and dual solutions with an expected $\epsilon$ distance to $\left(x^{\star}, y^{\star}\right)$, i.e., $\mathbb{E}\left[\left\|x^{(t)}-x^{\star}\right\|^{2}\right] \leq \epsilon$ and $\mathbb{E}\left[\left\|y^{(t)}-y^{\star}\right\|^{2}\right] \leq \epsilon$, or with an expected $\epsilon$ objective gap, Algorithm 3 needs

$$
t=O\left(\left(\max \left\{\frac{p}{q}, \frac{n}{m}\right\}+\sqrt{\frac{\Lambda_{q, m}}{n \lambda \gamma}} \frac{p n}{q m}\right) \log \left(\frac{1}{\epsilon}\right)\right)
$$

iterations when $\Lambda=\Lambda_{q, m}$. This iteration complexity is interesting since it matches the optimal $O\left((n+\sqrt{n \kappa}) \log \left(\frac{1}{\epsilon}\right)\right)$ iteration complexity of dual coordinate methods such as SPDC [220] and others [103, 168] when $(q, m)=(p, 1)$, and also matches the optimal $O\left(\left(p+p \sqrt{\frac{\Lambda_{1, n}}{n \lambda \gamma}}\right) \log \left(\frac{1}{\epsilon}\right)\right)$ iteration complexity of primal coordinate methods [103, 106] when $(q, m)=(1, n)$.

To efficiently implement Algorithm 3 , we just need to maintain and efficiently update either $A \bar{x}^{(t)}$ or $A^{T} \bar{y}^{(t)}$, depending on whether $\frac{n}{m}$ or $\frac{p}{q}$ is larger. If $\frac{n}{m} \geq \frac{p}{q}$, we should maintain $A^{T} \bar{y}^{(t)}$ during the algorithm, which is used in 5.4.3) and can be updated in $O(m p)$ time. We will then directly compute $\left\langle A_{i}, \bar{x}^{(t)}\right\rangle$ for $i \in I$ in 5.4 .1 in $O(m p)$ time. In fact, this is how SPDC
is implemented in [220] where $q=p$. On the other hand, if $\frac{n}{m} \leq \frac{p}{q}$, it is more efficient to maintain $A \bar{x}^{(t)}$ and update it in $O(q n)$ time and compute $\left\langle A^{j}, \bar{y}^{(t+1)}\right\rangle$ for $j \in J$ in 5.4.3 in $O(q n)$ time. Hence, the overall complexity for DSPDC to find an $\epsilon$-optimal solution is $O((n p+$ $\left.\left.\sqrt{\frac{n \Lambda_{q, m}}{\lambda \gamma}} \frac{p^{2}}{q}\right) \log \left(\frac{1}{\epsilon}\right)\right)$ when $\frac{n}{m} \geq \frac{p}{q}$ and $O\left(\left(n p+\sqrt{\frac{n \Lambda_{q, m}}{\lambda \gamma}} \frac{n p}{m}\right) \log \left(\frac{1}{\epsilon}\right)\right)$ when $\frac{n}{m} \leq \frac{p}{q}$. Since the overall complexity of SPDC is $O\left((n p+\sqrt{\kappa n m} p) \log \left(\frac{1}{\epsilon}\right)\right)$ when $\frac{n}{m} \geq \frac{p}{q}$, DSPDC method is not more efficient for general data matrix. However, in the next section, we show that DSPDC has an efficient implementation for factorized data matrix which leads to a lower overall complexity than SPDC with the same implementation.

### 5.4.2 Efficient Implementation for Factorized Data Matrix

In this section, we assume that the data matrix $A$ in 5.1.5) has a factorized structure $A=U V$ where $U \in \mathbb{R}^{n \times d}$ and $V \in \mathbb{R}^{d \times p}$ with $d<\min \{n, p\}$. Such a matrix $A$ is often obtained as a low-rank or denoised approximation of raw data matrix. Recently, there emerges a surge of interests of using factorized data to alleviate the computational cost for big data. For example, Pham and Ghaoui [143] proposed to use a low-rank approximation $X \approx U V=A$ for data matrix $X$ to solve multiple instances of lasso problems. For solving big data kernel learning problems, the Nyström methods, that approximates a $n \times n$ kernel matrix $K$ by $U S^{\dagger} U^{\top}$ with $U \in \mathbb{R}^{n \times d}$, $S \in \mathbb{R}^{d \times d}$ and $d<n$, has become a popular method [205]. Moreover, recent advances on fast randomized algorithms [57] for finding a low-rank approximation of a matrix render the proposed coordinate optimization algorithm more attractive for tackling factorized big data problems.

The factorized $A$ also appears often in the problem of sparse recovery from the randomized feature reduction or randomized instance reduction of (5.1.1). The sparse recovery problem from randomized feature reduction can be also formulated into (5.1.5) as

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{p}} \max _{y \in \mathbb{R}^{n}}\left\{\frac{\lambda_{2}}{2}\|x\|_{2}^{2}+\lambda_{1}\|x\|_{1}+\frac{1}{n} y^{T} X G^{T} G x-\frac{1}{n} \sum_{i=1}^{n} \phi_{i}^{*}\left(y_{i}\right)\right\} \tag{5.4.10}
\end{equation*}
$$

where $X$ is the original $n \times p$ raw data matrix, $G$ is a $d \times p$ random measurement matrix with $d<p$, and the actual data matrix for 5.1 .5 is $A=X G^{T} G$ with $U=X G^{T}$ and $V=G$. This approximation approach has been employed to reduce the computational cost of solving underconstrained least-squares problem [112, 186]. Similarly, the randomized instance reduction [45, 186] can be applied by replacing $X G^{T} G$ in 5.4.10] with $G^{T} G X$, where $G$ is a $d \times n$ random measurement matrix with $d<n$, and the data matrix $A=G^{T} G X$ with $U=G^{T}$ and $V=G X$.

To solve (5.1.5) with $A=U V$, we implement DSPDC by maintaining the vectors $\bar{u}^{(t)}=$ $U^{T} \bar{y}^{(t)}$ and $\bar{v}^{(t)}=V \bar{x}^{(t)}$ and updating them in $O(d m)$ and $O(d q)$ time, respectively, in each iteration. Then, we can obtain $\left\langle A_{i}, \bar{x}^{(t)}\right\rangle$ in 5.4 .1 in $O(d m)$ time by evaluating $\left\langle U_{i}, \bar{v}^{(t)}\right\rangle$ for each $i \in I$, where $U_{i}$ is the $i$ th row of $U$. Similarly, we can obtain $\left\langle A_{j}, \bar{y}^{(t+1)}\right\rangle$ in 5.4.3 in $O(d q)$ time by taking $\left\langle V^{j}, \bar{v}^{(t)}\right\rangle$ for each $j \in J$, where $V^{j}$ is the $j$ th column of $V$. This leads to an efficient implementation of DSPDC described as in Algorithm 4 whose per-iteration cost is $O(d m+d q)$, lower than the $O(m p)$ or $O(q n)$ cost when $A$ is not factorized.

To make a clear comparison between DSPDC and other methods when applied to factorized data, in Table 5.1, we summarize their numbers of iterations and per-iteration costs (when $A=$

Algorithm 4 Efficient Implementation of Algorithm 3 for Factorized Data
Input: $x^{(-1)}=x^{(0)}=\bar{x}^{(0)} \in \mathbb{R}^{p}, y^{(-1)}=y^{(0)}=\bar{y}^{(0)} \in \mathbb{R}^{n}$, and parameters $(\theta, \tau, \sigma)$
Initialize: $u^{(0)}=U^{T} y^{(0)}, v^{(0)}=V x^{(0)}, \bar{u}^{(0)}=U^{T} \bar{y}^{(0)}, \bar{v}^{(0)}=V \bar{x}^{(0)}$

## Iterate:

For $t=0,1,2, \ldots, T-1$
Uniformly and randomly choose $I \subset[n]$ and $J \subset[p]$ of sizes $m$ and $q$, respectively.

$$
\begin{align*}
y_{i}^{(t+1)} & = \begin{cases}\operatorname{argmax}_{\beta \in \mathbb{R}}\left\{\frac{1}{n}\left\langle U_{i}, \bar{v}^{(t)}\right\rangle \beta-\frac{\phi_{i}^{*}(\beta)}{n}-\frac{1}{2 \sigma}\left(\beta-y_{i}^{(t)}\right)^{2}\right\} & \text { if } i \in I, \\
y_{i}^{(t)} & \text { if } i \notin I,\end{cases}  \tag{5.4.11}\\
u^{(t+1)} & =u^{(t)}+U^{T}\left(y^{(t+1)}-y^{(t)}\right),  \tag{5.4.12}\\
\bar{u}^{(t+1)} & =u^{(t)}+\frac{n}{m} U^{T}\left(y^{(t+1)}-y^{(t)}\right),  \tag{5.4.13}\\
x_{j}^{(t+1)} & = \begin{cases}\operatorname{argmin}_{\alpha \in \mathbb{R}}\left\{\frac{1}{n}\left\langle V^{j}, \bar{u}^{(t+1)}\right\rangle \alpha+g_{j}(\alpha)+\frac{1}{2 \tau}\left(\alpha-x_{j}^{(t)}\right)^{2}\right\} & \text { if } j \in J .4 \\
x_{j}^{(t)} & \text { if } j \notin J,\end{cases}  \tag{5.4.14}\\
v^{(t+1)} & =v^{(t)}+V\left(x^{(t+1)}-x^{(t)}\right),  \tag{5.4.15}\\
\bar{v}^{(t+1)} & =v^{(t)}+(\theta+1) V\left(x^{(t+1)}-x^{(t)}\right) . \tag{5.4.16}
\end{align*}
$$

Output: $x^{(T)}$ and $y^{(T)}$
$U V]^{5}$ For all methods in comparison, we assume $A$ is too large so that only $U$ and $V$ are stored in memory, which is the typical situation when applying random reduction. Moreover, the aforementioned efficient implementation in DSPDC (if applicable) has been also applied to other methods to reduce their per-iteration cost. In Table 5.1, we assume $n \geq p$ and $(q, m)=(1,1)$ and omit all the big- $O$ notations for simplicity. For ASVRG-SP, we present the complexity of its individual-split version with uniform sampling. According to the last column of Table 5.1, our DSPDC with efficient implementation has the lowest overall complexity among these methods.

### 5.5 Extension with Block Coordinate Updates

With block-wise sampling and updates, DSPDC can be easily generalized and applied to the bilinear saddle-point problem (5.1.5) with a block-decomposable structure and a similar linear convergence rate can be obtained. Although this is a straightforward extension, it is worth showing that, when the proximal mapping on each block is computationally expensive, DSPDC can achieve a lower complexity than other coordinate methods. In this section, we first extend DSPDC to its block coordinate update version, and then identify the scenarios where such an extension has a lower overall complexity than other methods.
${ }^{5}$ For SVRG and ASVRG-SP, we present their numbers of outer and inner iterations and per-iteration costs separately.

| Algorithm | Num. of Iter. $\left(\times \log \left(\frac{1}{\epsilon}\right)\right.$ ) | Per-Iter. Cost | Overall Compl. $\left(\times \log \left(\frac{1}{\epsilon}\right)\right.$ ) |
| :---: | :---: | :---: | :---: |
| DSPDC | $n+p \sqrt{\frac{\Lambda_{1,1} n}{\lambda \gamma}}$ | $d$ | $n d+p d \sqrt{\frac{\Lambda_{1,1} n}{\lambda \gamma}}$ |
| SPDC ASDCA APCG RPDG | $n+\sqrt{\frac{\Lambda_{p, 1} n}{\lambda \gamma}}$ | $p d$ | $n p d+p d \sqrt{\frac{\Lambda_{p, 1} n}{\lambda \gamma}}$ |
| $\begin{aligned} & \text { SDCA } \\ & \text { SAGA } \end{aligned}$ | $n+\frac{\Lambda_{p, 1}}{\lambda \gamma}$ | $p d$ | $n p d+p d \frac{\Lambda_{p, 1}}{\lambda \gamma}$ |
| SVRG | Outer: 1 <br> Inner: $\frac{\Lambda_{p, 1}}{\lambda}$ | $\begin{aligned} & n d \\ & p d \end{aligned}$ | $n d+p d \frac{\Lambda_{p, 1}}{\lambda \gamma}$ |
| ASVRG-SP | $\begin{aligned} & \text { Outer: } \sqrt{\frac{p \max \left\{\Lambda_{p, 1}, \Lambda_{1, n}\right\}}{\lambda \gamma}}+1 \\ & \text { Inner: } n \sqrt{\frac{p \max \left\{\Lambda_{p, 1}, \Lambda_{1, n}\right\}}{\lambda \gamma}} \end{aligned}$ | $\begin{gathered} n d \\ d \end{gathered}$ | $n d+n d \sqrt{\frac{p \max \left\{\Lambda_{p, 1}, \Lambda_{1, n}\right\}}{\lambda \gamma}}$ |

Table 5.1: The overall complexity of finding an $\epsilon$-optimal solution when $A=U V, n \geq p$ and $U$ and $V$ (but not $A$ ) are stored in memory. We choose $(q, m)=(1,1)$ in DSPDC.

### 5.5.1 Algorithm and Convergence Properties

We partition the space $\mathbb{R}^{\bar{p}}$ into $p$ subspaces as $\mathbb{R}^{\bar{p}}=\mathbb{R}^{q_{1}} \times \mathbb{R}^{q_{2}} \times \cdots \times \mathbb{R}^{q_{p}}$ such that $\sum_{j=1}^{p} q_{j}=\bar{p}$ and partition the space $\mathbb{R}^{\bar{n}}$ into $n$ subspaces as $\mathbb{R}^{\bar{n}}=\mathbb{R}^{m_{1}} \times \mathbb{R}^{m_{2}} \times \cdots \times \mathbb{R}^{m_{n}}$ such that $\sum_{i=1}^{n} m_{i}=$ $\bar{n}$. With a little abuse of notation, we represent the corresponding partitions of $\mathbf{x} \in \mathbb{R}^{\bar{p}}$ and $\mathbf{y} \in \mathbb{R}^{\bar{n}}$ as $\mathbf{x}=\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{p}\right)$ with $\mathbf{x}_{j} \in \mathbb{R}^{q_{j}}$ for $j=1, \ldots, p$ and $\mathbf{y}=\left(\mathbf{y}_{1}, \mathbf{y}_{2}, \ldots, \mathbf{y}_{n}\right)$ with $\mathbf{y}_{i} \in \mathbb{R}^{m_{i}}$ for $i=1, \ldots, n$, respectively.

We consider the following bilinear saddle-point problem

$$
\begin{equation*}
\min _{\mathbf{x} \in \mathbb{R}^{\bar{p}}} \max _{\mathbf{y} \in \mathbb{R}^{\bar{n}}}\left\{\sum_{j=1}^{p} g_{j}\left(\mathbf{x}_{j}\right)+\frac{1}{n} \mathbf{y}^{T} \mathbf{A} \mathbf{x}-\frac{1}{n} \sum_{i=1}^{n} \phi_{i}^{*}\left(\mathbf{y}_{i}\right)\right\} \tag{5.5.1}
\end{equation*}
$$

where $g_{j}: \mathbb{R}^{q_{j}} \rightarrow \mathbb{R}$ and $\phi_{i}^{*}: \mathbb{R}^{m_{i}} \rightarrow \mathbb{R}$ are functions of $\mathbf{x}_{j}$ and $\mathbf{y}_{i}$, respectively. Moreover, we assume $g_{j}$ and $\phi_{i}^{*}$ are strongly convex with strong convexity parameters of $\lambda>0$ and $\gamma>0$, respectively. Due to the partitions on $\mathbf{x} \in \mathbb{R}^{\bar{p}}$ and $\mathbf{y} \in \mathbb{R}^{\bar{n}}$, we partition the matrix $\mathbf{A}$ into blocks accordingly so that

$$
\mathbf{y}^{T} \mathbf{A} \mathbf{x}=\sum_{j=1}^{p} \sum_{i=1}^{n} \mathbf{y}_{i}^{T} \mathbf{A}_{i}^{j} \mathbf{x}_{j}
$$

where $\mathbf{A}_{i}^{j} \in \mathbb{R}^{m_{i} \times q_{j}}$ is the block of $\mathbf{A}$ corresponding to $\mathbf{x}_{j}$ and $\mathbf{y}_{i}$.
It is easy to see that the problem (5.1.5) is a special case of (5.5.1) when $q_{j}=m_{i}=1$ for $j=1, \ldots, p$ and $i=1, \ldots, n, \bar{p}=p$ and $\bar{n}=n$. The scale constant defined in (5.1.8) can be similarly generalized as

$$
\begin{equation*}
\boldsymbol{\Lambda}_{q, m} \equiv \max _{I \subset[n], J \subset[p],|I|=m,|J|=q}\left\|\mathbf{A}_{I}^{J}\right\|_{2}^{2}, \tag{5.5.2}
\end{equation*}
$$

where $\mathbf{A}_{I}^{J}$ is sub-matrix of $\mathbf{A}$ consisting of each block $\mathbf{A}_{i}^{j}$ with $i \in I$ and $j \in J$.

Let $\mathbf{A}_{i}=\left(\mathbf{A}_{i}^{1}, \cdots, \mathbf{A}_{i}^{p}\right)$ and $\mathbf{A}^{j}=\left(\left(\mathbf{A}_{1}^{j}\right)^{T}, \cdots,\left(\mathbf{A}_{n}^{j}\right)^{T}\right)^{T}$. Given these correspondings between (5.1.5) and (5.5.1), DSPDC can be easily extended for solving (5.5.1) by replacing (5.4.1) and (5.4.3) with

$$
\begin{align*}
& \mathbf{y}_{i}^{(t+1)}= \begin{cases}\operatorname{argmax}_{\beta \in \mathbb{R}^{m_{i}}}\left\{\frac{1}{n} \beta^{T} \mathbf{A}_{i} \overline{\mathbf{x}}^{(t)}-\frac{\phi_{i}^{*}(\beta)}{n}-\frac{1}{2 \sigma}\left\|\beta-\mathbf{y}_{i}^{(t)}\right\|^{2}\right\} & \text { if } i \in I, \\
\mathbf{y}_{i}^{(t)} & \text { if } i \notin I,\end{cases}  \tag{5.5.3}\\
& \mathbf{x}_{j}^{(t+1)}= \begin{cases}\operatorname{argmin}_{\alpha \in \mathbb{R}^{q_{j}}}\left\{\frac{1}{n} \alpha^{T}\left(\mathbf{A}^{j}\right)^{T} \overline{\mathbf{y}}^{(t+1)}+g_{j}(\alpha)+\frac{1}{2 \tau}\left\|\alpha-\mathbf{x}_{i}^{(t)}\right\|^{2}\right\} & \text { if } j \in J, \\
\mathbf{x}_{j}^{(t)} & \text { if } j \notin J,\end{cases} \tag{5.5.4}
\end{align*}
$$

respectively, and $\overline{\mathbf{y}}^{(t)}$ and $\overline{\mathbf{x}}^{(t)}$ are updated in the same way as 5.4.2 and 5.4.4).
For this extension, the convergence results similar to Theorem 5.4.1 and Theorem 5.4.2 can be easily derived with almost the same proof. We skip the proofs but directly state the results. To find a pair of primal-dual solutions for (5.5.1) which either has an $\epsilon$-distance to the optimal solution or has an $\epsilon$-primal-dual objective gap, the number of iterations Algorithm 3 (with by (5.4.1) and (5.4.3) replaced by (5.5.3) and (5.5.4) needs is

$$
t=O\left(\left(\max \left\{\frac{n}{m}, \frac{p}{q}\right\}+\sqrt{\frac{\boldsymbol{\Lambda}_{q, m}}{\lambda \gamma n}} \frac{n p}{m q}\right) \log \left(\frac{1}{\epsilon}\right)\right)
$$

### 5.5.2 Application 1: Matrix Risk Minimization

In this section, we study the theoretical performance of DSPDC method when the block updating step $\sqrt{5.5 .3}$ ) or $\left(5.5 .4\right.$ has a high computational cost due to eigenvalue decomposition. Let $\mathbb{S}_{+}^{d}$ be the set of $d \times d$ positive semi-definite matrices. The problem we consider is a general multiplematrix risk minimization which is formulated as

$$
\begin{equation*}
\min _{X_{j} \in \mathbb{S}_{+}^{d}, j=1, \ldots, p}\left\{\frac{1}{n} \sum_{i=1}^{n} \phi_{i}\left(\sum_{j=1}^{p}\left\langle\mathbf{D}_{i}^{j}, X_{j}\right\rangle\right)+\frac{\lambda}{2} \sum_{j=1}^{p}\left\|X_{j}\right\|_{F}^{2}\right\}, \tag{5.5.5}
\end{equation*}
$$

where $\mathbf{D}_{i}^{j}$ is a $d \times d$ data matrix, $\phi_{i}$ is $(1 / \gamma)$-smooth convex loss function applied to the linear prediction $\sum_{j=1}^{p}\left\langle\mathbf{D}_{i}^{j}, X_{j}\right\rangle$ and $\lambda$ is a regularization parameter. The associated saddle-point formulation of (5.5.5) is

$$
\begin{equation*}
\min _{X_{j} \in \mathbb{S}_{+}^{d}, j=1, \ldots, p} \max _{y \in \mathbb{R}^{n}}\left\{\frac{\lambda}{2} \sum_{j=1}^{p}\left\|X_{j}\right\|_{F}^{2}+\frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{p} y_{i}\left\langle\mathbf{D}_{i}^{j}, X_{j}\right\rangle-\frac{1}{n} \sum_{i=1}^{n} \phi_{i}^{*}\left(y_{i}\right)\right\} \tag{5.5.6}
\end{equation*}
$$

which is a special case of 5.5 .1 where $q_{j}=d^{2}$ and $m_{i}=1, \mathbf{x}_{j} \in \mathbb{R}^{d^{2}}$ and $\mathbf{A}_{i}^{j} \in \mathbb{R}^{1 \times d^{2}}$ are the vectorization of the matrices $X_{j}$ and $\mathbf{D}_{i}^{j}$ respectively, and $g_{j}\left(X_{j}\right)=\frac{\lambda}{2}\left\|X_{j}\right\|_{F}^{2}$ if $X_{j} \in \mathbb{S}_{+}^{d}$ and $g_{j}\left(X_{j}\right)=+\infty$ if $X_{j} \notin \mathbb{S}_{+}^{d}$. The applications of this model include matrix trace regression [175] and distance metric learning [138, 191, 192].

In Table 5.2, we compare DSPDC with various methods on the numbers of iterations and per-iteration costs when applied to problem (5.5.6). We assume $n \geq \max \{p, d\}$ and $(q, m)=$

| Algorithm | Num. of Iter. $\left(\times \log \left(\frac{1}{\epsilon}\right)\right.$ ) | Per-Iter. Cost | Overall Compl. $\left(\times \log \left(\frac{1}{\epsilon}\right)\right)$ |
| :---: | :---: | :---: | :---: |
| DSPDC | $n+p \sqrt{\frac{\Lambda_{1,1} n}{\lambda \gamma}}$ | $p d^{2}+d^{3}$ | $\left(d^{2} p+d^{3}\right)\left(n+p \sqrt{\frac{\Lambda_{1,1} n}{\lambda \gamma}}\right)$ |
| SPDC ASDCA APCG RPDG | $n+\sqrt{\frac{\Lambda_{p, 1} n}{\lambda \gamma}}$ | $p d^{3}$ | $n p d^{3}+p d^{3} \sqrt{\frac{\Lambda_{p, 1} n}{\lambda \gamma}}$ |
| $\begin{aligned} & \text { SDCA } \\ & \text { SAGA } \end{aligned}$ | $n+\frac{\Lambda_{p, 1}}{\lambda \gamma}$ | $p d^{3}$ | $n p d^{3}+p d^{3} \frac{\boldsymbol{\Lambda}_{p, 1}}{\lambda \gamma}$ |
| SVRG | Outer: 1 <br> Inner: $\frac{\Lambda_{p, 1}}{\lambda}$ | $\begin{gathered} p n d^{2} \\ p d^{3} \end{gathered}$ | $n p d^{2}+p d^{3} \frac{\Lambda_{p, 1}}{\lambda \gamma}$ |
| ASVRG-SP | Outer: $\sqrt{\frac{d \max \left\{\boldsymbol{\Lambda}_{p, 1}, \boldsymbol{\Lambda}_{1, n}\right\}}{\lambda \gamma}}+1$ Inner: $n p \sqrt{\frac{\max \left\{\boldsymbol{\Lambda}_{p, 1}, \boldsymbol{\Lambda}_{1, n}\right\}}{d \lambda \gamma}}$ | $\begin{gathered} p n d^{2} \\ d^{3} \end{gathered}$ | $n p d^{2}+p n d^{2} \sqrt{\frac{d \max \left\{\boldsymbol{\Lambda}_{p, 1}, \boldsymbol{\Lambda}_{1, n}\right\}}{\lambda \gamma}}$ |

Table 5.2: The overall complexity of finding an $\epsilon$-optimal solution for 5.5.6) when $n \geq p$.
$(1,1)$ and omit all the big- $O$ notations for simplicity. For ASVRG-SP, we present the complexity of its individual-split version with uniform sampling. When applied to 5.5.6 with $(q, m)=(1,1)$, DSPDC requires solving (5.5.4) in each iteration which involves the eigenvalue decomposition of one $d \times d$ matrix with complexity of $O\left(d^{3}\right)$. To efficiently implement DSPDC, we need to maintain and efficiently update either $\mathbf{A} \overline{\mathbf{x}}^{(t)}$ or $\mathbf{A}^{T} \overline{\mathbf{y}}^{(t)}$ with complexity of $O\left(d^{2} \min \{n, p\}\right)$. When $p \leq n$, the per-iteration cost of DSPDC in this case is therefore $O\left(d^{3}+p d^{2}\right)$ so that the overall complexity for DSPDC to find an $\epsilon$-optimal solution of 5.5.6) is $O\left(\left(d^{3}+p d^{2}\right)\left(n+\sqrt{\frac{n \boldsymbol{\Lambda}_{1,1}}{\lambda \gamma}} p\right) \log (1 / \epsilon)\right)$. On the contrary, SPDC, ASDCA, APCG and RPDG need to solve $p$ eigenvalue decompositions per iteration so that its the overall complexity is $O\left(p d^{3}\left(n+\sqrt{\frac{n \boldsymbol{\Lambda}_{p, 1}}{\lambda \gamma}}\right) \log (1 / \epsilon)\right)$ which is higher than that of DSPDC when $\sqrt{\boldsymbol{\Lambda}_{1,1}} p \leq \sqrt{\boldsymbol{\Lambda}_{p, 1}} d$. Without this condition, according to the last column of Table 5.2. DSPDC still has a lower overall complexity than SDCA, SAGA, SVRG and ASVRG-SP.

### 5.5.3 Application 2: Multi-task Large Margin Nearest Neighbor Problem

In this section, we show that DSPDC can be applied to the Multi-task Large Margin Nearest Neighbor (MT-LMNN) problem [138]. The key is to appropriately reduce the original form to the matrix risk minimization (5.5.6).

Problem Reformulation To make this chapter self-contained, we include the introduction of MT-LMNN here. Interested readers can find more background in [138]. Suppose there are $p>1$ tasks, each being a multi-class classification problem. For example, in our empirical study (Section 5.6.3), we have $p=100$ tasks, each being a 10 -class image classification problem. MT-LMNN aims to learn one Mahalanobis distance metric (defined as a positive semi-definite matrix) for each task, so there are totally $p$ metric matrices to be learned. With those metrics, the label of a testing point in task $j$ is determined by the majority vote of its $\ell$-nearest neighbors defined by the $j$-th metric. We further assume that the tasks are correlated that all the metrics
share a common component, in addition to their own matrix. The original formulation of MTLMNN is the following:

$$
\begin{array}{cl}
\min _{X_{j} \in \mathbb{S}_{+}^{d}, j=0,1, \ldots, p, \xi \in \mathbb{R}^{n}} & \frac{\lambda_{0}}{2}\left\|X_{0}-I\right\|_{F}^{2}+\sum_{j=1}^{p} \frac{\lambda_{j}}{2}\left\|X_{j}\right\|_{F}^{2}+\frac{1}{n} \sum_{j=1}^{p} \sum_{(u, v) \in \mathcal{N}_{j}} d_{j}^{2}\left(z_{u}, z_{v}\right)+\frac{1}{n} \sum_{j=1}^{p} \sum_{(u, v, w) \in \mathcal{S}_{j}} \xi_{u v w} \\
\text { s.t. } & d_{j}^{2}\left(z_{u}, z_{w}\right)-d_{j}^{2}\left(z_{u}, z_{v}\right) \geq 1-\xi_{u v w}, \quad \forall j \in[p], \forall(u, v, w) \in \mathcal{S}_{j}  \tag{5.5.7}\\
& \xi_{u v w} \geq 0, \quad \forall(u, v, w) \in \mathcal{S}_{j} .
\end{array}
$$

Now we interpret the notations above. We let $z$ denote a training data point indexed by subscript $u, v, w$ etc, $X_{j} \in \mathbb{S}_{+}^{d}$ be the metric matrix for task $j=1,2, \ldots, p$ and $X_{0}$ the common component shared by all the tasks to reflect the correlations among them. Let $\mathcal{N}_{j}$ be the set of every ordered pair $(u, v)$ for task $j$ such that $z_{v}$ is among the $\ell$ closest points of $z_{u}$ that has the same label as $z_{u}$, and $\mathcal{S}_{j}$ be the set consisting of the triples $(u, v, w)$ such that $(u, v) \in \mathcal{N}_{j}$ and $z_{w}$ is the closest point to $z_{u}$ that has a different label. The aforementioned closeness can be measured in Euclidean distance or other appropriate methods in the original feature space. We use $n:=$ $\sum_{j=1}^{p}\left|\mathcal{N}_{j}\right|=\sum_{j=1}^{p}\left|\mathcal{S}_{j}\right|$ to denote the total number of constraints in 5.5.7 excluding the nonnegativity constraints. Let $\mathbf{Z}_{j, u v}:=\left(z_{u}-z_{v}\right)\left(z_{u}-z_{v}\right)^{\top}$ for all $(u, v) \in \mathcal{N}_{j}$ and $\mathbf{Z}_{j, u v w}:=$ $\mathbf{Z}_{j, u w}-\mathbf{Z}_{j, u v}$ for all $(u, v, w) \in \mathcal{S}_{j}$ so that the distance $d_{j}\left(z_{u}, z_{v}\right)$ in task $j$ is defined as

$$
d_{j}\left(z_{u}, z_{v}\right)=\sqrt{\left(z_{u}-z_{v}\right)^{\top}\left(X_{j}+X_{0}\right)\left(z_{u}-z_{v}\right)}=\sqrt{\left\langle\mathbf{Z}_{j, u v}, X_{j}+X_{0}\right\rangle}
$$

Note that the metric matrix for task $j$ is $X_{j}+X_{0}$, the sum of the individual matrix $X_{j}$ and the shared component $X_{0}$ among all the tasks. We can see that in each task, the goal of formulation (5.5.7) is essentially to minimize the distances of points with the same label (the objective) while enforcing the points with different labels to stay away from each other (the constraints). The slack variables $\xi_{u v w}$ allow for soft constraints in the problem. The regularization term $\lambda_{j}\left\|X_{j}\right\|_{F}^{2}, \forall j \in[p]$ controls the magnitude of $X_{j}$ and $\lambda_{0}\left\|X_{0}-I\right\|_{F}^{2}$ tunes how close $X_{0}$ to the identity $I$.

Following the same convention of support vector machine, we can transform the problem (5.5.7) to an unconstrained form:

$$
\begin{align*}
\min _{X_{0}, \ldots, X_{p} \in \mathbb{S}_{+}^{d}} & \frac{\lambda_{0}}{2}\left\|X_{0}-I\right\|_{F}^{2}+\sum_{j=1}^{p} \frac{\lambda_{j}}{2}\left\|X_{j}\right\|_{F}^{2}+\frac{1}{n} \sum_{j=1}^{p} \sum_{(u, v) \in \mathcal{N}_{j}}\left\langle\mathbf{Z}_{j, u v}, X_{j}+X_{0}\right\rangle  \tag{5.5.8}\\
& +\frac{1}{n} \sum_{j=1}^{p} \sum_{(u, v, w) \in S_{j}} \phi\left(\left\langle\mathbf{Z}_{j, u v w}, X_{j}+X_{0}\right\rangle\right) .
\end{align*}
$$

where $\phi(\cdot)$ is the hinge loss and we adopt its smoothed version (5.1.3) with $b=1$.
By introducing the dual variable $y$ we can obtain the following equivalent saddle-point formulation of (5.5.8):

$$
\begin{align*}
\min _{X_{0}, \ldots, X_{p} \in \mathbb{S}_{+}^{d}} \max _{y \in \mathbb{R}^{n}} & \frac{\lambda_{0}}{2}\left\|X_{0}-I\right\|_{F}^{2}+\sum_{j=1}^{p} \frac{\lambda_{j}}{2}\left\|X_{j}\right\|_{F}^{2}+\frac{1}{n} \sum_{j=1}^{p} \sum_{(u, v) \in \mathcal{N}_{j}}\left\langle\mathbf{Z}_{j, u v}, X_{j}+X_{0}\right\rangle  \tag{5.5.9}\\
& +\frac{1}{n} \sum_{j=1}^{p} \sum_{(u, v, w) \in \mathcal{S}_{j}} y_{j, u v w}\left\langle\mathbf{Z}_{j, u v w}, X_{j}+X_{0}\right\rangle-\frac{1}{n} \sum_{j=1}^{p} \sum_{(u, v, w) \in \mathcal{S}_{j}} \phi^{*}\left(y_{j, u v w}\right) .
\end{align*}
$$

Algorithm 5 DSPDC Customized for MT-LMNN
Input: $X^{(-1)}=X^{0}=\bar{X}^{0} \in \mathbb{R}^{d \times d}, y^{(-1)}=y^{0}=\bar{y}^{0} \in \mathbb{R}^{n}$, step sizes $\tau, \sigma$, parameter $\theta$, total iteration $S$, sample sizes $1 \leq m \leq n$ and $1 \leq q \leq p+1$.
Output: $X^{S}$ and $y^{S}$;
$\mathbf{W}_{j}^{0}=\sum_{i: i \in[n], \mathcal{T}(i)=j} \bar{y}_{i}^{0} \mathbf{Z}_{i}$ for $j=1,2, \ldots, p$ and $\mathbf{W}_{0}^{0}=\sum_{j=1}^{p} \mathbf{W}_{j}^{0}=\sum_{i=1}^{n} \bar{y}_{i}^{0} \mathbf{Z}_{i}$.
$\mathbf{B}_{j}^{0}=0_{d \times d}$ for $j=1,2, \ldots, p$.
For $t=0,1,2, \ldots, S-1$ :
Randomly choose $\mathcal{I}_{t} \subset\{1,2, \ldots, n\}$ and $\mathcal{J}_{t} \subset\{0,1, \ldots, p\}$ with $\left|\mathcal{I}_{t}\right|=m$ and $\left|\mathcal{J}_{t}\right|=q$. Perform the following updates:

$$
\begin{align*}
& y_{i}^{t+1}= \begin{cases}\underset{\beta \in \mathbb{R}}{\operatorname{argmax}}\left\{\frac{\beta}{n}\left\langle\mathbf{Z}_{i}, \bar{X}_{\mathcal{T}(i)}^{t}+\bar{X}_{0}^{t}\right\rangle-\frac{1}{n} \phi^{*}(\beta)-\frac{1}{2 \sigma}\left(\beta-y_{i}^{t}\right)^{2}\right\} & \text { if } i \in \mathcal{I}_{(5.5 .11)} \\
y_{i}^{t} & \text { if } i \notin \mathcal{I}_{t}\end{cases} \\
& \mathbf{B}_{j}^{t+1}=\sum_{i: i \in \mathcal{I}_{t}, \mathcal{T}(i)=j}\left(y_{i}^{t+1}-y_{i}^{t}\right) \mathbf{Z}_{i}, \quad j=1,2, \ldots, p  \tag{5.5.12}\\
& \mathbf{W}_{j}^{t+1}= \begin{cases}\mathbf{W}_{j}^{t}+\frac{n}{m} \mathbf{B}_{j}^{t+1}+\frac{m-n}{m} \mathbf{B}_{j}^{t} & \text { if } j \neq 0, \\
\sum_{l=1}^{T} \mathbf{W}_{l}^{t+1} & \text { if } j=0 .\end{cases}  \tag{5.5.13}\\
& X_{j}^{t+1}= \begin{cases}\underset{Q \in \mathbb{S}_{+}^{d}}{\operatorname{argmin}}\left\{\frac{1}{n}\left\langle\mathbf{W}_{j}^{t+1}, Q\right\rangle+g_{j}(Q)+\frac{1}{2 \tau}\left\|Q-X_{j}^{t}\right\|_{F}^{2}\right\} & \text { if } j \in \mathcal{J}_{t}, \\
X_{j}^{t} & \text { if } j \notin \mathcal{J}_{t}\end{cases}  \tag{5.5.14}\\
& \bar{X}_{j}^{t+1}=X_{j}^{t}+(\theta+1)\left(X_{j}^{t+1}-X_{j}^{t}\right), \forall j=0,1, \ldots, p . \tag{5.5.15}
\end{align*}
$$

Here, each dual variable $y_{j, u v w}$ corresponds to the matrix $\mathbf{Z}_{j, u v w}$ and the constraint $d_{j}^{2}\left(z_{u}, z_{w}\right)-$ $d_{j}^{2}\left(z_{u}, z_{v}\right) \geq 1-\xi_{u v w}$ in (5.5.7) for all $j \in[p]$ and $(u, v, w) \in \mathcal{S}_{j}$. We stack all the dual variables $y_{j, u v w}$ into a single column vector $y \in \mathbb{R}^{n}$ and $y_{s}$ represents the $s$ th coordinate of $y$. Let $\mathcal{T}(s)$ and $\mathbf{Z}_{s}$ represent the task and the outer product $y_{s}$ corresponds to, namely, $\mathcal{T}(s)=j$ and $\mathbf{Z}_{s}:=\mathbf{Z}_{j, u w}-\mathbf{Z}_{j, u v}$ if the new index $s$ corresponds to the original index $(j, u v w)$. Then we have the following more compact formulation:

$$
\begin{equation*}
\min _{X_{0}, \ldots, X_{p} \in \mathbb{S}_{+}^{d}} \max _{y \in \mathbb{R}^{n}} \sum_{j=0}^{p} g_{j}\left(X_{j}\right)+\frac{1}{n} \sum_{i=1}^{n} y_{i}\left\langle\mathbf{Z}_{i}, X_{\mathcal{T}(i)}+X_{0}\right\rangle-\frac{1}{n} \sum_{i=1}^{n} \phi^{*}\left(y_{i}\right), \tag{5.5.10}
\end{equation*}
$$

where $g_{j}\left(X_{j}\right):=\frac{\lambda_{j}}{2}\left\|X_{j}\right\|_{F}^{2}+\frac{1}{n}\left\langle\mathbf{C}_{j}, X_{j}\right\rangle$, with $\mathbf{C}_{j}=\sum_{(u, v) \in \mathcal{N}_{j}} \mathbf{Z}_{j, u v}$ for $j \in[p]$, and $g_{0}\left(X_{0}\right):=$ $\frac{\lambda_{0}}{2}\left\|X_{0}-I\right\|_{F}^{2}+\frac{1}{n}\left\langle\mathbf{C}_{0}, X_{0}\right\rangle$ with $\mathbf{C}_{0}=\sum_{j=1}^{p} \mathbf{C}_{j}$. Now, we have reduced the MT-LMNN problem to the form of (5.5.6) and the customized method is shown in Algorithm 5. The convergence properties similar to Theorem 5.4.1 and 5.4.2 immediately follow.

### 5.6 Numerical Experiments

In this section, we conduct numerical experiments to compare the DSPDC method with two other popular stochastic coordinate methods, SPDC [220] and SDCA [166] on three scenarios. The first two are empirical risk minimizations, with one applied on factorized data (see Section5.4.2) and the other using matrices as decision variables (see Section 5.5.2), respectively. Those experiments are run on somewhat synthetic data and serve as the first step of sanity check for the convergence speed. The third is a multi-task large margin nearest neighbor metric learning problem (see Section 5.5.3) on a real dataset. In a nutshell, we show that DSPDC outperforms the competitors in terms of running time in all the experiments.

### 5.6.1 Learning with factorized data

We first consider the binary classification problem with smoothed hinge loss under the sparse recovery setting. Besides, we work on a low-dimensional feature space where random feature reduction is applied. That being said, we are solving the problem 5.4.10 with $\phi_{i}(z)$ given by (5.1.3).

For the experiments over synthetic data, we first generate a random matrix $X \in \mathbf{R}^{n \times p}$ with $X_{i j}$ following i.i.d. standard normal distribution. We sample a random vector $\beta \in \mathbb{R}^{p}$ with $\beta_{j}=1$ for $j=1,2, \ldots, 50$ and $\beta_{j}=0$ for $j=51,52, \ldots, p$ and use $\beta$ to randomly generate $b_{i}$ with the distribution $\operatorname{Pr}\left(b_{i}=1 \mid \beta\right)=1 /\left(1+e^{-X_{i}^{T} \beta}\right)$ and $\operatorname{Pr}\left(b_{i}=-1 \mid \beta\right)=1 /\left(1+e^{X_{i}^{T} \beta}\right)$. To construct factorized data, we generate a random matrix $G \in \mathbf{R}^{d \times p}$ with $d<p$ and $G_{i j}$ following i.i.d. normal distribution $\mathcal{N}(0,1 / d)$. Then, the factorized data $A=U V$ for (5.1.1) is constructed with $U=X G^{T}$ and $V=G$.

To demonstrate the effectiveness of these three methods under different settings, we choose different values for $(n, m, p, q, d)$ and the regularization parameters $\left(\lambda_{1}, \lambda_{2}\right)$ in 5.4.10. The numerical results are presented in Figure 5.1 with the choices of parameters stated at its bottom. Here, the horizontal axis represents the running time of an algorithm while the vertical axis represents the primal gap in logarithmic scale. According to Figure 5.1, DSPDC is significantly faster than both SPDC and SCDA, under these settings.

We then conduct the comparison of these methods over three real datasets ${ }^{6}$. Covtype ( $n=$ $581012, p=54$ ), RCV1 ( $n=20242, p=47236$ ), and Real-sim ( $n=72309, p=20958$ ). We still consider the sparse recovery problem from feature reduction which is formulated as (5.4.10) with $\phi_{i}$ defined as (5.1.3). In all experiments, we choose $d=20$ to generate the random matrix $G$ and set $\lambda_{1}=10^{-4}, \lambda_{2}=10^{-2}$ in 5.4.10). We choose $m$ and $q$ so that $n$ and $p$ can be either dividable by them or has a small division remainder. The numerical performances of the three methods are shown in Figure 5.2. In these three examples, SPDC and DSPDC both outperform SDCA significantly. Compared to SPDC, DSPDC is even better on the first two datasets and has the same efficiency on the third.

[^15]

Figure 5.1: For all cases, $m=1$. First row: $\lambda_{1}=10^{-3}, \lambda_{2}=10^{-2}$; Second row: $\lambda_{1}=$ $10^{-6}, \lambda_{2}=10^{-5}$. First column: $(n, p, q, d)=(5000,100,50,20)$; Second column: $(n, p, q, d)=$ (10000, 100, 50, 50); Third column: $(n, p, q, d)=(10000,500,50,50)$.

### 5.6.2 Matrix Risk Minimization

Next we study the performance of DSPDC for solving the multiple-matrix risk minimization problem (5.5.5). We choose $\phi_{i}$ in (5.5.5) to be (5.1.3) and generate $\mathbf{D}_{i}^{j}$ as a $d \times d$ matrix with entry sampled from a standard Gaussian distribution for $i=1,2, \ldots, n$ and $j=1,2, \ldots, p$. Then we generate the true parameter matrix $\bar{X}_{j}$ as a $d \times d$ identity matrix for $j=1,2, \ldots, p$. Then we use $\bar{X}_{j}$ and $\mathbf{D}_{i}^{j}$ to generate $b_{i}$ such that $b_{i}=1$ if $\frac{1}{\left(1+\exp \left\{-\left\langle\mathbf{D}_{i}^{j}, \bar{X}_{j}\right\rangle\right\}\right)}>0.5$ or $b_{i}=-1$ otherwise. In this experiment, we set $d=100$ or 200, $p=100, n=100, \lambda=0.01$.

We compare the performance of DSPDC, SPDC [220] and SDCA [166] with various sampling settings, and the results are shown in Fig 5.3. It can be easily seen that DSPDC converges much faster than both SPDC and SDCA, in terms of running time. The behaviors of these algorithms are due to the fact that, in each iteration, both SPDC and SDCA need to take $p$ eigenvalue decompositions of $d \times d$ matrix while DSPDC only needs $q$ such operations. Since the cost of each eigenvalue decomposition is as expensive as $O\left(d^{3}\right)$, the total computation cost saved by DSPDC is thus significant.

### 5.6.3 Multi-task Large Margin Nearest Neighbor Problem

Finally, we compare the performance of different algorithms on the MT-LMNN problem (5.5.10). The dataset we are using is Amsterdam library of objects ALOI. a collection of 108,000 images
${ }^{7}$ https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/multiclass.html\# aloi


Figure 5.2: Performance on real datasets. Left: Covtype. Middle: RCV1. Right: Real-sim.


Figure 5.3: Performance on matrix risk minimization. First row: $d=100$. Second row: $d=200$. Left: $(m, q)=(5,50)$. Middle: $(m, q)=(50,5)$. Right: $(m, q)=(20,20)$.
for small objects with 1,000 class labels. Each image contains one small object which can be expressed as an extended color histogram of $d=128$ dimensions. We adopt the approach similar to [138] to generate classification tasks. More specifically, we divide the class labels into 100 pieces, each having 10 labels. In other words, we have 100 metric matrices to learn during training, as well as the one shared by all the tasks. The neighborhood size is $\ell=3$. For each task, we randomly select $60 \%$ of the data for training, resulting in a training set of 63936 instances. Under this setting, the total number of triplet constraints is $n=1142658$, which is also the number of dual variables. We set $\lambda_{0}=0.01, \lambda_{1}=\cdots=\lambda_{p}=0.1$.

The comparison is again between DSPDC, SPDC and SDCA under different sampling schemes, which is shown in Figure 5.4. We can observe the similar trends as Figure 5.3. In particular, DSPDC converges much faster to the optimal solution in terms of running time than both SPDC and SDCA, under all the sampling settings. The superiority of DSPDC in terms of running time is again due to the much less eigenvalue decomposition it does per iteration, which is the benefit brought by primal sampling. Indeed, as both SPDC and SDCA need to do full primal coordinate
update, they have to carry out $\frac{p}{q}$ times more eigenvalue decompositions than DSPDC. While all those methods have similar linear convergence rates, the computational cost per iteration dominates the performance.


Figure 5.4: The result of different methods on large margin multi-task metric learning problem with ALOI data. There are $p=100$ tasks and thus $p+1=101$ metric matrices to be learned, each being $128 \times 128$. The dual variable (triplet constraint) size is $n=1142658$. For left to right, the primal and dual sampling sizes of DSPDC are respectively $(q, m)=(20,2000),(q, m)=$ $(20,4000)$ and $(q, m)=(40,8000)$. For SPDC and SDCA, the dual sampling sizes are the same as DSPDC while they conduct full primal coordinate update ( $q=101$ ).

### 5.7 Discussion

In this chapter, we propose a doubly stochastic primal dual coordinate (DSPDC) method for bilinear saddle point problem, which captures an important class of regularized empirical risk minimization (ERM) problems in statistical learning. We establish the iteration complexity of DSPDC for finding a pair of primal and dual solutions with $\epsilon$-distance to the optimal solution or with $\epsilon$-objective gap. When applied to ERM with factorized data or matrix variables with costly prox-mapping, such as the multi-task large margin nearest neighbor metric learning problem, our method achieves a lower overall complexity than existing coordinate methods.

## Chapter 6

## DSCOVR: Randomized Primal-Dual Block Coordinate Algorithms for Asynchronous Distributed Optimization

### 6.1 Introduction

In the previous chapter, we have shown that empirical risk minimization can be reformulated as a bilinear saddle point problem. In this chapter, we consider how to leverage this reformulation to conduct distributed computation. In particular, we consider distributed optimization problems of the form

$$
\begin{equation*}
\underset{w \in \mathbf{R}^{d}}{\operatorname{minimize}} \frac{1}{m} \sum_{i=1}^{m} f_{i}\left(X_{i} w\right)+g(w) \tag{6.1.1}
\end{equation*}
$$

where $X_{i} \in \mathbf{R}^{N_{i} \times d}$ is the local data stored at the $i$ th machine, $f_{i}: \mathbf{R}^{N_{i}} \rightarrow \mathbf{R}$ is a convex cost function associated with the linear mapping $X_{i} w$, and $g(w)$ is a convex regularization function. In addition, we assume that $g$ is separable, i.e., for some integer $n>0$, we can write

$$
\begin{equation*}
g(w)=\sum_{k=1}^{n} g_{k}\left(w_{k}\right) \tag{6.1.2}
\end{equation*}
$$

where $g_{k}: \mathbf{R}^{d_{k}} \rightarrow \mathbf{R}$, and $w_{k} \in \mathbf{R}^{d_{k}}$ for $k=1, \ldots, n$ are non-overlapping subvectors of $w \in \mathbf{R}^{d}$ with $\sum_{k=1}^{n} d_{k}=d$ (they form a partition of $w$ ). Many popular regularization functions in machine learning are separable, for example, $g(w)=(\lambda / 2)\|w\|_{2}^{2}$ or $g(w)=\lambda\|w\|_{1}$ for some $\lambda>0$.

An important special case of (6.1.1) is distributed empirical risk minimization (ERM) of linear predictors. Let $\left(x_{1}, y_{1}\right), \ldots,\left(x_{N}, y_{N}\right)$ be $N$ training examples, where each $x_{j} \in \mathbf{R}^{d}$ is a feature vector and $y_{j} \in \mathbf{R}$ is its label. The ERM problem is formulated as

$$
\begin{equation*}
\underset{w \in \mathbf{R}^{d}}{\operatorname{minimize}} \frac{1}{N} \sum_{j=1}^{N} \phi_{j}\left(x_{j}^{T} w\right)+g(w), \tag{6.1.3}
\end{equation*}
$$

where each $\phi_{j}: \mathbf{R} \rightarrow \mathbf{R}$ is a loss function measuring the mismatch between the linear prediction $x_{j}^{T} w$ and the label $y_{j}$. Popular loss functions in machine learning include, e.g., for regression, the squared loss $\phi_{j}(t)=(1 / 2)\left(t-y_{j}\right)^{2}$, and for classification, the logistic loss $\phi_{j}(t)=\log (1+$ $\left.\exp \left(-y_{j} t\right)\right)$ where $y_{j} \in\{ \pm 1\}$. In the distributed optimization setting, the $N$ examples are divided into $m$ subsets, each stored on a different machine. For $i=1, \ldots, m$, let $\mathcal{I}_{i}$ denote the subset of $\{1, \ldots, N\}$ stored at machine $i$ and let $N_{i}=\left|\mathcal{I}_{i}\right|$ (they satisfy $\sum_{i=1}^{m} N_{i}=N$ ). Then the ERM problem 6.1.3 can be written in the form of 6.1.1 by letting $X_{i}$ consist of $x_{j}^{T}$ with $j \in \mathcal{I}_{i}$ as its rows and defining $f_{i}: \mathbf{R}^{N_{i}} \rightarrow \mathbf{R}$ as

$$
\begin{equation*}
f_{i}\left(u_{\mathcal{I}_{i}}\right)=\frac{m}{N} \sum_{j \in \mathcal{I}_{i}} \phi_{j}\left(u_{j}\right), \tag{6.1.4}
\end{equation*}
$$

where $u_{\mathcal{I}_{i}} \in \mathbf{R}^{N_{i}}$ is a subvector of $u \in \mathbf{R}^{N}$, consisting of $u_{j}$ with $j \in \mathcal{I}_{i}$.
The nature of distributed algorithms and their convergence properties largely depend on the model of the communication network that connects the $m$ computing machines. A popular setting in the literature is to model the communication network as a graph, and each node can only communicate (in one step) with their neighbors connected by an edge, either synchronously or asynchronously [e.g., 16, 124]. The convergence rates of distributed algorithms in this setting often depend on characteristics of the graph, such as its diameter and the eigenvalues of the graph Laplacian [e.g. 48, 125, 160, 199]. This is often called the decentralized setting.

Another model for the communication network is centralized, where all the machines participate synchronous, collective communication, e.g., broadcasting a vector to all $m$ machines, or computing the sum of $m$ vectors, each from a different machine (AllReduce). These collective communication protocols hide the underlying implementation details, which often involve operations on graphs. They are adopted by many popular distributed computing standards and packages, such as MPI [122], MapReduce [38] and Aparche Spark [215], and are widely used in machine learning practice [e.g., 100, 119]. In particular, collective communications are very useful for addressing data parallelism, i.e., by allowing different machines to work in parallel to improve the same model $w \in \mathbf{R}^{d}$ using their local dataset. A disadvantage of collective communications is their synchronization cost: faster machines or machines with less computing tasks have to become idle while waiting for other machines to finish their tasks in order to participate a collective communication.

One effective approach for reducing synchronization cost is to exploit model parallelism (here "model" refers to $w \in \mathbf{R}^{d}$, including all optimization variables). The idea is to allow different machines work in parallel with different versions of the full model or different parts of a common model, with little or no synchronization. The model partitioning approach can be very effective for solving problems with large models (large dimension $d$ ). Dedicated parameter servers can be set up to store and maintain different subsets of the model parameters, such as the $w_{k}$ 's in (6.1.2), and be responsible for coordinating their updates at different workers [98, 202]. This requires flexible point-to-point communication.

In this paper, we develop a family of randomized algorithms that exploit simultaneous data and model parallelism. Correspondingly, we adopt a centralized communication model that support both synchronous collective communication and asynchronous point-to-point communication. In particular, it allows any pair of machines to send/receive a message in a single step, and


Figure 6.1: Partition of primal variable $w$, dual variable $\alpha$, and the data matrix $X$.
multiple point-to-point communications may happen in parallel in an event-driven, asynchronous manner. Such a communication model is well supported by the MPI standard. To evaluate the performance of distributed algorithms in this setting, we consider the following three measures.

- Computation complexity: total amount of computation, measured by the number of passes over all datasets $X_{i}$ for $i=1, \ldots, m$, which can happen in parallel on different machines.
- Communication complexity: the total amount of communication required, measured by the equivalent number of vectors in $\mathbf{R}^{d}$ sent or received across all machines.
- Synchronous communication: measured by the total number of vectors in $\mathbf{R}^{d}$ that requires synchronous collective communication involving all $m$ machines. We single it out from the overall communication complexity as a (partial) measure of the synchronization cost.
In Section 6.2, we introduce the framework of our randomized algorithms, Doubly Stochastic Coordinate Optimization with Variance Reduction (DSCOVR), and summarize our theoretical results on the three measures achieved by DSCOVR. Compared with other first-order methods for distributed optimization, we show that DSCOVR may require less amount of overall computation and communication, and less or no synchronization. Then we present the details of several DSCOVR variants and their convergence analysis in Sections 6.3.6.6. We discuss the implementation of different DSCOVR algorithms in Section 6.7, and present results of our numerical experiments in Section 6.8 .


### 6.2 The DSCOVR Framework and Main Results

First, we derive a saddle-point formulation of the convex optimization problem 6.1.1). Let $f_{i}^{*}$ be the convex conjugate of $f_{i}$, i.e., $f_{i}^{*}\left(\alpha_{i}\right)=\sup _{u_{i} \in \mathbf{R}^{N_{i}}}\left\{\alpha_{i}^{T} u_{i}-f_{i}\left(u_{i}\right)\right\}$, and define

$$
\begin{equation*}
L(w, \alpha) \equiv \frac{1}{m} \sum_{i=1}^{m} \alpha_{i}^{T} X_{i} w-\frac{1}{m} \sum_{i=1}^{m} f_{i}^{*}\left(\alpha_{i}\right)+g(w), \tag{6.2.1}
\end{equation*}
$$

where $\alpha=\left[\alpha_{1} ; \ldots ; \alpha_{m}\right] \in \mathbf{R}^{N}$. Since both the $f_{i}$ 's and $g$ are convex, $L(w, \alpha)$ is convex in $w$ and concave in $\alpha$. We also define a pair of primal and dual functions:

$$
\begin{align*}
& P(w)=\max _{\alpha \in \mathbf{R}^{N}} L(w, \alpha)=\frac{1}{m} \sum_{i=1}^{m} f_{i}\left(X_{i} w\right)+g(w),  \tag{6.2.2}\\
& D(\alpha)=\min _{w \in \mathbf{R}^{d}} L(w, \alpha)=-\frac{1}{m} \sum_{i=1}^{m} f_{i}^{*}\left(\alpha_{i}\right)-g^{*}\left(-\frac{1}{m} \sum_{i=1}^{m}\left(X_{i}\right)^{T} \alpha_{i}\right), \tag{6.2.3}
\end{align*}
$$

where $P(w)$ is exactly the objective function in 6.1.1 ${ }^{1}$ and $g^{*}$ is the convex conjugate of $g$. We assume that $L$ has a saddle point $\left(w^{\star}, \alpha^{\star}\right)$, that is,

$$
L\left(w^{\star}, \alpha\right) \leq L\left(w^{\star}, \alpha^{\star}\right) \leq L\left(w, \alpha^{\star}\right), \quad \forall(w, \alpha) \in \mathbf{R}^{d} \times \mathbf{R}^{N}
$$

In this case, we have $w^{\star}=\operatorname{argmin} P(w)$ and $\alpha^{\star}=\operatorname{argmin} D(\alpha)$, and $P\left(w^{\star}\right)=D\left(\alpha^{\star}\right)$.
The DSCOVR framework is based on solving the convex-concave saddle-point problem

$$
\begin{equation*}
\min _{w \in \mathbf{R}^{d}} \max _{\alpha \in \mathbf{R}^{N}} L(w, \alpha) . \tag{6.2.4}
\end{equation*}
$$

Since we assume that $g$ has a separable structure as in (6.1.2), we rewrite the saddle-point problem as

$$
\begin{equation*}
\min _{w \in \mathbf{R}^{d}} \max _{\alpha \in \mathbf{R}^{N}}\left\{\frac{1}{m} \sum_{i=1}^{m} \sum_{k=1}^{n} \alpha_{i}^{T} X_{i k} w_{k}-\frac{1}{m} \sum_{i=1}^{m} f_{i}^{*}\left(\alpha_{i}\right)+\sum_{k=1}^{n} g_{k}\left(w_{k}\right)\right\}, \tag{6.2.5}
\end{equation*}
$$

where $X_{i k} \in \mathbf{R}^{N_{i} \times d_{k}}$ for $k=1, \ldots, n$ are column partitions of $X_{i}$. For convenience, we define the following notations. First, let $X=\left[X_{1} ; \ldots ; X_{m}\right] \in \mathbf{R}^{N \times d}$ be the overall data matrix, by stacking the $X_{i}$ 's vertically. Conforming to the separation of $g$, we also partition $X$ into block columns $X_{: k} \in \mathbf{R}^{N \times d_{k}}$ for $k=1, \ldots, n$, where each $X_{: k}=\left[X_{1 k} ; \ldots ; X_{m k}\right]$ (stacked vertically). For consistency, we also use $X_{i}$ : to denote $X_{i}$ from now on. See Figure 6.1 for an illustration.

We exploit the doubly separable structure in 6.2.5 by a doubly stochastic coordinate update algorithm outlined in Algorithm 6. Let $p=\left\{p_{1}, \ldots, p_{m}\right\}$ and $q=\left\{q_{1}, \ldots, q_{n}\right\}$ be two probability distributions. During each iteration $t$, we randomly pick an index $j \in\{1, \ldots, m\}$ with probability $p_{j}$, and independently pick an index $l \in\{1, \ldots, n\}$ with probability $q_{l}$. Then we compute two vectors $u_{j}^{(t+1)} \in \mathbf{R}^{N_{j}}$ and $v_{l}^{(t+1)} \in \mathbf{R}^{d_{l}}$ (details to be discussed later), and use them to update the block coordinates $\alpha_{j}$ and $w_{l}$ while leaving other block coordinates unchanged. The update formulas in 6.2.6 and (6.2.7) use the proximal mappings of the (scaled) functions $f_{j}^{*}$ and $g_{l}$ respectively. We recall that the proximal mapping for any convex function $\phi: \mathbf{R}^{d} \rightarrow \mathbf{R} \cup\{\infty\}$ is defined as

$$
\operatorname{prox}_{\phi}(v) \triangleq \underset{u \in \mathbf{R}^{d}}{\operatorname{argmin}}\left\{\phi(u)+\frac{1}{2}\|u-v\|^{2}\right\} .
$$

[^16]```
Algorithm 6 DSCOVR framework
Input: initial points \(w^{(0)}, \alpha^{(0)}\), and step sizes \(\sigma_{i}\) for \(i=1, \ldots, m\) and \(\tau_{k}\) for \(k=1, \ldots, n\).
    for \(t=0,1,2, \ldots\), do
        pick \(j \in\{1, \ldots, m\}\) and \(l \in\{1, \ldots, n\}\) randomly with distributions \(p\) and \(q\) respectively.
        compute variance-reduced stochastic gradients \(u_{j}^{(t+1)}\) and \(v_{l}^{(t+1)}\).
        update primal and dual block coordinates:
\[
\begin{align*}
& \alpha_{i}^{(t+1)}= \begin{cases}\operatorname{prox}_{\sigma_{j} f_{j}^{*}}\left(\alpha_{j}^{(t)}+\sigma_{j} u_{j}^{(t+1)}\right) & \text { if } i=j, \\
\alpha_{i}^{(t)}, & \text { if } i \neq j,\end{cases}  \tag{6.2.6}\\
& w_{k}^{(t+1)}= \begin{cases}\operatorname{prox}_{\tau_{l} g_{l}}\left(w_{l}^{(t)}-\tau_{l} v_{l}^{(t+1)}\right) & \text { if } k=l, \\
w_{k}^{(t)}, & \text { if } k \neq l .\end{cases} \tag{6.2.7}
\end{align*}
\]
```

end for

There are several different ways to compute the vectors $u_{j}^{(t+1)}$ and $v_{l}^{(t+1)}$ in Step 3 of Algorithm6. They should be the partial gradients or stochastic gradients of the bilinear coupling term in $L(w, \alpha)$ with respect to $\alpha_{j}$ and $w_{l}$ respectively. Let

$$
K(w, \alpha)=\alpha^{T} X w=\sum_{i=1}^{m} \sum_{k=1}^{n} \alpha_{i}^{T} X_{i k} w_{k}
$$

which is the bilinear term in $L(w, \alpha)$ without the factor $1 / m$. We can use the following partial gradients in Step 3:

$$
\begin{align*}
\bar{u}_{j}^{(t+1)} & =\frac{\partial K\left(w^{(t)}, \alpha^{(t)}\right)}{\partial \alpha_{j}}=\sum_{k=1}^{n} X_{j k} w_{k}^{(t)},  \tag{6.2.8}\\
\bar{v}_{l}^{(t+1)} & =\frac{1}{m} \frac{\partial K\left(w^{(t)}, \alpha^{(t)}\right)}{\partial w_{l}}=\frac{1}{m} \sum_{i=1}^{m}\left(X_{i l}\right)^{T} \alpha_{i}^{(t)} .
\end{align*}
$$

We note that the factor $1 / m$ does not appear in the first equation because it multiplies both $K(w, \alpha)$ and $f_{j}^{*}\left(\alpha_{j}\right)$ in 6.2.5) and hence does not appear in updating $\alpha_{j}$. Another choice is to use

$$
\begin{align*}
u_{j}^{(t+1)} & =\frac{1}{q_{l}} X_{j l} w_{l}^{(t)}, \\
v_{l}^{(t+1)} & =\frac{1}{p_{j}} \frac{1}{m}\left(X_{j l}\right)^{T} \alpha_{j}^{(t)}, \tag{6.2.9}
\end{align*}
$$

which are unbiased stochastic partial gradients, because

$$
\begin{aligned}
& \mathbf{E}_{l}\left[u_{j}^{(t+1)}\right]=\sum_{k=1}^{n} q_{k} \frac{1}{q_{k}} X_{j k} w_{k}^{(t)}=\sum_{k=1}^{n} X_{j k} w_{k}^{(t)}=\bar{u}_{j}^{(t+1)}, \\
& \mathbf{E}_{j}\left[v_{l}^{(t+1)}\right]=\sum_{i=1}^{m} p_{i} \frac{1}{p_{i}} \frac{1}{m}\left(X_{i l}\right)^{T} \alpha_{i}^{(t)}=\frac{1}{m} \sum_{i=1}^{m}\left(X_{i l}\right)^{T} \alpha_{i}^{(t)}=\bar{v}_{l}^{(t+1)},
\end{aligned}
$$



Figure 6.2: Simultaneous data and model parallelism. At any given time, each machine is busy updating one parameter block and its own dual variable. Whenever some machine is done, it is assigned to work on a random block that is not being updated.
where $\mathbf{E}_{j}$ and $\mathbf{E}_{l}$ are expectations with respect to the random indices $j$ and $l$ respectively.
It can be shown that, Algorithm 6 converges to a saddle point of $L(w, \alpha)$ with either choice 6.2.8) or (6.2.9) in Step 3, and with suitable step sizes $\sigma_{i}$ and $\tau_{k}$. It is expected that using the stochastic gradients in 6.2.9) leads to a slower convergence rate than applying 6.2.8). However, using (6.2.9) has the advantage of much less computation during each iteration. Specifically, it employs only one block matrix-vector multiplication for both updates, instead of $n$ and $m$ block multiplications done in 6.2.8.

More importantly, the choice in (6.2.9) is suitable for parallel and distributed computing. To see this, let $\left(j^{(t)}, l^{(t)}\right)$ denote the pair of random indices drawn at iteration $t$ (we omit the superscript $(t)$ to simplify notation whenever there is no confusion from the context). Suppose for a sequence of consecutive iterations $t, \ldots, t+s$, there is no common index among $j^{(t)}, \ldots, j^{(t+s)}$, nor among $l^{(t)}, \ldots, l^{(t+s)}$, then these $s+1$ iterations can be done in parallel and they produce the same updates as being done sequentially. Suppose there are $s+1$ processors or machines, then each can carry out one iteration, which includes the updates in 6.2.9) as well as 6.2.6 and (6.2.7). These $s+1$ iterations are independent of each other, and in fact can be done in any order, because each only involve one primal block $w_{l^{(t)}}$ and one dual block $\alpha_{j^{(t)}}$, for both input and output (variables on the right and left sides of the assignments respectively). In contrast, the input for the updates in 6.2.8) depend on all primal and dual blocks at the previous iteration, thus cannot be done in parallel.

In practice, suppose we have $m$ machines for solving problem 6.2.5), and each holds the data matrix $X_{i}$ in memory and maintains the dual block $\alpha_{i}$, for $i=1, \ldots, m$. We assume that the number of model partitions $n$ is larger than $m$, and the $n$ model blocks $\left\{w_{1}, \ldots, w_{n}\right\}$ are stored at one or more parameter servers. In the beginning, we can randomly pick $m$ model blocks (sampling without replacement) from $\left\{w_{1}, \ldots, w_{n}\right\}$, and assign each machine to update one of them. If machine $i$ is assigned to update block $k$, then both $\alpha_{i}$ and $w_{k}$ are updated, using only the matrix $X_{i k}$; moreover, it needs to communicate only the block $w_{k}$ with the parameter server that are responsible to maintain it. Whenever one machine finishes its update, a scheduler can randomly pick another parameter block that is not currently updated by other machines, and assign it to the free machine. Therefore all machines can work in parallel, in an asynchronous,
event-driven manner. Here an event is the completion of a block update at any machine, as illustrated in Figure 6.2. We will discuss the implementation details in Section 6.7.

The idea of using doubly stochastic updates for distributed optimization in not new. It has been studied by Yun et al. [214] for solving the matrix completion problem, and by Matsushima et al. [116] for solving the saddle-point formulation of the ERM problem. Despite their nice features for parallelization, these algorithms inherit the $O(1 / \sqrt{t})$ (or $O(1 / t)$ with strong convexity) sublinear convergence rate of the classical stochastic gradient method. They translate into high communication and computation cost for distributed optimization. In this paper, we propose new variants of doubly stochastic update algorithms by using variance-reduced stochastic gradients (Step 3 of Algorithm 6). More specifically, we borrow the variance-reduction techniques from SVRG [78] and SAGA [39] to develop the DSCOVR algorithms, which enjoy fast linear rates of convergence. In the rest of this section, we summarize our theoretical results characterizing the three measures for DSCOVR: computation complexity, communication complexity, and synchronization cost. We compare them with distributed implementation of batch first-order algorithms.

### 6.2.1 Summary of Main Results

Throughout this paper, we use $\|\cdot\|$ to denote the standard Euclidean norm for vectors. For matrices, $\|\cdot\|$ denotes the operator (spectral) norm and $\|\cdot\|_{F}$ denotes the Frobenius norm. We make the following assumption regarding the optimization problem 6.1.1.
Assumption 2 Each $f_{i}$ is convex and differentiable, and its gradient is $\left(1 / \gamma_{i}\right)$-Lipschitz continuous, i.e.,

$$
\begin{equation*}
\left\|\nabla f_{i}(u)-\nabla f_{i}(v)\right\| \leq \frac{1}{\gamma_{i}}\|u-v\|, \quad \forall u, v \in \mathbf{R}^{N_{i}}, \quad i=1, \ldots, m \tag{6.2.10}
\end{equation*}
$$

In addition, the regularization function $g$ is $\lambda$-strongly convex, i.e.,

$$
g\left(w^{\prime}\right) \geq g(w)+\xi^{T}\left(w^{\prime}-w\right)+\frac{\lambda}{2}\left\|w^{\prime}-w\right\|^{2}, \quad \forall \xi \in \partial g(w), \quad w^{\prime}, w \in \mathbf{R}^{d}
$$

Under Assumption 2 , each $f_{i}^{*}$ is $\gamma_{i}$-strongly convex [see, e.g., 68, Theorem 4.2.2], and $L(w, \alpha)$ defined in 6.2.1 has a unique saddle point ( $w^{\star}, \alpha^{\star}$ ).

The condition 6.2.10 is often referred to as $f_{i}$ being $1 / \gamma_{i}$-smooth. To simplify discussion, here we assume $\gamma_{i}=\gamma$ for $i=1, \ldots, m$. Under these assumptions, each composite function $f_{i}\left(X_{i} w\right)$ has a smoothness parameter $\left\|X_{i}\right\|^{2} / \gamma$ (upper bound on the largest eigenvalue of its Hessian). Their average $(1 / m) \sum_{i=1}^{m} f_{i}\left(X_{i} w\right)$ has a smooth parameter $\|X\|^{2} /(m \gamma)$, which no larger than the average of the individual smooth parameters $(1 / m) \sum_{i=1}^{m}\left\|X_{i}\right\|^{2} / \gamma$. We define a condition number for problem (6.1.1) as the ratio between this smooth parameter and the convexity parameter $\lambda$ of $g$ :

$$
\begin{equation*}
\kappa_{\mathrm{bat}}=\frac{\|X\|^{2}}{m \lambda \gamma} \leq \frac{1}{m} \sum_{i=1}^{m} \frac{\left\|X_{i:}\right\|^{2}}{\lambda \gamma} \leq \frac{\|X\|_{\max }^{2}}{\lambda \gamma} \tag{6.2.11}
\end{equation*}
$$

where $\|X\|_{\max }=\max _{i}\left\{\left\|X_{i}:\right\|\right\}$. This condition number is a key factor to characterize the iteration complexity of batch first-order methods for solving problem 6.1.1, i.e., minimizing $P(w)$.

| Algorithms | Computation complexity <br> (number of passes over data) | Communication complexity <br> (number of vectors in $\mathbf{R}^{d}$ ) |
| :---: | :---: | :---: |
| batch first-order methods | $\left(1+\kappa_{\text {bat }}\right) \log (1 / \epsilon)$ | $m\left(1+\kappa_{\text {bat }}\right) \log (1 / \epsilon)$ |
| DSCOVR | $\left(1+\kappa_{\text {rand }} / m\right) \log (1 / \epsilon)$ | $\left(m+\kappa_{\text {rand }}\right) \log (1 / \epsilon)$ |
| accelerated batch first-order methods | $\left(1+\sqrt{\kappa_{\text {bat }}}\right) \log (1 / \epsilon)$ | $m\left(1+\sqrt{\kappa_{\text {bat }}}\right) \log (1 / \epsilon)$ |
| accelerated DSCOVR | $\left(1+\sqrt{\kappa_{\text {rand }} / m}\right) \log (1 / \epsilon)$ | $\left(m+\sqrt{m \cdot \kappa_{\text {rand }}}\right) \log (1 / \epsilon)$ |

Table 6.1: Computation and communication complexities of batch first-order methods and DSCOVR (for both SVRG and SAGA variants). We omit the $O(\cdot)$ notation in all entries and an extra $\log \left(1+\kappa_{\text {rand }} / m\right)$ factor for accelerated DSCOVR algorithms.

Specifically, to find a $w$ such that $P(w)-P\left(w^{\star}\right) \leq \epsilon$, the proximal gradient method requires $O\left(\left(1+\kappa_{\text {bat }}\right) \log (1 / \epsilon)\right)$ iterations, and their accelerated variants require $O\left(\left(1+\sqrt{\kappa_{\text {bat }}}\right) \log (1 / \epsilon)\right)$ iterations [e.g., 14, 128, 131]. Primal-dual first order methods for solving the saddle-point problem (6.2.4) share the same complexity [19, 20].

A fundamental baseline for evaluating any distributed optimization algorithms is the distributed implementation of batch first-order methods. Let's consider solving problem 6.1.1 using the proximal gradient method. During every iteration $t$, each machine receives a copy of $w^{(t)} \in \mathbf{R}^{d}$ from a master machine (through Broadcast), and computes the local gradient $z_{i}^{(t)}=X_{i}^{T} \nabla f_{i}\left(X_{i} w^{(t)}\right) \in \mathbf{R}^{d}$. Then a collective communication is invoked to compute the batch gradient $z^{(t)}=(1 / m) \sum_{i=1}^{m} z_{i}^{(t)}$ at the master (Reduce). The master then takes a proximal gradient step, using $z^{(t)}$ and the proximal mapping of $g$, to compute the next iterate $w^{(t+1)}$ and broadcast it to every machine for the next iteration. We can also use the AllReduce operation in MPI to obtain $z^{(t)}$ at each machine without a master. In either case, the total number of passes over the data is twice the number of iterations (due to matrix-vector multiplications using both $X_{i}$ and $X_{i}^{T}$ ), and the number of vectors in $\mathbf{R}^{d}$ sent/received across all machines is $2 m$ times the number of iterations (see Table 6.1). Moreover, all communications are collective and synchronous.

Since DSCOVR is a family of randomized algorithms for solving the saddle-point problem (6.2.4), we would like to find $(w, \alpha)$ such that $\left\|w^{(t)}-w^{\star}\right\|^{2}+(1 / m)\left\|\alpha^{(t)}-\alpha^{\star}\right\|^{2} \leq \epsilon$ holds in expectation and with high probability. We list the communication and computation complexities of DSCOVR in Table 6.1, comparing them with batch first-order methods. Similar guarantees also hold for reducing the duality gap $P\left(w^{(t)}\right)-D\left(\alpha^{(t)}\right)$, where $P$ and $D$ are defined in 6.2.2 and 6.2.3 respectively.

The key quantity characterizing the complexities of DSCOVR is the condition number $\kappa_{\text {rand }}$, which can be defined in several different ways. If we pick the data block $i$ and model block $k$ with uniform distribution, i.e., $p_{i}=1 / m$ for $i=1, \ldots, m$ and $q_{k}=1 / n$ for $k=1, \ldots, n$, then

$$
\begin{equation*}
\kappa_{\mathrm{rand}}=\frac{n\|X\|_{m \times n}^{2}}{\lambda \gamma}, \quad \text { where } \quad\|X\|_{m \times n}=\max _{i, k}\left\|X_{i k}\right\| \tag{6.2.12}
\end{equation*}
$$

| Algorithms | Synchronous Communication <br> (number of vectors in $\mathbf{R}^{d}$ ) | Asynchronous Communication <br> (equiv. number of vectors in $\mathbf{R}^{d}$ ) |
| :---: | :---: | :---: |
| DSCOVR-SVRG | $m \log (1 / \epsilon)$ | $\kappa_{\text {rand }} \log (1 / \epsilon)$ |
| DSCOVR-SAGA | $m$ | $\left(m+\kappa_{\text {rand }}\right) \log (1 / \epsilon)$ |
| accelerated DSCOVR-SVRG | $m \log (1 / \epsilon)$ | $\left(1+\sqrt{m \cdot \kappa_{\text {rand }}}\right) \log (1 / \epsilon)$ |
| accelerated DSCOVR-SAGA | $m$ | $\left(1+\sqrt{\left.m \cdot \kappa_{\text {rand }}\right) \log (1 / \epsilon)}\right.$ |

Table 6.2: Breakdown of communication complexities into synchronous and asynchronous communications for two different types of DSCOVR algorithms. We omit the $O(\cdot)$ notation and an extra $\log \left(1+\kappa_{\text {rand }} / m\right)$ factor for accelerated DSCOVR algorithms.

Comparing the definition of $\kappa_{\text {bat }}$ in 6.2.11, we have $\kappa_{\text {bat }} \leq \kappa_{\text {rand }}$ because

$$
\frac{1}{m}\|X\|^{2} \leq \frac{1}{m} \sum_{i=1}^{m}\left\|X_{i}\right\|^{2} \leq \frac{1}{m} \sum_{i=1}^{m} \sum_{k=1}^{n}\left\|X_{i k}\right\|^{2} \leq n\|X\|_{m \times n}^{2}
$$

With $X_{i:}=\left[X_{i 1} \cdots X_{i m}\right] \in \mathbf{R}^{N_{i} \times d}$ and $X_{: k}=\left[X_{1 k} ; \ldots ; X_{m k}\right] \in \mathbf{R}^{N \times d_{k}}$, we can also define

$$
\begin{equation*}
\kappa_{\mathrm{rand}}^{\prime}=\frac{\|X\|_{\max , F}^{2}}{\lambda \gamma}, \quad \text { where } \quad\|X\|_{\max , F}=\max _{i, k}\left\{\left\|X_{i:}\right\|_{F},\left\|X_{: k}\right\|_{F}\right\} \tag{6.2.13}
\end{equation*}
$$

In this case, we also have $\kappa_{\text {bat }} \leq \kappa_{\text {rand }}^{\prime}$ because $\|X\|_{\max } \leq\|X\|_{\max , F}$. Finally, if we pick the pair $(i, k)$ with non-uniform distribution $p_{i}=\left\|X_{i:}\right\|_{F}^{2} /\|X\|_{F}^{2}$ and $q_{k}=\left\|X_{: k}\right\|_{F}^{2} /\|X\|_{F}^{2}$, then we can define

$$
\begin{equation*}
\kappa_{\text {rand }}^{\prime \prime}=\frac{\|X\|_{F}^{2}}{m \lambda \gamma} \tag{6.2.14}
\end{equation*}
$$

Again we have $\kappa_{\text {bat }} \leq \kappa_{\text {rand }}^{\prime \prime}$ because $\|X\| \leq\|X\|_{F}$. We may replace $\kappa_{\text {rand }}$ in Tables 6.1 and 6.2 by either $\kappa_{\text {rand }}^{\prime}$ or $\kappa_{\text {rand }}^{\prime \prime}$, depending on the probability distributions $p$ and $q$ and different proof techniques.

From Table 6.1, we observe similar type of speed-ups in computation complexity, as obtained by variance reduction techniques over the batch first-order algorithms for convex optimization [e.g., 4, 39, 78, 89, 91, 200], as well as for convex-concave saddle-point problems [12, 220]. Basically, DSCOVR algorithms have potential improvement over batch first-order methods by a factor of $m$ (for non-accelerated algorithms) or $\sqrt{m}$ (for accelerated algorithms), but with a worse condition number. In the worst case, the ratio between $\kappa_{\text {rand }}$ and $\kappa_{\text {bat }}$ may be of order $m$ or larger, thus canceling the potential improvements.

More interestingly, DSCOVR also has similar improvements in terms of communication complexity over batch first-order methods. In Table 6.2, we decompose the communication complexity of DSCOVR into synchronous and asynchronous communication. The decomposition turns out to be different depending on the variance reduction techniques employed: SVRG [78] versus SAGA [39]. We note that DSCOVR-SAGA essentially requires only asynchronous communication, because the synchronous communication of $m$ vectors are only necessary for initialization with non-zero starting point.

The comparisons in Table 6.1 and 6.2 give us good understanding of the complexities of different algorithms. However, these complexities are not accurate measures of their performance in practice. For example, collective communication of $m$ vectors in $\mathbf{R}^{d}$ can often be done in parallel over a spanning tree of the underlying communication network, thus only $\operatorname{cost} \log (m)$ times (insted of $m$ times) compared with sending only one vector. Also, for point-to-point communication, sending one vector in $\mathbf{R}^{d}$ altogether can be much faster than sending $n$ smaller vectors of total length $d$ separately. A fair comparison in term of wall-clock time on a real-world distributed computing system requires customized, efficient implementation of different algorithms. We will shed some light on timing comparisons with numerical experiments in Section 6.8.

### 6.2.2 Related Work

There is an extensive literature on distributed optimization. Many algorithms developed for machine learning adopt the centralized communication setting, due to the wide availability of supporting standards and platforms such as MPI, MapReduce and Spark (as discussed in the introduction). They include parallel implementations of the batch first-order and second-order methods [e.g., 24, 93, 100], ADMM [17], and distributed dual coordinate ascent [75, 109, 204].

For minimizing the average function $(1 / m) \sum_{i=1}^{m} f_{i}(w)$, in the centralized setting and with only first-order oracles (i.e., gradients of $f_{i}$ 's or their conjugates), it has been shown that distributed implementation of accelerated gradient methods achieves the optimal convergence rate and communication complexity [7, 160]. The problem (6.1.1) we consider has the extra structure of composition with a linear transformation by the local data, which allows us to exploit simultaneous data and model parallelism using randomized algorithms and obtain improved communication and computation complexity.

Most work on asynchronous distributed algorithms exploit model parallelism in order to reduce the synchronization cost, especially in the setting with parameter servers [e.g., 8, 98, 202]. Besides, delay caused by the asynchrony can be incorporated to the step size to gain practical improvement on convergence [e.g., 2, 118, 179], though the theoretical sublinear rates remain. There are also many recent work on asynchronous parallel stochastic gradient and coordinatedescent algorithms for convex optimization [e.g., 104, 140, 149, 150, 153, 173]. When the workloads or computing power of different machines or processors are nonuniform, they may significantly increase iteration efficiency (number of iterations done in unit time), but often at the cost of requiring more iterations than their synchronous counterparts (due to delays and stale updates). So there is a subtle balance between iteration efficiency and iteration complexity [e.g., 58]. Our discussions in Section 6.2.1 show that DSCOVR is capable of improving both aspects.

For solving bilinear saddle-point problems with a finite-sum structure, [220] proposed a randomized algorithm that works with dual coordinate update but full primal update. Yu et al. [209] proposed a doubly stochastic algorithm that works with both primal and dual coordinate updates based on equation 6.2.8). Both of them achieved accelerated linear convergence rates, but neither can be readily applied to distributed computing. In addition, Balamurugan and Bach [12] proposed stochastic variance-reduction methods (also based on SVRG and SAGA) for solving more general convex-concave saddle point problems. For the special case with bilinear coupling, they obtained similar computation complexity as DSCOVR. However, their methods require full model updates at each iteration (even though working with only one sub-block of data), thus are
not suitable for distributed computing.
With additional assumptions and structure, such as similarity between the local cost functions at different machines or using second-order information, it is possible to obtain better communication complexity for distributed optimization; see, e.g., Reddi et al. [151], Shamir et al. [169], Zhang and Xiao [219]. However, these algorithms rely on much more computation at each machine for solving a local sub-problem at each iteration. With additional memory and preprocessing at each machine, Lee et al. [94] showed that SVRG can be adapted for distributed optimization to obtain low communication complexity.

### 6.3 The DSCOVR-SVRG Algorithm

From this section to Section 6.6, we present several realizations of DSCOVR using different variance reduction techniques and acceleration schemes, and analyze their convergence properties. These algorithms are presented and analyzed as sequential randomized algorithms. We will discuss how to implement them for asynchronous distributed computing in Section 6.7.

Algorithm 7 is a DSCOVR algorithm that uses the technique of SVRG [78] for variance reduction. The iterations are divided into stages and each stage has a inner loop. Each stage is initialized by a pair of vectors $\bar{w}^{(s)} \in \mathbf{R}^{d}$ and $\bar{\alpha}^{(s)} \in \mathbf{R}^{N}$, which come from either initialization (if $s=0$ ) or the last iterate of the previous stage (if $s>0$ ). At the beginning of each stage, we compute the batch gradients

$$
\bar{u}^{(s)}=\frac{\partial}{\partial \bar{\alpha}^{(s)}}\left(\left(\bar{\alpha}^{(s)}\right)^{T} X \bar{w}^{(s)}\right)=X \bar{w}^{(s)}, \quad \bar{v}^{(s)}=\frac{\partial}{\partial \bar{w}^{(s)}}\left(\frac{1}{m}\left(\bar{\alpha}^{(s)}\right)^{T} X \bar{w}^{(s)}\right)=\frac{1}{m} X^{T} \bar{\alpha}^{(s)} .
$$

The vectors $\bar{u}^{(s)}$ and $\bar{v}^{(s)}$ share the same partitions as $\alpha^{(t)}$ and $w^{(t)}$, respectively. Inside each stage $s$, the variance-reduced stochastic gradients are computed in (6.3.1) and (6.3.2). It is easy to check that they are unbiased. More specifically, taking expectation of $u_{j}^{(t+1)}$ with respect to the random index $l$ gives

$$
\mathbf{E}_{l}\left[u_{j}^{(t+1)}\right]=\bar{u}_{j}^{(s)}+\sum_{k=1}^{n} q_{k} \frac{1}{q_{k}} X_{j k}\left(w_{k}^{(t)}-\bar{w}_{k}^{(s)}\right)=\bar{u}_{j}^{(s)}+X_{j:} w^{(t)}-X_{j:} \bar{w}^{(s)}=X_{j:} w^{(t)},
$$

and taking expectation of $v_{l}^{(t+1)}$ with respect to the random index $j$ gives

$$
\mathbf{E}_{j}\left[v_{l}^{(t+1)}\right]=\bar{v}_{l}^{(s)}+\sum_{i=1}^{m} p_{i} \frac{1}{p_{i}} \frac{1}{m}\left(X_{i l}\right)^{T}\left(\alpha_{i}^{(t)}-\bar{\alpha}_{i}^{(s)}\right)=\bar{v}_{l}^{(s)}+\frac{1}{m}\left(X_{: l}\right)^{T}\left(\alpha^{(t)}-\bar{\alpha}^{(s)}\right)=\frac{1}{m}\left(X_{: l}\right)^{T} \alpha^{(t)} .
$$

In order to measure the distance of any pair of primal and dual variables to the saddle point, we define a weighted squared Euclidean norm on $\mathbf{R}^{d+N}$. Specifically, for any pair $(w, \alpha)$ where $w \in \mathbf{R}^{d}$ and $\alpha=\left[\alpha_{1}, \ldots, \alpha_{m}\right] \in \mathbf{R}^{N}$ with $\alpha_{i} \in \mathbf{R}^{N_{i}}$, we define

$$
\begin{equation*}
\Omega(w, \alpha)=\lambda\|w\|^{2}+\frac{1}{m} \sum_{i=1}^{m} \gamma_{i}\left\|\alpha_{i}\right\|^{2} \tag{6.3.3}
\end{equation*}
$$

If $\gamma_{i}=\gamma$ for all $i=1, \ldots, m$, then $\Omega(w, \alpha)=\lambda\|w\|^{2}+\frac{\gamma}{m}\|\alpha\|^{2}$. We have the following theorem concerning the convergence rate of Algorithm 7 .

## Algorithm 7 DSCOVR-SVRG

Input: initial points $\bar{w}^{(0)}, \bar{\alpha}^{(0)}$, number of stages $S$ and number of iterations per stage $M$.
for $s=0,1,2, \ldots, S-1$ do
$\bar{u}^{(s)}=X \bar{w}^{(s)}$ and $\bar{v}^{(s)}=\frac{1}{m} X^{T} \bar{\alpha}^{(s)}$
$w^{(0)}=\bar{w}^{(s)}$ and $\alpha^{(0)}=\bar{\alpha}^{(s)}$
for $t=0,1,2, \ldots, M-1 \mathbf{d o}$
pick $j \in\{1, \ldots, m\}$ and $l \in\{1, \ldots, n\}$ randomly with distributions $p$ and $q$ respectively. compute variance-reduced stochastic gradients:

$$
\begin{align*}
u_{j}^{(t+1)} & =\bar{u}_{j}^{(s)}+\frac{1}{q_{l}} X_{j l}\left(w_{l}^{(t)}-\bar{w}_{l}^{(s)}\right),  \tag{6.3.1}\\
v_{l}^{(t+1)} & =\bar{v}_{l}^{(s)}+\frac{1}{p_{j}} \frac{1}{m}\left(X_{j l}\right)^{T}\left(\alpha_{j}^{(t)}-\bar{\alpha}_{j}^{(s)}\right) . \tag{6.3.2}
\end{align*}
$$

7: update primal and dual block coordinates:

$$
\begin{aligned}
& \alpha_{i}^{(t+1)}= \begin{cases}\operatorname{prox}_{\sigma_{j} f_{j}^{*}}\left(\alpha_{j}^{(t)}+\sigma_{j} u_{j}^{(t+1)}\right) & \text { if } i=j, \\
\alpha_{i}^{(t)}, & \text { if } i \neq j,\end{cases} \\
& w_{k}^{(t+1)}= \begin{cases}\operatorname{prox}_{\tau_{l} g_{l}}\left(w_{l}^{(t)}-\tau_{l} v_{l}^{(t+1)}\right) & \text { if } k=l, \\
w_{k}^{(t)}, & \text { if } k \neq l .\end{cases}
\end{aligned}
$$

end for
$\bar{w}^{(s+1)}=w^{(M)}$ and $\bar{\alpha}^{(s+1)}=\alpha^{(M)}$.
end for
Output: $\bar{w}^{(S)}$ and $\bar{\alpha}^{(S)}$.

Theorem 6.3.1 Suppose Assumption 2 holds, and let $\left(w^{\star}, \alpha^{\star}\right)$ be the unique saddle point of $L(w, \alpha)$. Let $\Gamma$ be a constant that satisfies

$$
\begin{equation*}
\Gamma \geq \max _{i, k}\left\{\frac{1}{p_{i}}\left(1+\frac{9\left\|X_{i k}\right\|^{2}}{2 q_{k} \lambda \gamma_{i}}\right), \frac{1}{q_{k}}\left(1+\frac{9 n\left\|X_{i k}\right\|^{2}}{2 m p_{i} \lambda \gamma_{i}}\right)\right\} . \tag{6.3.4}
\end{equation*}
$$

In Algorithm 7 if we choose the step sizes as

$$
\begin{align*}
\sigma_{i}=\frac{1}{2 \gamma_{i}\left(p_{i} \Gamma-1\right)}, & i=1, \ldots, m  \tag{6.3.5}\\
\tau_{k}=\frac{1}{2 \lambda\left(q_{k} \Gamma-1\right)}, & k=1, \ldots, n, \tag{6.3.6}
\end{align*}
$$

and the number of iterations during each stage satisfies $M \geq \log (3) \Gamma$, then for any $s>0$,

$$
\begin{equation*}
\mathbf{E}\left[\Omega\left(\bar{w}^{(s)}-w^{\star}, \bar{\alpha}^{(s)}-\alpha^{\star}\right)\right] \leq\left(\frac{2}{3}\right)^{s} \Omega\left(\bar{w}^{(0)}-w^{\star}, \bar{\alpha}^{(0)}-\alpha^{\star}\right) . \tag{6.3.7}
\end{equation*}
$$

The proof of Theorem 6.3.1 is given in Appendix B.1. Here we discuss how to choose the parameter $\Gamma$ to satisfy (6.3.4). For simplicity, we assume $\gamma_{i}=\gamma$ for all $i=1, \ldots, m$.

- If we let $\|X\|_{m \times n}=\max _{i, k}\left\{\left\|X_{i k}\right\|\right\}$ and sample with the uniform distribution across both rows and columns, i.e., $p_{i}=1 / m$ for $i=1, \ldots, m$ and $q_{k}=1 / n$ for $k=1, \ldots, n$, then we can set

$$
\Gamma=\max \{m, n\}\left(1+\frac{9 n\|X\|_{m \times n}^{2}}{2 \lambda \gamma}\right)=\max \{m, n\}\left(1+\frac{9}{2} \kappa_{\mathrm{rand}}\right)
$$

where $\kappa_{\text {rand }}=n\|X\|_{m \times n}^{2} /(\lambda \gamma)$ as defined in 6.2.12p.

- An alternative condition for $\Gamma$ to satisfy is (shown in Section B.1.1 in the Appendix)

$$
\begin{equation*}
\Gamma \geq \max _{i, k}\left\{\frac{1}{p_{i}}\left(1+\frac{9\left\|X_{: k}\right\|_{F}^{2}}{2 q_{k} m \lambda \gamma_{i}}\right), \frac{1}{q_{k}}\left(1+\frac{9\left\|X_{i:}\right\|_{F}^{2}}{2 p_{i} m \lambda \gamma_{i}}\right)\right\} . \tag{6.3.8}
\end{equation*}
$$

Again using uniform sampling, we can set

$$
\Gamma=\max \{m, n\}\left(1+\frac{9\|X\|_{\max , F}^{2}}{2 \lambda \gamma}\right)=\max \{m, n\}\left(1+\frac{9}{2} \kappa_{\mathrm{rand}}^{\prime}\right),
$$

where $\|X\|_{\text {max }, F}=\max _{i, k}\left\{\left\|X_{i:}\right\|_{F},\left\|X_{: k}\right\|_{F}\right\}$ and $\kappa_{\text {rand }}^{\prime}=\|X\|_{\text {max }, F}^{2} /(\lambda \gamma)$ as defined in (6.2.13).

- Using the condition (6.3.8), if we choose the probabilities to be proportional to the squared Frobenius norms of the data partitions, i.e.,

$$
\begin{equation*}
p_{i}=\frac{\left\|X_{i:}\right\|_{F}^{2}}{\|X\|_{F}^{2}}, \quad q_{k}=\frac{\left\|X_{: k}\right\|_{F}^{2}}{\|X\|_{F}^{2}} \tag{6.3.9}
\end{equation*}
$$

then we can choose

$$
\Gamma=\frac{1}{\min _{i, k}\left\{p_{i}, q_{k}\right\}}\left(1+\frac{9\|X\|_{F}^{2}}{2 m \lambda \gamma}\right)=\frac{1}{\min _{i, k}\left\{p_{i}, q_{k}\right\}}\left(1+\frac{9}{2} \kappa_{\text {rand }}^{\prime \prime}\right),
$$

where $\kappa_{\text {rand }}^{\prime \prime}=\|X\|_{F}^{2} /(m \lambda \gamma)$. Moreover, we can set the step sizes as (see Appendix B.1.1)

$$
\sigma_{i}=\frac{m \lambda}{9\|X\|_{F}^{2}}, \quad \tau_{k}=\frac{m \gamma_{i}}{9\|X\|_{F}^{2}}
$$

- For the ERM problem (6.1.3), we assume that each loss function $\phi_{j}$, for $j=1, \ldots, N$, is $1 / \nu$-smooth. According to 6.1.4), the smooth parameter for each $f_{i}$ is $\gamma_{i}=\gamma=(N / m) \nu$. Let $R$ be the largest Euclidean norm among all rows of $X$ (or we can normalize each row to have the same norm $R$ ), then we have $\|X\|_{F}^{2} \leq N R^{2}$ and

$$
\begin{equation*}
\kappa_{\text {rand }}^{\prime \prime}=\frac{\|X\|_{F}^{2}}{m \lambda \gamma} \leq \frac{N R^{2}}{m \lambda \gamma}=\frac{R^{2}}{\lambda \nu} . \tag{6.3.10}
\end{equation*}
$$

The upper bound $R^{2} /(\lambda \nu)$ is a condition number used for characterizing the iteration complexity of many randomized algorithms for ERM [e.g., 39, 78, 91, 166, 220]. In this case, using the non-uniform sampling in (6.3.9), we can set the step sizes to be

$$
\begin{equation*}
\sigma_{i}=\frac{\lambda}{9 R^{2}} \frac{m}{N}, \quad \tau_{k}=\frac{\gamma}{9 R^{2}} \frac{m}{N}=\frac{\nu}{9 R^{2}} . \tag{6.3.11}
\end{equation*}
$$

Next we estimate the overall computation complexity of DSCOVR-SVRG in order to achieve $\mathbf{E}\left[\Omega\left(\bar{w}^{(s)}-w^{\star}, \bar{\alpha}^{(s)}-\alpha^{\star}\right)\right] \leq \epsilon$. From 6.3 .7 , the number of stages required is $\log \left(\Omega^{(0)} / \epsilon\right) / \log (3 / 2)$, where $\Omega^{(0)}=\Omega\left(\bar{w}^{(0)}-w^{\star}, \bar{\alpha}^{(0)}-\alpha^{\star}\right)$. The number of inner iterations within each stage is $M=\log (3) \Gamma$. At the beginning of of each stage, computing the batch gradients $\bar{u}^{(s)}$ and $\bar{v}^{(s)}$ requires going through the whole data set $X$, whose computational cost is equivalent to $m \times n$ inner iterations. Therefore, the overall complexity of Algorithm 7, measured by total number of inner iterations, is

$$
O\left((m n+\Gamma) \log \left(\frac{\Omega^{(0)}}{\epsilon}\right)\right)
$$

To simplify discussion, we further assume $m \leq n$, which is always the case for distributed implementation (see Figure 6.2 and Section 6.7). In this case, we can let $\Gamma=n\left(1+(9 / 2) \kappa_{\text {rand }}\right)$. Thus the above iteration complexity becomes

$$
\begin{equation*}
O\left(n\left(1+m+\kappa_{\text {rand }}\right) \log (1 / \epsilon)\right) \tag{6.3.12}
\end{equation*}
$$

Since the iteration complexity in 6.3.12) counts the number of blocks $X_{i k}$ being processed, the number of passes over the whole dataset $X$ can be obtained by dividing it by $m n$, i.e.,

$$
\begin{equation*}
O\left(\left(1+\frac{\kappa_{\mathrm{rand}}}{m}\right) \log (1 / \epsilon)\right) . \tag{6.3.13}
\end{equation*}
$$

This is the computation complexity of DSCOVR listed in Table 6.1. We can replace $\kappa_{\text {rand }}$ by $\kappa_{\text {rand }}^{\prime}$ or $\kappa_{\text {rand }}^{\prime \prime}$ depending on different proof techniques and sampling probabilities as discussed above. We will address the communication complexity for DSCOVR-SVRG, including its decomposition into synchronous and asynchronous ones, after describing its implementation details in Section 6.7.

In addition to convergence to the saddle point, our next result shows that the primal-dual optimality gap also enjoys the same convergence rate, under slightly different conditions.
Theorem 6.3.2 Suppose Assumption 2 holds, and let $P(w)$ and $D(\alpha)$ be the primal and dual functions defined in (6.2.2) and (6.2.3), respectively. Let $\Lambda$ and $\Gamma$ be two constants that satisfy

$$
\Lambda \geq\left\|X_{i k}\right\|_{F}^{2}, \quad i=1, \ldots, m, \quad k=1, \ldots, n
$$

and

$$
\Gamma \geq \max _{i, k}\left\{\frac{1}{p_{i}}\left(1+\frac{18 \Lambda}{q_{k} \lambda \gamma_{i}}\right), \frac{1}{q_{k}}\left(1+\frac{18 n \Lambda}{p_{i} m \lambda \gamma_{i}}\right)\right\} .
$$

In Algorithm 7 if we choose the step sizes as

$$
\begin{align*}
\sigma_{i}=\frac{1}{\gamma_{i}\left(p_{i} \Gamma-1\right)}, & i=1, \ldots, m  \tag{6.3.14}\\
\tau_{k}=\frac{1}{\lambda\left(q_{k} \Gamma-1\right)}, & k=1, \ldots, n \tag{6.3.15}
\end{align*}
$$

and the number of iterations during each stage satisfies $M \geq \log (3) \Gamma$, then

$$
\begin{equation*}
\mathbf{E}\left[P\left(\bar{w}^{(s)}\right)-D\left(\bar{\alpha}^{(s)}\right)\right] \leq\left(\frac{2}{3}\right)^{s} 2 \Gamma\left(P\left(\bar{w}^{(0)}\right)-D\left(\bar{\alpha}^{(0)}\right)\right) \tag{6.3.16}
\end{equation*}
$$

The proof of Theorem 6.3.2 is given in Appendix B.2. In terms of iteration complexity or total number of passes to reach $\mathbf{E}\left[P\left(\bar{w}^{(s)}\right)-D\left(\bar{\alpha}^{(s)}\right)\right] \leq \epsilon$, we need to add an extra factor of $\log \left(1+\kappa_{\text {rand }}\right)$ to 6.3.12) or 6.3.13), due to the factor $\Gamma$ on the right-hand side of 6.3.16).

## Algorithm 8 DSCOVR-SAGA

Input: initial points $w^{(0)}, \alpha^{(0)}$, and number of iterations $M$.
$\bar{u}^{(0)}=X w^{(0)}$ and $\bar{v}^{(0)}=\frac{1}{m} X^{T} \alpha^{(0)}$
$U_{i k}^{(0)}=X_{i k} w_{k}^{(0)}, V_{i k}^{(0)}=\frac{1}{m}\left(\alpha_{i}^{(0)}\right)^{T} X_{i k}$, for all $i=1, \ldots, m$ and $k=1, \ldots, K$.
for $t=0,1,2, \ldots, M-1$ do
pick $j \in\{1, \ldots, m\}$ and $l \in\{1, \ldots, n\}$ randomly with distributions $p$ and $q$ respectively.
5: compute variance-reduced stochastic gradients:

$$
\begin{align*}
u_{j}^{(t+1)} & =\bar{u}_{j}^{(t)}-\frac{1}{q_{l}} U_{j l}^{(t)}+\frac{1}{q_{l}} X_{j l} w_{l}^{(t)},  \tag{6.4.1}\\
v_{l}^{(t+1)} & =\bar{v}_{l}^{(t)}-\frac{1}{p_{j}}\left(V_{j l}^{(t)}\right)^{T}+\frac{1}{p_{j}} \frac{1}{m}\left(X_{j l}\right)^{T} \alpha_{j}^{(t)} . \tag{6.4.2}
\end{align*}
$$

6: update primal and dual block coordinates:

$$
\begin{aligned}
\alpha_{i}^{(t+1)} & = \begin{cases}\operatorname{prox}_{\sigma_{j} \Phi_{j}^{*}}\left(\alpha_{j}^{(t)}+\sigma_{j} u_{j}^{(t+1)}\right) & \text { if } i=j . \\
\alpha_{i}^{(t)}, & \text { if } i \neq j,\end{cases} \\
w_{k}^{(t+1)} & = \begin{cases}\operatorname{prox}_{\tau_{l} g_{l}}\left(w_{l}^{(t)}-\tau_{l} v_{l}^{(t+1)}\right) & \text { if } k=l, \\
w_{k}^{(t)}, & \text { if } i \neq j .\end{cases}
\end{aligned}
$$

7: update averaged stochastic gradients:

$$
\begin{aligned}
& \bar{u}_{i}^{(t+1)}= \begin{cases}\bar{u}_{j}^{(t)}-U_{j l}^{(t)}+X_{j l} w_{l}^{(t)} & \text { if } i=j, \\
\bar{u}_{i}^{(t)} & \text { if } i \neq j,\end{cases} \\
& \bar{v}_{k}^{(t+1)}= \begin{cases}\bar{v}_{l}^{(t)}-\left(V_{j l}^{(t)}\right)^{T}+\frac{1}{m}\left(X_{j l}\right)^{T} \alpha_{j}^{(t)} & \text { if } k=l, \\
\bar{v}_{k}^{(t)} & \text { if } k \neq l,\end{cases}
\end{aligned}
$$

8: update the table of historical stochastic gradients:

$$
\begin{aligned}
U_{i k}^{(t+1)} & = \begin{cases}X_{j l} w_{l}^{(t)} & \text { if } i=j \text { and } k=l, \\
U_{i k}^{(t)} & \text { otherwise. }\end{cases} \\
V_{i k}^{(t+1)} & = \begin{cases}\frac{1}{m}\left(\left(X_{j l}\right)^{T} \alpha_{j}^{(t)}\right)^{T} & \text { if } i=j \text { and } k=l, \\
V_{i k}^{(t)} & \text { otherwise. }\end{cases}
\end{aligned}
$$

9: end for
Output: $w^{(M)}$ and $\alpha^{(M)}$.

### 6.4 The DSCOVR-SAGA Algorithm

Algorithm 8 is a DSCOVR algorithm that uses the techniques of SAGA [39] for variance reduction. This is a single stage algorithm with iterations indexed by $t$. In order to compute the
variance-reduced stochastic gradients $u_{j}^{(t+1)}$ and $v_{l}^{(t+1)}$ at each iteration, we also need to maintain and update two vectors $\bar{u}^{(t)} \in \mathbf{R}^{N}$ and $\bar{v}^{(t)} \in \mathbf{R}^{d}$, and two matrices $U^{(t)} \in \mathbf{R}^{N \times n}$ and $V^{(t)} \in \mathbf{R}^{m \times d}$. The vector $\bar{u}^{(t)}$ shares the same partition as $\alpha^{(t)}$ into $m$ blocks, and $\bar{v}^{(t)}$ share the same partitions as $w^{(t)}$ into $n$ blocks. The matrix $U^{(t)}$ is partitioned into $m \times n$ blocks, with each block $U_{i k}^{(t)} \in \mathbf{R}^{N_{i} \times 1}$. The matrix $V^{(t)}$ is also partitioned into $m \times n$ blocks, with each block $V_{i k}^{(t)} \in \mathbf{R}^{1 \times d_{k}}$. According to the updates in Steps 7 and 8 of Algorithm 8 , we have

$$
\begin{align*}
\bar{u}_{i}^{(t)} & =\sum_{k=1}^{n} U_{i k}^{(t)}, \quad i=1, \ldots, m  \tag{6.4.3}\\
\bar{v}_{k}^{(t)} & =\sum_{i=1}^{m}\left(V_{i k}^{(t)}\right)^{T}, \quad k=1, \ldots, n \tag{6.4.4}
\end{align*}
$$

Based on the above constructions, we can show that $u_{j}^{(t+1)}$ is an unbiased stochastic gradient of $\left(\alpha^{(t)}\right)^{T} X w^{(t)}$ with respect to $\alpha_{j}$, and $v_{l}^{(t+1)}$ is an unbiased stochastic gradient of $(1 / m)\left(\left(\alpha^{(t)}\right)^{T} X w^{(t)}\right)$ with respect to $w_{l}$. More specifically, according to 6.4.1), we have

$$
\begin{align*}
\mathbf{E}_{l}\left[u_{j}^{(t+1)}\right] & =\bar{u}_{j}^{(t)}-\sum_{k=1}^{n} q_{k}\left(\frac{1}{q_{k}} U_{j k}^{(t)}\right)+\sum_{k=1}^{n} q_{k}\left(\frac{1}{q_{k}} X_{j k} w_{k}^{(t)}\right) \\
& =\bar{u}_{j}^{(t)}-\sum_{k=1}^{n} U_{j k}^{(t)}+\sum_{k=1}^{n} X_{j k} w_{k}^{(t)} \\
& =\bar{u}_{j}^{(t)}-\bar{u}_{j}^{(t)}+X_{j:} w^{(t)} \\
& =X_{j:} w^{(t)}=\frac{\partial}{\partial \alpha_{j}}\left(\left(\alpha^{(t)}\right)^{T} X w^{(t)}\right), \tag{6.4.5}
\end{align*}
$$

where the third equality is due to (6.4.3). Similarly, according to (6.4.2), we have

$$
\begin{align*}
\mathbf{E}_{j}\left[v_{l}^{(t+1)}\right] & =\bar{v}_{l}^{(t)}-\sum_{i=1}^{m} p_{i}\left(\frac{1}{p_{i}}\left(V_{i l}^{(t)}\right)^{T}\right)+\sum_{i=1}^{m} p_{i}\left(\frac{1}{p_{i} m}\left(X_{i l}\right)^{T} \alpha_{i}^{(t)}\right) \\
& =\bar{v}_{l}^{(t)}-\sum_{i=1}^{m} V_{i l}^{(t)}+\frac{1}{m} \sum_{i=1}^{m}\left(X_{i l}\right)^{T} \alpha_{i}^{(t)} \\
& =\bar{v}_{l}^{(t)}-\bar{v}_{l}^{(t)}+\frac{1}{m}\left(X_{: l}\right)^{T} \alpha^{(t)} \\
& =\frac{1}{m}\left(X_{: l}\right)^{T} \alpha^{(t)}=\frac{\partial}{\partial w_{l}}\left(\frac{1}{m}\left(\alpha^{(t)}\right)^{T} X w^{(t)}\right), \tag{6.4.6}
\end{align*}
$$

where the third equality is due to (6.4.4).
Regarding the convergence of DSCOVR-SAGA, we have the following theorem, which is proved in Appendix B.3.
Theorem 6.4.1 Suppose Assumption 2 holds, and let $\left(w^{\star}, \alpha^{\star}\right)$ be the unique saddle point of $L(w, \alpha)$. Let $\Gamma$ be a constant that satisfies

$$
\begin{equation*}
\Gamma \geq \max _{i, k}\left\{\frac{1}{p_{i}}\left(1+\frac{9\left\|X_{i k}\right\|^{2}}{2 q_{k} \lambda \gamma_{i}}\right), \frac{1}{q_{k}}\left(1+\frac{9 n\left\|X_{i k}\right\|^{2}}{2 p_{i} m \lambda \gamma_{i}}\right), \frac{1}{p_{i} q_{k}}\right\} . \tag{6.4.7}
\end{equation*}
$$

If we choose the step sizes as

$$
\begin{align*}
\sigma_{i}=\frac{1}{2 \gamma_{i}\left(p_{i} \Gamma-1\right)}, & i=1, \ldots, m  \tag{6.4.8}\\
\tau_{k}=\frac{1}{2 \lambda\left(q_{k} \Gamma-1\right)}, & k=1, \ldots, n \tag{6.4.9}
\end{align*}
$$

Then the iterations of Algorithm 8 satisfy, for $t=1,2, \ldots$,

$$
\begin{equation*}
\mathbf{E}\left[\Omega\left(w^{(t)}-w^{\star}, \alpha^{(t)}-\alpha^{\star}\right)\right] \leq\left(1-\frac{1}{3 \Gamma}\right)^{t} \frac{4}{3} \Omega\left(w^{(0)}-w^{\star}, \alpha^{(0)}-\alpha^{\star}\right) \tag{6.4.10}
\end{equation*}
$$

The condition on $\Gamma$ in (6.4.7) is very similar to the one in (6.3.4), except that here we have an additional term $1 /\left(p_{i} q_{k}\right)$ when taking the maximum over $i$ and $k$. This results in an extra $m n$ term in estimating $\Gamma$ under uniform sampling. Assuming $m \leq n$ (true for distributed implementation), we can let

$$
\Gamma=n\left(1+\frac{9}{2} \kappa_{\mathrm{rand}}\right)+m n
$$

According to 6.4.10, in order to achieve $\mathbf{E}\left[\Omega\left(w^{(t)}-w^{\star}, \alpha^{(t)}-\alpha^{\star}\right)\right] \leq \epsilon$, DSCOVR-SAGA needs $O(\Gamma \log (1 / \epsilon))$ iterations. Using the above expression for $\Gamma$, the iteration complexity is

$$
\begin{equation*}
O\left(n\left(1+m+\kappa_{\text {rand }}\right) \log (1 / \epsilon)\right) \tag{6.4.11}
\end{equation*}
$$

which is the same as 6.3.12 for DSCOVR-SVRG. This also leads to the same computational complexity measured by the number of passes over the whole dataset, which is given in (6.3.13). Again we can replace $\kappa_{\text {rand }}$ by $\kappa_{\text {rand }}^{\prime}$ or $\kappa_{\text {rand }}^{\prime \prime}$ as discussed in Section 6.3 . We will discuss the communication complexity of DSCOVR-SAGA in Section 6.7, after describing its implementation details.

### 6.5 Accelerated DSCOVR Algorithms

In this section, we develop an accelerated DSCOVR algorithm by following the "catalyst" framework [51, 101]. More specifically, we adopt the same procedure by Balamurugan and Bach [12] for solving convex-concave saddle-point problems.

Algorithm 9 proceeds in rounds indexed by $r=0,1,2, \ldots$. Given the initial points $\tilde{w}^{(0)} \in \mathbf{R}^{d}$ and $\tilde{\alpha}^{(0)} \in \mathbf{R}^{N}$, each round $r$ computes two new vectors $\tilde{w}^{(r+1)}$ and $\tilde{\alpha}^{(r+1)}$ using either the DSCOVR-SVRG or DSCOVR-SAGA algorithm for solving a regulated saddle-point problem, similar to the classical proximal point algorithm [156].

Let $\delta>0$ be a parameter which we will determine later. Consider the following perturbed saddle-point function for round $r$ :

$$
\begin{equation*}
L_{\delta}^{(r)}(w, a)=L(w, \alpha)+\frac{\delta \lambda}{2}\left\|w-\tilde{w}^{(r)}\right\|^{2}-\frac{\delta}{2 m} \sum_{i=1}^{m} \gamma_{i}\left\|\alpha_{i}-\tilde{\alpha}_{i}^{(r)}\right\|^{2} \tag{6.5.1}
\end{equation*}
$$

## Algorithm 9 Accelerated DSCOVR

Input: initial points $\tilde{w}^{(0)}, \tilde{\alpha}^{(0)}$, and parameter $\delta>0$.
for $r=0,1,2, \ldots$, do
find an approximate saddle point of (6.5.1) using one of the following two options:

- option 1: run Algorithm 7 with $S=\frac{2 \log (2(1+\delta))}{\log (3 / 2)}$ and $M=\log (3) \Gamma_{\delta}$ to obtain

$$
\left(\tilde{w}^{(r+1)}, \tilde{\alpha}^{(r+1)}\right)=\operatorname{DSCOVR}-\operatorname{SVRG}\left(\tilde{w}^{(r)}, \tilde{\alpha}^{(r)}, S, M\right) .
$$

- option 2: run Algorithm 8 with $M=6 \log \left(\frac{8(1+\delta)}{3}\right) \Gamma_{\delta}$ to obtain

$$
\left(\tilde{w}^{(r+1)}, \tilde{\alpha}^{(r+1)}\right)=\text { DSCOVR-SAGA }\left(\tilde{w}^{(r)}, \tilde{\alpha}^{(r)}, M\right)
$$

end for

Under Assumption 2, the function $L_{\delta}^{(r)}(w, a)$ is $(1+\delta) \lambda$-strongly convex in $w$ and $(1+\delta) \gamma_{i} / m$ strongly concave in $\alpha_{i}$. Let $\Gamma_{\delta}$ be a constant that satisfies

$$
\Gamma_{\delta} \geq \max _{i, k}\left\{\frac{1}{p_{i}}\left(1+\frac{9\left\|X_{i k}\right\|^{2}}{2 q_{k} \lambda \gamma_{i}(1+\delta)^{2}}\right), \frac{1}{q_{k}}\left(1+\frac{9 n\left\|X_{i k}\right\|^{2}}{2 p_{i} m \lambda \gamma_{i}(1+\delta)^{2}}\right), \frac{1}{p_{i} q_{k}}\right\},
$$

where the right-hand side is obtained from (6.4.7) by replacing $\lambda$ and $\gamma_{i}$ with $(1+\delta) \lambda$ and $(1+\delta) \gamma_{i}$ respectively. The constant $\Gamma_{\delta}$ is used in Algorithm 9 to determine the number of inner iterations to run with each round, as well as for setting the step sizes. The following theorem is proved in Appendix B. 4 .

Theorem 6.5.1 Suppose Assumption 2 holds, and let $\left(w^{\star}, \alpha^{\star}\right)$ be the saddle-point of $L(w, \alpha)$. With either options in Algorithm 9 if we choose the step sizes (inside Algorithm 7 or Algorithm 8) as

$$
\begin{align*}
\sigma_{i}=\frac{1}{2(1+\delta) \gamma_{i}\left(p_{i} \Gamma_{\delta}-1\right)}, & i=1, \ldots, m  \tag{6.5.2}\\
\tau_{k}=\frac{1}{2(1+\delta) \lambda\left(q_{k} \Gamma_{\delta}-1\right)}, & k=1, \ldots, n \tag{6.5.3}
\end{align*}
$$

Then for all $r \geq 1$,

$$
\mathbf{E}\left[\Omega\left(\tilde{w}^{(r)}-w^{\star}, \tilde{\alpha}^{(r)}-\alpha^{\star}\right)\right] \leq\left(1-\frac{1}{2(1+\delta)}\right)^{2 r} \Omega\left(\tilde{w}^{(0)}-w^{\star}, \tilde{\alpha}^{(0)}-\alpha^{\star}\right)
$$

According to Theorem 6.5.1, in order to have $\mathbf{E}\left[\Omega\left(\tilde{w}^{(r)}-w^{\star}, \tilde{\alpha}^{(r)}-\alpha^{\star}\right)\right] \leq \epsilon$, we need the number of rounds $r$ to satisfy

$$
r \geq(1+\delta) \log \left(\frac{\Omega\left(\tilde{w}^{(0)}-w^{\star}, \tilde{\alpha}^{(0)}-\alpha^{\star}\right)}{\epsilon}\right)
$$

Following the discussions in Sections 6.3 and 6.4 , when using uniform sampling and assuming $m \leq n$, we can have

$$
\begin{equation*}
\Gamma_{\delta}=n\left(1+\frac{9 \kappa_{\mathrm{rand}}}{2(1+\delta)^{2}}\right)+m n \tag{6.5.4}
\end{equation*}
$$

Then the total number of block coordinate updates in Algorithm 9 is

$$
O\left((1+\delta) \Gamma_{\delta} \log (1+\delta) \log (1 / \epsilon)\right)
$$

where the $\log (1+\delta)$ factor comes from the number of stages $S$ in option 1 and number of steps $M$ in option 2. We hide the $\log (1+\delta)$ factor with the $\widetilde{O}$ notation and plug 6.5.4) into the expression above to obtain

$$
\widetilde{O}\left(n\left((1+\delta)(1+m)+\frac{\kappa_{\mathrm{rand}}}{(1+\delta)}\right) \log \left(\frac{1}{\epsilon}\right)\right)
$$

Now we can choose $\delta$ depending on the relative size of $\kappa_{\text {rand }}$ and $m$ :

- If $\kappa_{\text {rand }}>1+m$, we can minimizing the above expression by choosing $\delta=\sqrt{\frac{\kappa_{\text {rand }}}{1+m}}-1$, so that the overall iteration complexity becomes $\widetilde{O}\left(n \sqrt{m \kappa_{\text {rand }}} \log (1 / \epsilon)\right)$.
- If $\kappa_{\text {rand }} \leq m+1$, then no acceleration is necessary and we can choose $\delta=0$ to proceed with a single round. In this case, the iteration complexity is $O(m n)$ as seen from 6.5.4.
Therefore, in either case, the total number of block iterations by Algorithm 9 can be written as

$$
\begin{equation*}
\widetilde{O}\left(m n+n \sqrt{m \kappa_{\mathrm{rand}}} \log (1 / \epsilon)\right) . \tag{6.5.5}
\end{equation*}
$$

As discussed before, the total number of passes over the whole dataset is obtained by dividing by $m n$ :

$$
\widetilde{O}\left(1+\sqrt{\kappa_{\text {rand }} / m} \log (1 / \epsilon)\right) .
$$

This is the computational complexity of accelerated DSCOVR listed in Table 6.1.

### 6.5.1 Proximal Mapping for Accelerated DSCOVR

When applying Algorithm 7 or 8 to approximate the saddle-point of (6.5.1), we need to replace the proximal mappings of $g_{k}(\cdot)$ and $f_{i}^{*}(\cdot)$ by those of $g_{k}(\cdot)+(\delta \lambda / 2)\left\|\cdot-\tilde{w}_{k}^{(r)}\right\|^{2}$ and $f_{i}^{*}(\cdot)+$ $\left(\delta \gamma_{i} / 2\right)\left\|\cdot-\tilde{\alpha}_{i}^{(r)}\right\|^{2}$, respectively. More precisely, we replace $w_{k}^{(t+1)}=\operatorname{prox}_{\tau_{k} g_{k}}\left(w_{k}^{(t)}-\tau_{k} v_{k}^{(t+1)}\right)$ by

$$
\begin{align*}
w_{k}^{(t+1)} & =\underset{w_{k} \in \mathbf{R}^{d_{k}}}{\operatorname{argmin}}\left\{g_{k}\left(w_{k}\right)+\frac{\delta \lambda}{2}\left\|w_{k}-\tilde{w}_{k}^{(r)}\right\|^{2}+\frac{1}{2 \tau_{k}}\left\|w_{k}-\left(w_{k}^{(t)}-\tau_{k} v_{k}^{(t+1)}\right)\right\|^{2}\right\} \\
& =\operatorname{prox}_{\frac{\tau_{k}}{1+\tau_{k} \delta \lambda} g_{k}}\left(\frac{1}{1+\tau_{k} \delta \lambda}\left(w_{k}^{(t)}-\tau_{k} v_{k}^{(t+1)}\right)+\frac{\tau_{k} \delta \lambda}{1+\tau_{k} \delta \lambda} \widetilde{w}_{k}^{(r)}\right) \tag{6.5.6}
\end{align*}
$$

and replace $\alpha_{i}^{(t+1)}=\operatorname{prox}_{\sigma_{i} f_{i}^{*}}\left(\alpha_{i}^{(t)}+\sigma_{i} u_{i}^{(t+1)}\right)$ by

$$
\begin{align*}
\alpha_{i}^{(t+1)} & =\underset{\alpha_{i} \in \mathbf{R}^{N_{i}}}{\operatorname{argmin}}\left\{f_{i}^{*}\left(\alpha_{i}\right)+\frac{\delta \gamma_{i}}{2}\left\|\alpha_{i}-\tilde{\alpha}_{i}^{(r)}\right\|^{2}+\frac{1}{2 \sigma_{i}}\left\|\alpha_{i}-\left(\alpha_{i}^{(t)}+\sigma_{i} u_{i}^{(t+1)}\right)\right\|^{2}\right\} \\
& =\operatorname{prox}_{\frac{\sigma_{i}}{1+\sigma_{i} \delta \gamma_{i}}} f_{i}^{*}\left(\frac{1}{1+\sigma_{i} \delta \gamma_{i}}\left(\alpha_{i}^{(t)}+\sigma_{i} u_{i}^{(t+1)}\right)+\frac{\sigma_{i} \delta \gamma_{i}}{1+\sigma_{i} \delta \gamma_{i}} \tilde{\alpha}_{i}^{(r)}\right) . \tag{6.5.7}
\end{align*}
$$

We also examine the number of inner iterations determined by $\Gamma_{\delta}$ and how to set the step sizes. If we choose $\delta=\sqrt{\frac{\kappa_{\text {rand }}}{1+m}}-1$, then $\Gamma_{\delta}$ in 6.5.4 becomes

$$
\Gamma_{\delta}=n\left(1+\frac{9 \kappa_{\mathrm{rand}}}{2(1+\delta)^{2}}\right)+m n=n\left(1+\frac{9 \kappa_{\mathrm{rand}}}{2 \kappa_{\mathrm{rand}} /(m+1)}\right)+m n=5.5(m+1) n
$$

Therefore a small constant number of passes is sufficient within each round. Using the uniform sampling, the step sizes can be estimated as follows:

$$
\begin{align*}
& \sigma_{i}=\frac{1}{2(1+\delta) \gamma_{i}\left(p_{i} \Gamma_{\delta}-1\right)} \approx \frac{1}{2 \sqrt{\kappa_{\text {rand }} / m} \gamma_{i}(5.5 n-1)} \approx \frac{1}{11 \gamma_{i} n \sqrt{\kappa_{\text {rand }} / m}}  \tag{6.5.8}\\
& \tau_{k}=\frac{1}{2(1+\delta) \lambda\left(q_{k} \Gamma_{\delta}-1\right)} \approx \frac{1}{2 \sqrt{\kappa_{\text {rand }} / m} \lambda(5.5 m-1)} \approx \frac{1}{11 \lambda \sqrt{m \cdot \kappa_{\text {rand }}}} \tag{6.5.9}
\end{align*}
$$

As shown by our numerical experiments in Section 6.8, the step sizes can be set much larger in practice.

### 6.6 Conjugate-Free DSCOVR Algorithms

A major disadvantage of primal-dual algorithms for solving problem 6.1.1) is the requirement of computing the proximal mapping of the conjugate function $f_{i}^{*}$, which may not admit closedformed solution or efficient computation. This is especially the case for logistic regression, one of the most popular loss functions used in classification.

Lan and Zhou [89] developed "conjugate-free" variants of primal-dual algorithms that avoid computing the proximal mapping of the conjugate functions. The main idea is to replace the Euclidean distance in the dual proximal mapping with a Bregman divergence defined over the conjugate function itself. This technique has been used by Wang and Xiao [185] to solve structured ERM problems with primal-dual first order methods. Here we use this approach to derive conjugate-free DSCOVR algorithms. In particular, we replace the proximal mapping for the dual update

$$
\alpha_{i}^{(t+1)}=\operatorname{prox}_{\sigma_{i} f_{i}^{*}}\left(\alpha_{i}^{(t)}+\sigma_{i} u_{i}^{(t+1)}\right)=\underset{\alpha_{i} \in \mathbf{R}^{n_{i}}}{\operatorname{argmin}}\left\{f_{i}^{*}\left(\alpha_{i}\right)-\left\langle\alpha_{i}, u_{i}^{(t+1)}\right\rangle+\frac{1}{2 \sigma_{i}}\left\|\alpha_{i}-\alpha_{i}^{(t)}\right\|^{2}\right\},
$$

by

$$
\begin{equation*}
\alpha_{i}^{(t+1)}=\underset{\alpha_{i} \in \mathbf{R}^{n_{i}}}{\operatorname{argmin}}\left\{f_{i}^{*}\left(\alpha_{i}\right)-\left\langle\alpha_{i}, u_{i}^{(t+1)}\right\rangle+\frac{1}{\sigma_{i}} \mathcal{B}_{i}\left(\alpha_{i}, \alpha_{i}^{(t)}\right)\right\}, \tag{6.6.1}
\end{equation*}
$$

where $\mathcal{B}_{i}\left(\alpha_{i}, \alpha_{i}^{(t)}\right)=f_{i}^{*}\left(\alpha_{i}\right)-\left\langle\nabla f_{i}^{*}\left(\alpha_{i}^{(t)}\right), \alpha_{i}-\alpha_{i}^{(t)}\right\rangle$. The solution to 6.6.1 is given by

$$
\alpha_{i}^{(t+1)}=\nabla f_{i}\left(\beta_{i}^{(t+1)}\right)
$$

where $\beta_{i}^{(t+1)}$ can be computed recursively by

$$
\beta_{i}^{(t+1)}=\frac{\beta_{i}^{(t)}+\sigma_{i} u_{i}^{(t+1)}}{1+\sigma_{i}}, \quad t \geq 0
$$

with initial condition $\beta_{i}^{(0)}=\nabla f_{i}^{*}\left(\alpha_{i}^{(0)}\right)$ [see 89, Lemma 1]. Therefore, in order to update the dual variables $\alpha_{i}$, we do not need to compute the proximal mapping for the conjugate function $f_{i}^{*}$; instead, taking the gradient of $f_{i}$ at some easy-to-compute points is sufficient. This conjugatefree update can be applied in Algorithms 6,7 and 8 .

For the accelerated DSCOVR algorithms, we repalce (6.5.7) by

$$
\alpha_{i}^{(t+1)}=\underset{\alpha_{i} \in \mathbf{R}^{n_{i}}}{\operatorname{argmin}}\left\{f_{i}^{*}\left(\alpha_{i}\right)-\left\langle\alpha_{i}, u_{i}^{(t+1)}\right\rangle+\frac{1}{\sigma_{i}} \mathcal{B}_{i}\left(\alpha_{i}, \alpha_{i}^{(t)}\right)+\delta \gamma \mathcal{B}_{i}\left(\alpha_{i}, \tilde{\alpha}_{i}^{(t+1)}\right)\right\} .
$$

The solution to the above minimization problem can also be written as

$$
\alpha_{i}^{(t+1)}=\nabla f_{i}\left(\beta_{i}^{(t+1)}\right),
$$

where $\beta_{i}^{(t+1)}$ can be computed recursively as

$$
\beta_{i}^{(t+1)}=\frac{\beta_{t}^{(t)}+\sigma_{i} u_{i}^{(t+1)}+\sigma_{i} \delta \gamma \tilde{\beta}_{i}}{1+\sigma_{i}+\sigma_{i} \delta \gamma}, \quad t \geq 0
$$

with the initialization $\beta_{i}^{(0)}=\nabla f_{i}^{*}\left(\alpha_{i}^{(0)}\right)$ and $\tilde{\beta}_{i}=\nabla f_{i}^{*}\left(\tilde{\alpha}_{i}^{(r)}\right)$.
The convergence rates and computational complexities of the conjugate-free DSCOVR algorithms are very similar to the ones given in Sections $6.3-6.5$. We omit details here, but refer the readers to Lan and Zhou [89] and Wang and Xiao [185] for related results.

### 6.7 Asynchronous Distributed Implementation

In this section, we show how to implement the DSCOVR algorithms presented in Sections $6.3-$ 6.6 in a distributed computing system. We assume that the system provide both synchronous collective communication and asynchronous point-to-point communication, which are all supported by the MPI standard [122]. Throughout this section, we assume $m<n$ (see Figure 6.2).

### 6.7.1 Implementation of DSCOVR-SVRG

In order to implement Algorithm 7, the distributed system need to have the following components (see Figure 6.3):

- $m$ workers. Each worker $i$, for $i=1, \ldots, m$, stores the following local data and variables :
- data matrix $X_{i:} \in \mathbf{R}^{N_{i} \times d}$.
- vectors in $\mathbf{R}^{N_{i}}: \bar{u}_{i}^{(s)}, \alpha_{i}^{(t)}, \bar{\alpha}_{i}^{(s)}$.
- vectors in $\mathbf{R}^{d}: \bar{w}^{(s)}, \bar{v}^{(s)}$.
- extra buffers for computation and communication: $u_{j}^{(t+1)}, v_{l}^{(t+1)}, w_{l}^{(t)}$ and $w_{l}^{(t+1)}$.
- $h$ parameter servers. Each server $j$ stores a subset of the blocks $\left\{w_{k}^{(t)} \in \mathbf{R}^{d_{k}}: k \in \mathcal{S}_{j}\right\}$, where $\mathcal{S}_{1}, \ldots, \mathcal{S}_{h}$ form a partition of the set $\{1, \ldots, n\}$.
- one scheduler. It maintains a set of block indices $\mathcal{S}_{\text {free }} \subseteq\{1, \ldots, n\}$. At any given time, $\mathcal{S}_{\text {free }}$ contains indices of parameter blocks that are not currently updated by any worker.


Figure 6.3: A distributed system for implementing DSCOVR consists of $m$ workers, $h$ parameter servers, and one scheduler. The arrows labeled with the numbers 1,2 and 3 represent three collective communications at the beginning of each stage in DSCOVR-SVRG.

The reason for having $h>1$ servers is not about insufficient storage for parameters, but rather to avoid the communication overload between only one server and all $m$ workers ( $m$ can be in hundreds).

At the beginning of each stage $s$, the following three collective communications take place across the system (illustrated in Figure 6.3 by arrows with circled labels 1, 2 and 3):
(1) The scheduler sends a "sync" message to all servers and workers, and resets $\mathcal{S}_{\text {free }}=$ $\{1, \ldots, n\}$.
(2) Upon receiving the "sync" message, the servers aggregate their blocks of parameters together to form $\bar{w}^{(s)}$ and send it to all workers (e.g., through the AllReduce operation in MPI).
(3) Upon receiving $\bar{w}^{(s)}$, each worker compute $\bar{u}_{i}^{(s)}=X_{i:} \bar{w}^{(s)}$ and $\left(X_{i:}\right)^{T} \bar{\alpha}_{i}^{(s)}$, then invoke a collective communication (AllReduce) to compute $\bar{v}^{(s)}=(1 / m) \sum_{i=1}^{m}\left(X_{i:}\right)^{T} \bar{\alpha}_{i}^{(s)}$.
The number of vectors in $\mathbf{R}^{d}$ sent and received during the above process is $2 m$, counting the communications to form $\bar{w}^{(s)}$ and $\bar{v}^{(s)}$ at $m$ workers (ignoring the short "sync" messages).

After the collective communications at the beginning of each stage, all workers start working on the inner iterations of Algorithm 7 in parallel in an asynchronous, event-driven manner. Each worker interacts with the scheduler and the servers in a four-step loop shown in Figure 6.4. There
are always $m$ iterations taking place concurrently (see also Figure 6.2), each may at a different phase of the four-step loop:
(1) Whenever worker $i$ finishes updating a block $k^{\prime}$, it sends the pair $\left(i, k^{\prime}\right)$ to the scheduler to request for another block to update. At the beginning of each stage, $k^{\prime}$ is not needed.
(2) When the scheduler receives the pair $\left(i, k^{\prime}\right)$, it randomly choose a block $k$ from the list of free blocks $\mathcal{S}_{\text {free }}$ (which are not currently updated by any worker), looks up for the server $j$ which stores the parameter block $w_{k}^{(t)}$ (i.e., $\mathcal{S}_{j} \ni k$ ), and then send the pair $(i, k)$ to server $j$. In addition, the scheduler updates the list $\mathcal{S}_{\text {free }}$ by adding $k^{\prime}$ and deleting $k$.
(3) When server $j$ receives the pair $(i, k)$, it sends the vector $w_{k}^{(t)}$ to worker $i$, and waits for receiving the updated version $w_{k}^{(t+1)}$ from worker $i$.
(4) After worker $i$ receives $w_{k}^{(t)}$, it computes the updates $\alpha_{i}^{(t)}$ and $w_{k}^{(t)}$ following steps 6-7 in Algorithm 7, and then send $w_{k}^{(t+1)}$ back to server $j$. At last, it assigns the value of $k$ to $k^{\prime}$ and send the pair $\left(i, k^{\prime}\right)$ to the scheduler, requesting the next block to work on.
The amount of point-to-point communication required during the above process is $2 d_{k}$ float numbers, for sending and receiving $w_{k}^{(t)}$ and $w_{k}^{(t+1)}$ (we ignore the small messages for sending and receiving $\left(i, k^{\prime}\right)$ and $(i, k)$ ). Since the blocks are picked randomly, the average amount of communication per iteration is $2 d / n$, or equivalent to $2 / n$ vectors in $\mathbf{R}^{d}$. According to Theorem 6.3.1, each stage of Algorithm 7 requires $\log (3) \Gamma$ inner iterations; In addition, the discussions above 6.3.12) show that we can take $\Gamma=n\left(1+(9 / 2) \kappa_{\text {rand }}\right)$. Therefore, the average amount of point-to-point communication within each stage is $O\left(\kappa_{\text {rand }}\right)$ vectors in $\mathbf{R}^{d}$.

Now we are ready to quantify the communication complexity of DSCOVR-SVRG to find an $\epsilon$-optimal solution. Our discussions above show that each stage requires collective communication of $2 m$ vectors in $\mathbf{R}^{d}$ and asynchronous point-to-point communication of equivalently $\kappa_{\text {rand }}$ such vectors. Since there are total $O(\log (1 / \epsilon))$ stages, the total communication complexity is

$$
O\left(\left(m+\kappa_{\text {rand }}\right) \log (1 / \epsilon)\right)
$$

This gives the communication complexity shown in Table 6.1, as well as its decomposition in Table 6.2.

### 6.7.2 Implementation of DSCOVR-SAGA

We can implement Algorithm 8 using the same distributed system shown in Figure 6.3, but with some modifications described below. First, the storage at different components are different:

- $m$ workers. Each worker $i$, for $i=1, \ldots, m$, stores the following data and variables:
- data matrix $X_{i:} \in \mathbf{R}^{N_{i} \times d}$
- vectors in $\mathbf{R}^{N_{i}}: \alpha_{i}^{(t)}, u_{i}^{(t)}, \bar{u}_{i}^{(t)}$, and $U_{i k}^{(t)}$ for $k=1, \ldots, n$.
- vector in $\mathbf{R}^{d}: V_{i:}^{(t)}=\left[V_{i 1}^{(t)} \cdots V_{i n}^{(t)}\right]^{T}$ (which is the $i$ th row of $V^{(t)}$, with $V_{i k}^{(t)} \in$ $\mathbf{R}^{1 \times d_{k}}$ ).
- buffers for communication and update of $w_{k}^{(t)}$ and $\bar{v}_{k}^{(t)}$ (both stored at some server).
- $h$ servers. Each server $j$ stores a subset of blocks $\left\{w_{k}^{(t)}, \bar{v}_{k}^{(t)} \in \mathbf{R}^{d_{k}}: k \in \mathcal{S}_{j}\right\}$, for $j=1, \ldots, n$.


Figure 6.4: Communication and computation processes for one inner iteration of DSCOVRSVRG (Algorithm 7). The blue texts in the parentheses are the additional vectors required by DSCOVR-SAGA (Algorithm 8). There are always $m$ iterations taking place in parallel asynchronously, each evolving around one worker. A server may support multiple (or zero) iterations if more than one (or none) of its stored parameter blocks are being updated.

- one scheduler. It maintains the set of indices $\mathcal{S}_{\text {free }} \subseteq\{1, \ldots, n\}$, same as in DSCOVRSVRG.

Unlike DSCOVR-SVRG, there is no stage-wise "sync" messages. All workers and servers work in parallel asynchronously all the time, following the four-step loops illustrated in Figure 6.4 (including blue colored texts in the parentheses). Within each iteration, the main difference from DSCOVR-SVRG is that, the server and worker need to exchange two vectors of length $d_{k}: w_{k}^{(t)}$ and $v_{k}^{(t)}$ and their updates. This doubles the amount of point-to-point communication, and the average amount of communication per iteration is $4 / n$ vectors of length $d$. Using the iteration complexity in 6.4.11), the total amount of communication required (measured by number of vectors of length $d$ ) is

$$
O\left(\left(m+\kappa_{\text {rand }}\right) \log (1 / \epsilon)\right),
$$

which is the same as for DSCOVR-SVRG. However, its decomposition into synchronous and asynchronous communication is different, as shown in Table 6.2. If the initial vectors $w^{(0)} \neq 0$ or $\alpha^{(0)} \neq 0$, then one round of collective communication is required to propagate the initial conditions to all servers and workers, which reflect the $O(m)$ synchronous communication in

| CPU | \#cores | RAM | network | operating system |
| :---: | :---: | :---: | :---: | :---: |
| dual Intel $^{\circledR}$ Xeon ${ }^{\circledR}$ processors | 16 | 128 GB | 10 Gbps | Windows ${ }^{\circledR}$ Server |
| E5-2650 (v2), 2.6 GHz |  | 1.8 GHz | Ethernet adapter | (version 2012) |

Table 6.3: Configuration of each machine in the distributed computing system.

Table 6.2,

### 6.7.3 Implementation of Accelerated DSCOVR

Implementation of the accelerated DSCOVR algorithm is very similar to the non-accelerated ones. The main differences lie in the two proximal mappings presented in Section 6.5.1. In particular, the primal update in 6.5.6 needs the extra variable $\tilde{w}_{k}^{(r)}$, which should be stored at a parameter server together with $w_{k}^{(t)}$. We modify the four-step loops shown in Figures 6.4 as follows:

- Each parameter server $j$ stores the extra block parameters $\left\{\tilde{w}_{k}^{(r)}, k \in \mathcal{S}_{j}\right\}$. During step (3), $\tilde{w}_{k}^{(r)}$ is send together with $w_{k}^{(t)}$ (for SVRG) or $\left(w_{k}^{(t)}, v_{k}^{(t)}\right)$ (for SAGA) to a worker.
- In step (4), no update of $\tilde{w}_{k}^{(r)}$ is sent back to the server. Instead, whenever switching rounds, the scheduler will inform each server to update their $\tilde{w}_{k}^{(r)}$ to the most recent $w_{k}^{(t)}$.
For the dual proximal mapping in 6.5.7), each worker $i$ needs to store an extra vector $\tilde{\alpha}_{i}^{(r)}$, and reset it to the most recent $\alpha_{i}^{(t)}$ when moving to the next round. There is no need for additional synchronization or collective communication when switching rounds in Algorithm 9. The communication complexity (measured by the number of vectors of length $d$ sent or received) can be obtained by dividing the iteration complexity in 6.5.5 by $n$, i.e., $O\left(\left(m+\sqrt{m \kappa_{\text {rand }}}\right) \log (1 / \epsilon)\right)$, as shown in Table 6.1.

Finally, in order to implement the conjugate-free DSCOVR algorithms described in Section 6.6. each worker $i$ simply need to maintain and update an extra vector $\beta_{i}^{(t)}$ locally.

### 6.8 Experiments

In this section, we present numerical experiments on an industrial distributed computing system. This system has hundreds of computers connected by high speed Ethernet in a data center. The hardware and software configurations for each machine are listed in Table 6.3. We implemented all DSCOVR algorithms presented in this paper, including the SVRG and SAGA versions, their accelerated variants, as well as the conjugate-free algorithms. All implementations are written in C++, using MPI for both collective and point-to-point communications (see Figures 6.3 and 6.4 respectively). On each worker machine, we also use OpenMP [135] to exploit the multi-core architecture for parallel computing, including sparse matrix-vector multiplications and vectorized function evaluations.

Implementing the DSCOVR algorithms requires $m+h+1$ machines, among them $m$ are workers with local datasets, $h$ are parameter servers, and one is a scheduler (see Figure 6.3). We

| Dataset | \#instances $(N)$ | \#features $(d)$ | \#nonzeros |
| :--- | ---: | ---: | ---: |
| rcv1-train | 677,399 | 47,236 | $49,556,258$ |
| webspam | 350,000 | $16,609,143$ | $1,304,697,446$ |
| splice-site | $50,000,000$ | $11,725,480$ | $166,167,381,622$ |

Table 6.4: Statistics of three datasets. Each feature vector is normalized to have unit norm.
focus on solving the ERM problem (6.1.3), where the total of $N$ training examples are evenly partitioned and stored at $m$ workers. We partition the $d$-dimensional parameters into $n$ subsets of roughly the same size (differ at most by one), where each subset consists of randomly chosen coordinates (without replacement). Then we store the $n$ subsets of parameters on $h$ servers, each getting either $\lfloor n / h\rfloor$ or $\lceil n / h\rceil$ subsets. As described in Section6.7, we make the configurations to satisfy $n>m>h \geq 1$.

For DSCOVR-SVRG and DSCOVR-SAGA, the step sizes in (6.3.11) are very conservative. In the experiments, we replace the coefficient $1 / 9$ by two tuning parameter $\eta_{\mathrm{d}}$ and $\eta_{\mathrm{p}}$ for the dual and primal step sizes respectively, i.e.,

$$
\begin{equation*}
\sigma_{i}=\eta_{\mathrm{d}} \frac{\lambda}{R^{2}} \cdot \frac{m}{N}, \quad \tau_{k}=\eta_{\mathrm{p}} \frac{\nu}{R^{2}} \tag{6.8.1}
\end{equation*}
$$

For the accelerated DSCOVR algorithms, we use $\kappa_{\text {rand }}=R^{2} /(\lambda \nu)$ as shown in 6.3.10) for ERM. Then the step sizes in 6.5.8) and 6.5.9), with $\gamma_{i}=(\mathrm{m} / N) \nu$ and a generic constant coefficient $\eta$, become

$$
\begin{equation*}
\sigma_{i}=\frac{\eta_{\mathrm{d}}}{n R} \sqrt{\frac{m \lambda}{\nu}} \cdot \frac{m}{N}, \quad \tau_{k}=\frac{\eta_{\mathrm{p}}}{R} \sqrt{\frac{\nu}{m \lambda}} . \tag{6.8.2}
\end{equation*}
$$

For comparison, we also implemented the following first-order methods for solving problem6.1.1;

- PGD: parallel implementation of the Proximal Gradient Descent method (using synchronous collective communication over $m$ machines). We use the adaptive line search procedure proposed in Nesterov [131], and the exact form used is Algorithm 2 in Lin and Xiao [102].
- APG: parallel implementation of the Accelerated Proximal Gradient method [128, 131]. We use a similar adaptive line search scheme to the one for PGD, and the exact form used (with strong convexity) is Algorithm 4 in Lin and Xiao [102].
- ADMM: the Alternating Direction Method of Multipliers. We use the regularized consensus version in Boyd et al. [17, Section 7.1.1]. For solving the local optimization problems at each node, we use the SDCA method [166].
- CoCoA+: the adding version of CoCoA in Ma et al. [109]. Following the suggestion in Ma et al. [110], we use a randomized coordinate descent algorithm [129, 152] for solving the local optimization problems.
These four algorithms all require $m$ workers only. Specifically, we use the AllReduce call in MPI for the collective communications so that a separate master machine is not necessary.

We conducted experiments on three binary classification datasets obtained from the collection maintained by Fan and Lin [49]. Table 6.4 lists their sizes and dimensions. In our experiments, we used two configurations: one with $m=20$ and $h=10$ for two relatively small datasets,
rcv1-train and webspam, and the other with $m=100$ and $h=20$ for the large dataset splice-site.

For rcv1-train, we solve the ERM problem 6.1.3 with a smoothed hinge loss defined as
$\phi_{j}(t)=\left\{\begin{array}{ll}0 & \text { if } y_{j} t \geq 1, \\ \frac{1}{2}-y_{j} t & \text { if } y_{j} t \leq 0, \\ \frac{1}{2}\left(1-y_{j} t\right)^{2} & \text { otherwise }\end{array} \quad\right.$ and $\quad \phi_{j}^{*}(\beta)= \begin{cases}y_{j} \beta+\frac{1}{2} \beta^{2} & \text { if }-1 \leq y_{j} \beta \leq 0, \\ +\infty & \text { otherwise. }\end{cases}$
for $j=1, \ldots, N$. This loss function is 1 -smooth, therefore $\nu=1$; see discussion above 6.3.10). We use the $\ell_{2}$ regularization $g(w)=(\lambda / 2)\|w\|^{2}$. Figures 6.5 and 6.6 show the reduction of the primal objective gap $P\left(w^{(t)}\right)-P\left(w^{\star}\right)$ by different algorithms, with regularization parameter $\lambda=10^{-4}$ and $\lambda=10^{-6}$ respectively. All started from the zero initial point. Here the $N$ examples are randomly shuffled and then divided into $m$ subsets. The labels SVRG and SAGA mean DSCOVR-SVRG and DSCOVR-SAGA, respectively, and A-SVRG and A-SAGA are their accelerated versions.

Since PGD and APG both use adaptive line search, there is no parameter to tune. For ADMM, we manually tuned the penalty parameter $\rho$ [see 17, Section 7.1.1] to obtain good performance: $\rho=10^{-5}$ in Figure 6.5 and $\rho=10^{-6}$ in Figure 6.6. For CoCoA+, two passes over the local datasets using a randomized coordinate descent method are sufficient for solving the local optimization problem (more passes do not give meaningful improvement). For DSCOVR-SVRG and SAGA, we used $\eta_{\mathrm{p}}=\eta_{\mathrm{d}}=20$ to set the step sizes in 6.8.1. For DSCOVR-SVRG, each stage goes through the whole dataset 10 times, i.e., the number of inner iterations in Algorithm 7 is $M=10 \mathrm{mn}$. For the accelerated DSCOVR algorithms, better performance are obtained with small periods to update the proximal points and we set it to be every 0.2 passes over the dataset, i.e., $0.2 m n$ inner iterations. For accelerated DSCOVR-SVRG, we set the stage period (for variance reduction) to be $M=m n$, which is actually longer than the period for updating the proximal points.

From Figures 6.5 and 6.6, we observe that the two distributed algorithms based on model averaging, ADMM and CoCoA+, converges relatively fast in the beginning but becomes very slow in the later stage. Other algorithms demonstrate more consistent linear convergence rates. For $\lambda=10^{-4}$, the DSCOVR algorithms are very competitive compared with other algorithms. For $\lambda=10^{-6}$, the non-accelerated DSCOVR algorithms become very slow, even after tuning the step sizes. But the accelerated DSCOVR algorithms are superior in terms of both number of passes over data and wall-clock time (with adjusted step size coefficient $\eta_{\mathrm{p}}=10$ and $\eta_{\mathrm{d}}=40$ ).

For ADMM and CoCoA+, each marker represents the finishing of one iteration. It can be seen that they are mostly evenly spaced in terms of number of passes over data, but have large variations in terms of wall-clock time. The variations in time per iteration are due to resource sharing with other jobs running simultaneously on the distributed computing cluster. Even if we have exclusive use of each machine, sharing communications with other jobs over the Ethernet is unavoidable. This reflects the more realistic environment in cloud computing.

For the webspam dataset, we solve the ERM problem with logistic loss $\phi_{j}(t)=\log (1+$ $\left.\exp \left(-y_{j} t\right)\right)$ where $y_{j} \in\{ \pm 1\}$. The logistic loss is $1 / 4$-smooth, so we have $\nu=4$. Since the proximal mapping of its conjugate $\phi_{j}^{*}$ does not have a closed-form solution, we used the


Figure 6.5: rcv1-train: smoothed-hinge loss, $\lambda=10^{-4}$, randomly shuffled, $m=20, n=37$, $h=10$.


Figure 6.6: rcv1-train: smoothed-hinge loss, $\lambda=10^{-6}$, randomly shuffled, $m=20, n=37$, $h=10$.
conjugate-free DSCOVR algorithms described in Section 6.6. Figures 6.7 and 6.8 shows the reduction of primal objective gap by different algorithms, for $\lambda=10^{-4}$ and $\lambda=10^{-6}$ respectively. Here the starting point is no longer the all-zero vectors. Instead, each machine $i$ first computes a local solution by minimizing $f_{i}\left(X_{i} w\right)+g(w)$, and then compute their average using an AllReduce operation. Each algorithm starts from this average point. This averaging scheme has been proven to be very effective to warm start distributed algorithms for ERM [221]. In addition, it can be shown that when starting from the zero initial point, the first step of CoCoA+ computes exactly such an averaged point.

From Figures 6.7 and 6.8 , we again observe that $\mathrm{CoCoA}+$ has very fast convergence in the beginning but converges very slowly towards higher precision. The DSCOVR algorithms, especially the accelerated variants, are very competitive in terms of both number of iterations and wall-clock time.


Figure 6.7: webspam: logistic regression, $\lambda=10^{-4}$, randomly shuffled, $m=20, n=50$, $h=10$.


Figure 6.8: webspam: logistic regression, $\lambda=10^{-6}$, randomly shuffled, $m=20, n=50$, $h=10$.

In order to investigate the fast initial convergence of CoCoA+ and ADMM, we repeated the experiments on webspam without random shuffling. More specifically, we sorted the $N$ examples by their labels, and then partitioned them into $m$ subsets sequentially. That is, most of the machines have data with only +1 or -1 labels, and only one machine has mixed $\pm 1$ examples. The results are shown in Figures 6.9 and 6.10 . Now the fast initial convergence of CoCoA+ and ADMM disappeared. In particular, CoCoA+ converges with very slow linear rate. This shows that statistical properties of random shuffling of the dataset is the main reason for the fast initial convergence of model-averaging based algorithms such as CoCoA+ and ADMM [see, e.g., 221].

On the other hand, this should not have any impact on PGD and APG, because their iterations are computed over the whole dataset, which is the same regardless of random shuffling or sorting. The differences between the plots for PGD and APG in Figures 6.7 and 6.9 (also for Figures 6.8 and 6.10) are due to different initial points computed through averaging local solutions, which does depends on the distribution of data at different machines.


Figure 6.9: webspam: logistic regression, $\lambda=10^{-4}$, sorted labels, $m=20, n=50, h=10$.



Figure 6.10: webspam: logistic regression, $\lambda=10^{-6}$, sorted labels, $m=20, n=50, h=10$.

Different ways for splitting the data over the $m$ workers also affect the DSCOVR algorithms. In particular, the non-accelerated DSCOVR algorithms become very slow, as shown in Figures 6.9 and 6.10 However, the accelerated DSCOVR algorithms are still very competitive against the adaptive APG. The accelerated DSCOVR-SAGA algorithm performs best. In fact, the time spent by accelerated DSCOVR-SAGA should be even less than shown in Figures 6.9 and 6.10. Recall that other than the initialization with non-zero starting point, DSCOVR-SAGA is completely asynchronous and does not need any collective communication (see Section 6.7.2). However, in order to record the objective function for the purpose of plotting its progress, we added collective communication and computation to evaluate the objective value for every 10 passes over the data. For example, in Figure 6.10, such extra collective communications take about 160 seconds (about $15 \%$ of total time) for accelerated DSCOVR-SAGA, which can be further deducted from the horizontal time axis.

Finally, we conducted experiments on the splice-site dataset with 100 workers and 20 parameter servers. The results are shown in Figure 6.11. Here the dataset is again randomly shuffled and evenly distributed to the workers. The relative performance of different algorithms are similar to those for the other datasets.


Figure 6.11: splice-site: logistic loss, $\lambda=10^{-6}$. randomly shuffled, $m=100, n=150$, $h=20$.

### 6.9 Discussion

We proposed a class of DSCOVR algorithms for asynchronous distributed optimization of large linear models with convex loss functions. They avoid dealing with delays and stale updates in an asynchronous, event-driven environment by exploiting simultaneous data and model parallelism. Compared with other first-order distributed algorithms, DSCOVR may require less amount of overall communication and computation, and especially much less or no synchronization. These conclusions are well supported by our computational experiments on a distributed computing cluster.

We note that there is still some gap between theory and practice. In our theoretical analysis, we assume that the primal and dual block indices in different iterations of DSCOVR are i.i.d. random variables, sampled sequentially with replacement. But the parallel implementations described in Section 6.7 impose some constraints on how they are generated. In particular, the parameter block to be updated next is randomly chosen from the set of blocks that are not being updated by any worker simultaneously, and the next worker available is event-driven, depending on the loads and processing power of different workers as well as random communication latency. These constraints violate the i.i.d. assumption, but our experiments show that they still lead to very competitive performance. Intuitively some of them can be potentially beneficial, reminiscent of the practical advantage of sampling without replacement over sampling with replacement in randomized coordinate descent methods [e.g., 166]. This is an interesting topic worth future study.

In our experiments, the parallel implementation of Nesterov's accelerated gradient method (APG) is very competitive on all the datasets we tried and for different regularization parameters used. In addition to the theoretical justifications in Arjevani and Shamir [7] and Scaman et al. [160], the adaptive line-search scheme turns out to be critical for its good performance in practice. The accelerated DSCOVR algorithms demonstrated comparable or better performance than APG in the experiments, but need careful tuning of the constants in their step size formula. On one hand, it supports our theoretical results that DSCOVR is capable of outperforming other first-
order algorithms including APG, in terms of both communication and computation complexity (see Section 6.2.1). On the other hand, there are more to be done in order to realize the full potential of DSCOVR in practice. In particular, we plan to follow the ideas in [185] to develop adaptive schemes that can automatically tune the step size parameters, as well as exploit strong convexity from data.

## Chapter 7

## Concluding Remarks

### 7.1 Conclusions

The goal of this thesis is to improve the efficiency and effectiveness of large scale machine learning. We break down the task into the following questions: 1) How to efficiently train a machine learning model? 2) How to speed up inference after the model is trained? 3) How to make the model generalize better? We approach them in a principled way from two perspectives - models and algorithms. The contributions of the thesis are restated below.

- Proposed Models:
- Recurrent model with selective reading: Based on the assumption that texts are usually redundant and inspired by the skimming reading behavior of humans, in Chapter 2, we propose a model LSTM-Jump, which can read text while skipping irrelevant information if needed. Our model is the first of this kind to mimic the skimming, and thus can be up to 6 times faster than a sequential model when applied to real reading comprehension tasks.
- Recurrence-free model for parallel computation: Noting that recurrent neural networks are often slow for both training and inference due to their sequential nature, in Chapter 3, we propose a new text encoding architecture QANet, which consists exclusively of convolution and self-attention, where convolution captures local interactions and self-attention models global interactions. On the SQuAD question answering dataset, our model is up to $13 x$ and $9 x$ faster in training and inference respectively, compared with recurrent models. We also propose a generic data augmentation technique called backtranslation, combined with which, QANet stayed on top of the competitive SQuAD leaderboard for half a year, and superseded the human performance in terms of exact match.
- Proposed Algorithms:
- Block-normalized gradient algorithm: In view of the gradient vanishing problem in deep neural networks, Chapter 4 proposes a generic and simple strategy for utilizing stochastic gradient information in optimization. The technique essentially contains two consecutive steps in each iteration: 1) computing and normalizing each block
(layer) of the mini-batch stochastic gradient; 2) selecting appropriate step size to update the decision variable (parameter) towards the negative of the block-normalized gradient. Extensive empirical studies on various non-convex neural network optimization problems, including multi layer perceptron, convolution neural networks and recurrent networks indicate the block-normalized gradient can help avoid the vanishing gradient issue and accelerate the training of neural networks.
- Randomized primal-dual coordinate methods: In Chapter 5and 6, we propose two primal-dual algorithms for the classical empirical risk minimization problem. While the first method, DSPDC, is designed for the single-machine environment, the second one, DSCOVR, can work well in the distributed parameter server framework. Both methods enjoy a fast linear convergence rate theoretically and show delighting empirical performance on various tasks, such as multitask large margin nearest neighbor, matrix risk minimization among many others.


### 7.2 Future Directions

In this thesis, we have taken several steps in models and algorithms to boost the efficiency and efficacy of large scale learning. In the future, there are several interesting directions going forward worth investigating, which we highlight below.

1. Theory: Bridging the gap between theory and practice. In this thesis, we show that the proposed algorithms have provable convergence guarantee under several assumptions, e.g., convexity of the objective functions. However, in practice, the objective might be highly nonconvex, especially in the scenario of deep neural network training. While our algorithms such as normalization gradient method still work well in the non-convex setting, we still have little clue why it is the case. On the other hand, although our algorithms focuses on how to accelerate the training, it not clear to us why they also improve the generalization. How to develop new theories to bridge those gaps still pose great challenges and is well worth investigating.
2. Algorithm: Further scaling up model training. Evidences have shown that more data in training can usually lead to better generalization performance, which, for example, can be seen in accuracy gain by the back-translation technique in QANet. However, to fit larger data, we have to train bigger models, which presents a few research questions: 1) How could we increase the model size in terms of depth and width, but still ensure that its training converges? 2) How could we train a huge model that could not fit in the modern hardware?
3. Application: Human level language understanding. We have proposed several methods in this thesis to efficiently process natural language, one of which, i.e., QANet, has even achieved the human performance on a specific dataset. However, the error analysis of QANet show that we are still far away from having a model that can achieve human-level language understanding. There are at least three remaining problems we have to address to enable the genuine human intelligence. 1) How to digest extremely long texts, e.g., a book? 2) How to incorporate human
knowledge, e.g., commonsense, to the model? 3) How to equip the model with logical reasoning power? A perfect touchstone to benchmark the language understanding capability of the model might be the United States Medical Licensing Examination (USMLE), which is notoriously difficult, due to its extensivity on various medical subjects and the requirement on rigorous logical reasoning based on massive medical knowledge and the complicated patient situation.

## Part III

## Appendices

## Appendix A

## Convergence Analysis for DSPDC

In this section, we provide the detailed proof of the main theoretical results in Section 5.4.

## A. 1 Some technical lemmas

In order to prove Theorem5.4.1, we first present the following two technical lemmas which are extracted but extended from [220]. In particular, the second inequality in both lemmas are given in [220] while the first inequality is new and is the key to prove the convergence in objective gap. These lemmas establish the relationship between two consecutive iterates, $\left(x^{(t)}, y^{(t)}\right)$ and $\left(x^{(t+1)}, y^{(t+1)}\right)$.
Lemma 1 Given any $\bar{x} \in \mathbb{R}^{p}$ and $v \in \mathbb{R}^{p}$, if we uniformly and randomly choose a set of indices $J \subset\{1,2, \ldots, p\}$ with $|J|=q$ and solve an $\hat{x} \in \mathbb{R}^{p}$ with

$$
\hat{x}_{j}= \begin{cases}\operatorname{argmin}_{\alpha \in \mathbb{R}}\left\{\frac{1}{n} v_{j} \alpha+g_{j}(\alpha)+\frac{1}{2 \tau}\left(\alpha-\bar{x}_{j}\right)^{2}\right\} & \text { if } j \in J  \tag{A.1.1}\\ \bar{x}_{j} & \text { if } j \notin J,\end{cases}
$$

then, any $x \in \mathbb{R}^{p}$, we have

$$
\begin{aligned}
& \left(\frac{p}{2 q \tau}+\frac{(p-q) \lambda}{2 q}\right)\|x-\bar{x}\|^{2}+\frac{p-q}{q}(g(\bar{x})-g(x)) \\
\geq & \left(\frac{p}{2 q \tau}+\frac{p \lambda}{2 q}\right) \mathbb{E}\|\hat{x}-x\|^{2}+\frac{p}{2 q \tau} \mathbb{E}\|\hat{x}-\bar{x}\|^{2}+\frac{p}{q} \mathbb{E}(g(\hat{x})-g(x))+\frac{1}{n} \mathbb{E}\left\langle v, \bar{x}+\frac{p}{q}(\hat{x}-\bar{x})-x\right\rangle
\end{aligned}
$$

and

$$
\begin{aligned}
& \left(\frac{p}{2 q \tau}+\frac{(p-q) \lambda}{q}\right)\left\|x^{\star}-\bar{x}\right\|^{2} \\
\geq & \left(\frac{p}{2 q \tau}+\frac{p \lambda}{q}\right) \mathbb{E}\left\|\hat{x}-x^{\star}\right\|^{2}+\frac{p}{2 q \tau} \mathbb{E}\|\hat{x}-\bar{x}\|^{2}+\frac{1}{n} \mathbb{E}\left\langle v-A^{T} y^{\star}, \bar{x}+\frac{p}{q}(\hat{x}-\bar{x})-x^{\star}\right\rangle,
\end{aligned}
$$

where the expectation $\mathbb{E}$ is taken over $J$.

Proof: We prove the first conclusion first. Let $\tilde{x}$ defined as

$$
\tilde{x}=\underset{x \in \mathbb{R}^{n}}{\operatorname{argmin}}\left\{\frac{1}{n} v^{T} x+g(x)+\frac{1}{2 \tau}\|x-\bar{x}\|^{2}\right\} .
$$

Therefore, according to A.1.1, $\hat{x}_{j}=\tilde{x}_{j}$ if $j \in J$ and $\hat{x}_{j}=\bar{x}_{j}$ if $j \notin J$. Due to the decomposable structure 5.1.2 of $g(x)$, each coordinate $\tilde{x}_{j}$ of $\tilde{x}$ can be solved independently. Since $g_{j}$ is $\lambda$ strongly convex, the optimality of $\tilde{x}_{j}$ implies that, for any $x_{j} \in \mathbb{R}$,

$$
\frac{v_{j} x_{j}}{n}+g_{j}\left(x_{j}\right)+\frac{\left(x_{j}-\bar{x}_{j}\right)^{2}}{2 \tau} \geq \frac{v_{j} \tilde{x}_{j}}{n}+g_{j}\left(\tilde{x}_{j}\right)+\frac{\left(\tilde{x}_{j}-\bar{x}_{j}\right)^{2}}{2 \tau}+\left(\frac{1}{2 \tau}+\frac{\lambda}{2}\right)\left(\tilde{x}_{j}-x_{j}\right)^{2} \text {.(A.1.2) }
$$

Since each index $j$ is contained in $J$ with a probability of $\frac{q}{p}$, we have the following equalities

$$
\begin{align*}
\mathbb{E}\left(\hat{x}_{j}-x_{j}\right)^{2} & =\frac{q}{p}\left(\tilde{x}_{j}-x_{j}\right)^{2}+\frac{p-q}{p}\left(\bar{x}_{j}-x_{j}\right)^{2},  \tag{A.1.3}\\
\mathbb{E}\left(\hat{x}_{j}-\bar{x}_{j}\right)^{2} & =\frac{q}{p}\left(\tilde{x}_{j}-\bar{x}_{j}\right)^{2},  \tag{A.1.4}\\
\mathbb{E} \hat{x}_{j} & =\frac{q}{p} \tilde{x}_{j}+\frac{p-q}{p} \bar{x}_{j},  \tag{A.1.5}\\
\mathbb{E} g_{j}\left(\hat{x}_{j}\right) & =\frac{q}{p} g_{j}\left(\tilde{x}_{j}\right)+\frac{p-q}{p} g_{j}\left(\bar{x}_{j}\right) . \tag{A.1.6}
\end{align*}
$$

Using these equalities, we can represent all the terms in A.1.2 involving $\tilde{x}_{j}$ by the terms that only contains $\hat{x}_{j}, \bar{x}_{j}$ and $x_{j}$. By doing so and organizing terms, we obtain

$$
\begin{aligned}
& \left(\frac{p}{2 q \tau}+\frac{(p-q) \lambda}{2 q}\right)\left(x_{j}-\bar{x}_{j}\right)^{2}+\frac{p-q}{q}\left(g_{j}\left(\bar{x}_{j}\right)-g_{j}\left(x_{j}\right)\right)-\frac{1}{n} v_{j}\left(\bar{x}_{j}+\frac{p}{q}\left(\mathbb{E} \hat{x}_{j}-\bar{x}_{j}\right)-x_{j}\right) \\
\geq & \left(\frac{p}{2 q \tau}+\frac{p \lambda}{2 q}\right) \mathbb{E}\left(\hat{x}_{j}-x_{j}\right)^{2}+\frac{p}{2 q \tau} \mathbb{E}\left(\hat{x}_{j}-\bar{x}_{j}\right)^{2}+\frac{p}{q} \mathbb{E}\left(g_{j}\left(\hat{x}_{j}\right)-g_{j}\left(x_{j}\right)\right),
\end{aligned}
$$

for any $x_{j} \in \mathbb{R}$. Then, the first conclusion of Lemma 1 is obtained by summing up the inequality above over the indices $j=1, \ldots, p$.

In the next, we prove the second conclusion of Lemma 1 . Choosing $x_{i}=x_{i}^{\star}$ in A.1.2, we obtain

$$
\begin{equation*}
\frac{v_{j} x_{j}^{\star}}{n}+g_{j}\left(x_{j}^{\star}\right)+\frac{\left(x_{j}^{\star}-\bar{x}_{j}\right)^{2}}{2 \tau} \geq \frac{v_{j} \tilde{x}_{j}}{n}+g_{j}\left(\tilde{x}_{j}\right)+\frac{\left(\tilde{x}_{j}-\bar{x}_{j}\right)^{2}}{2 \tau}+\left(\frac{1}{2 \tau}+\frac{\lambda}{2}\right)\left(\tilde{x}_{j}-x_{j}^{\star}\right)^{2}(1 \tag{A.1.7}
\end{equation*}
$$

According to the property (5.1.6) of a saddle point, the primal optimal solution $x^{\star}$ satisfies $x^{\star}=$ $\operatorname{argmin}_{x \in \mathbb{R}^{n}}\left\{\frac{1}{n}\left(y^{\star}\right)^{T} A x+g(x)\right\}$. Due to the decomposable structure 5.1 .2 . of $g(x)$, each coordinate $x_{j}^{\star}$ of $x^{\star}$ can be solved independently. Since $g_{j}$ is $\lambda$-strongly convex, the optimality of $x_{j}^{\star}$ implies

$$
\begin{equation*}
\frac{1}{n}\left\langle A^{j}, y^{\star}\right\rangle \tilde{x}_{j}+g_{j}\left(\tilde{x}_{j}\right) \geq \frac{1}{n}\left\langle A^{j}, y^{\star}\right\rangle x_{j}^{\star}+g_{j}\left(x_{j}^{\star}\right)+\frac{\lambda}{2}\left(\tilde{x}_{j}-x_{j}^{\star}\right)^{2} \tag{A.1.8}
\end{equation*}
$$

Summing up A.1.7) and A.1.8) gives us

$$
\begin{equation*}
\frac{1}{2 \tau}\left(x_{j}^{\star}-\bar{x}_{j}\right)^{2} \geq\left(\frac{1}{2 \tau}+\lambda\right)\left(\tilde{x}_{j}-x_{j}^{\star}\right)^{2}+\frac{1}{2 \tau}\left(\tilde{x}_{j}-\bar{x}_{j}\right)^{2}+\frac{1}{n}\left(v_{j}-\left\langle A^{j}, y^{\star}\right\rangle\right)\left(\tilde{x}_{j}-x_{j}^{\star}\right) \cdot( \tag{A.1.9}
\end{equation*}
$$

By equalities (A.1.3), (A.1.4) and (A.1.5), we can represent all the terms in A.1.9) that involve $\tilde{x}_{j}$ by the terms that only contain $\hat{x}_{j}, \bar{x}_{j}$ and $x_{j}$. Then, we obtain

$$
\begin{aligned}
& \left(\frac{p}{2 q \tau}+\frac{(p-q) \lambda}{q}\right)\left(x_{j}^{\star}-\bar{x}_{j}\right)^{2}-\left(\frac{p}{2 q \tau}+\frac{p \lambda}{q}\right) \mathbb{E}\left(\hat{x}_{j}-x_{j}^{\star}\right)^{2} \\
\geq & \frac{p}{2 q \tau} \mathbb{E}\left(\hat{x}_{j}-\bar{x}_{j}\right)^{2}+\frac{1}{n}\left(v_{j}-\left\langle A^{j}, y^{\star}\right\rangle\right)\left(\bar{x}_{j}+\frac{p}{q}\left(\mathbb{E} \hat{x}_{j}-\bar{x}_{j}\right)-x_{j}^{\star}\right) .
\end{aligned}
$$

Then, the second conclusion is obtained by summing up the inequality above over the indices $j=1, \ldots, p$.

Lemma 2 Given any $v \in \mathbb{R}^{n}$ and $\bar{y} \in \mathbb{R}^{n}$, if we uniformly and randomly choose a set of indices $I \subset\{1,2, \ldots, n\}$ with $|I|=m$ and solve an $\hat{y} \in \mathbb{R}^{n}$ with

$$
\hat{y}_{i}= \begin{cases}\operatorname{argmax}_{\beta \in \mathbb{R}}\left\{\frac{1}{n} u_{i} \beta-\frac{\phi_{i}^{*}(\beta)}{n}-\frac{1}{2 \sigma}\left(\beta-\bar{y}_{i}\right)^{2}\right\} & \text { if } i \in I  \tag{A.1.10}\\ \bar{y}_{i} & \text { if } i \notin I,\end{cases}
$$

then, any $y \in \mathbb{R}^{n}$, we have

$$
\begin{aligned}
& \left(\frac{n}{2 m \sigma}+\frac{(n-m) \gamma}{2 m n}\right)\|y-\bar{y}\|^{2}+\frac{n-m}{m n} \sum_{i=1}^{n}\left(\phi_{i}^{*}\left(y_{i}^{(t)}\right)-\phi_{i}^{*}\left(y_{i}\right)\right)+\frac{1}{n} \mathbb{E}\left\langle u, \bar{y}+\frac{n}{m}(\hat{y}-\bar{y})-y\right\rangle \\
\geq & \left(\frac{n}{2 m \sigma}+\frac{\gamma}{2 m}\right) \mathbb{E}\|\hat{y}-y\|^{2}+\frac{n}{2 m \sigma} \mathbb{E}\|\hat{y}-\bar{y}\|^{2}+\frac{1}{m} \sum_{i=1}^{n} \mathbb{E}\left(\phi_{i}^{*}\left(y_{i}^{(t+1)}\right)-\phi_{i}^{*}\left(y_{i}\right)\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& \left(\frac{n}{2 m \sigma}+\frac{(n-m) \gamma}{m n}\right)\left\|y^{\star}-\bar{y}\right\|^{2} \\
\geq & \left(\frac{n}{2 m \sigma}+\frac{\gamma}{m}\right) \mathbb{E}\left\|\hat{y}-y^{\star}\right\|^{2}+\frac{n}{2 m \sigma} \mathbb{E}\|\hat{y}-\bar{y}\|^{2}-\frac{1}{n} \mathbb{E}\left\langle u-A x^{\star}, \bar{y}+\frac{n}{m}(\hat{y}-\bar{y})-y^{\star}\right\rangle .
\end{aligned}
$$

where the expectation $\mathbb{E}$ is taken over $I$.
Proof: The proof is very similar to that of Lemma1, and thus, is omitted.

## A. 2 Convergence in distance to the optimal solution

We use $\mathbb{E}_{t}$ to represent the expectation conditioned on $y^{(0)}, x^{(0)}, \ldots, y^{(t)}, x^{(t)}$, and $\mathbb{E}_{t+}$ the expectation conditioned on $y^{(0)}, x^{(0)}, \ldots, y^{(t)}, x^{(t)}, y^{(t+1)}$. Lemma 1 and Lemma 2 in the previous section provide the basis for the following proposition, which is the key to prove Theorem 5.4.1.

Proposition 1 Let $x^{(t)}, x^{(t+1)}, y^{(t)}$ and $y^{(t+1)}$ generated as in Algorithm 3 for $t=0,1, \ldots$ with the parameters $\tau$ and $\sigma$ satisfying $\tau \sigma=\frac{n m q}{4 p \Lambda}$. We have

$$
\begin{align*}
& \left(\frac{p}{2 q \tau}+\frac{(p-q) \lambda}{q}\right)\left\|x^{\star}-x^{(t)}\right\|^{2}+\left(\frac{n}{2 m \sigma}+\frac{(n-m) \gamma}{m n}\right)\left\|y^{\star}-y^{(t)}\right\|^{2} \\
& +\frac{\theta}{n}\left\langle A\left(x^{(t)}-x^{(t-1)}\right), y^{(t)}-y^{\star}\right\rangle+\frac{\theta\left\|x^{(t)}-x^{(t-1)}\right\|^{2}}{4 \tau} \\
\geq & \left(\frac{p}{2 q \tau}+\frac{p \lambda}{q}\right) \mathbb{E}_{t}\left\|x^{(t+1)}-x^{\star}\right\|^{2}+\left(\frac{n}{2 m \sigma}+\frac{\gamma}{m}\right) \mathbb{E}_{t}\left\|y^{(t+1)}-y^{\star}\right\|^{2} \\
& +\left(\frac{p}{2 q \tau}-\frac{(n-m) p}{4 n \tau q}\right) \mathbb{E}_{t}\left\|x^{(t+1)}-x^{(t)}\right\|^{2}+\left(\frac{n}{2 m \sigma}-\frac{\theta n q}{4 \sigma m p}-\frac{n-m}{4 \sigma m}\right) \mathbb{E}_{t}\left\|y^{(t+1)}-y^{(t)}\right\|^{2} \\
& +\frac{p}{n q} \mathbb{E}_{t}\left\langle A^{T}\left(y^{(t+1)}-y^{\star}\right), x^{(t+1)}-x^{(t)}\right\rangle \tag{A.2.1}
\end{align*}
$$

Proof: Let $x^{(t)}, x^{(t+1)}$ and $\bar{y}^{(t+1)}$ generated as in Algorithm 3. By the second conclusion of Lemma 1 and the tower property $\mathbb{E}_{t} \mathbb{E}_{t+}=\mathbb{E}_{t}$, we have

$$
\begin{aligned}
\left(\frac{p}{2 q \tau}+\frac{(p-q) \lambda}{q}\right)\left\|x^{\star}-x^{(t)}\right\|^{2} \geq & \left(\frac{p}{2 q \tau}+\frac{p \lambda}{q}\right) \mathbb{E}_{t}\left\|x^{(t+1)}-x^{\star}\right\|^{2}+\frac{p}{2 q \tau} \mathbb{E}_{t}\left\|x^{(t+1)}-x^{(t)}\right\|^{2} \\
& +\frac{1}{n} \mathbb{E}_{t}\left\langle A^{T}\left(\bar{y}^{(t+1)}-y^{\star}\right), x^{(t)}+\frac{p}{q}\left(x^{(t+1)}-x^{(t)}\right)-x^{\star}\right\rangle
\end{aligned}
$$

Similarly, let $y^{(t)}, y^{(t+1)}$ and $\bar{x}^{(t)}$ generated as in Algorithm 3. By the second conclusion of Lemma2, we have

$$
\begin{aligned}
\left(\frac{n}{2 m \sigma}+\frac{(n-m) \gamma}{m n}\right)\left\|y^{\star}-y^{(t)}\right\|^{2} \geq & \left(\frac{n}{2 m \sigma}+\frac{\gamma}{m}\right) \mathbb{E}_{t}\left\|y^{(t+1)}-y^{\star}\right\|^{2}+\frac{n}{2 m \sigma} \mathbb{E}_{t}\left\|y^{(t+1)}-y^{(t)}\right\|^{2} \\
& -\frac{1}{n} \mathbb{E}_{t}\left\langle A\left(\bar{x}^{(t)}-x^{\star}\right), y^{(t)}+\frac{n}{m}\left(y^{(t+1)}-y^{(t)}\right)-y^{\star}\right\rangle
\end{aligned}
$$

Summing up these two inequalities, we have

$$
\begin{align*}
& \left(\frac{p}{2 q \tau}+\frac{(p-q) \lambda}{q}\right)\left\|x^{\star}-x^{(t)}\right\|^{2}+\left(\frac{n}{2 m \sigma}+\frac{(n-m) \gamma}{m n}\right)\left\|y^{\star}-y^{(t)}\right\|^{2} \\
\geq & \left(\frac{p}{2 q \tau}+\frac{p \lambda}{q}\right) \mathbb{E}_{t}\left\|x^{(t+1)}-x^{\star}\right\|^{2}+\left(\frac{n}{2 m \sigma}+\frac{\gamma}{m}\right) \mathbb{E}_{t}\left\|y^{(t+1)}-y^{\star}\right\|^{2}+\frac{p}{2 q \tau} \mathbb{E}_{t}\left\|x^{(t+1)}-x^{(t)}\right\|^{2} \\
& +\frac{n}{2 m \sigma} \mathbb{E}_{t}\left\|y^{(t+1)}-y^{(t)}\right\|^{2}+\frac{1}{n} \mathbb{E}_{t}\left\langle A^{T}\left(\bar{y}^{(t+1)}-y^{\star}\right), x^{(t)}+\frac{p}{q}\left(x^{(t+1)}-x^{(t)}\right)-x^{\star}\right\rangle  \tag{A.2.2}\\
& -\frac{1}{n} \mathbb{E}_{t}\left\langle A\left(\bar{x}^{(t)}-x^{\star}\right), y^{(t)}+\frac{n}{m}\left(y^{(t+1)}-y^{(t)}\right)-y^{\star}\right\rangle .
\end{align*}
$$

By the definition of $\bar{y}^{(t+1)}$ in Algorithm 3, we have $\bar{y}^{(t+1)}-y^{\star}=y^{(t+1)}-y^{\star}+\frac{n-m}{m}\left(y^{(t+1)}-y^{(t)}\right)$, which implies

$$
\begin{align*}
& \frac{1}{n}\left\langle A^{T}\left(\bar{y}^{(t+1)}-y^{\star}\right), x^{(t)}+\frac{p}{q}\left(x^{(t+1)}-x^{(t)}\right)-x^{\star}\right\rangle \\
= & \frac{1}{n}\left\langle A^{T}\left(y^{(t+1)}-y^{\star}+\frac{n-m}{m}\left(y^{(t+1)}-y^{(t)}\right)\right), x^{(t)}+\frac{p}{q}\left(x^{(t+1)}-x^{(t)}\right)-x^{\star}\right\rangle \\
= & \frac{p}{n q}\left\langle A^{T}\left(y^{(t+1)}-y^{\star}\right), x^{(t+1)}-x^{(t)}\right\rangle+\frac{1}{n}\left\langle A^{T}\left(y^{(t+1)}-y^{\star}\right), x^{(t)}-x^{\star}\right\rangle  \tag{A.2.3}\\
& \left.\left.+\frac{(n-m) p}{n m q}\left\langle A^{T}\left(y^{(t+1)}-y^{(t)}\right)\right), x^{(t+1)}-x^{(t)}\right\rangle+\frac{n-m}{n m}\left\langle A^{T}\left(y^{(t+1)}-y^{(t)}\right)\right), x^{(t)}-x^{\star}\right\rangle .
\end{align*}
$$

Similarly, by the definition of $\bar{x}^{(t)}$ in Algorithm 3, we have $\bar{x}^{(t)}-x^{\star}=x^{(t)}-x^{\star}+\theta\left(x^{(t)}-x^{(t-1)}\right)$, which implies

$$
\begin{align*}
& \frac{1}{n}\left\langle A\left(\bar{x}^{(t)}-x^{\star}\right), y^{(t)}+\frac{n}{m}\left(y^{(t+1)}-y^{(t)}\right)-y^{\star}\right\rangle \\
= & \frac{1}{n}\left\langle A\left(x^{(t)}-x^{\star}+\theta\left(x^{(t)}-x^{(t-1)}\right)\right), y^{(t)}+\frac{n}{m}\left(y^{(t+1)}-y^{(t)}\right)-y^{\star}\right\rangle \\
= & \frac{1}{m}\left\langle A\left(x^{(t)}-x^{\star}\right), y^{(t+1)}-y^{(t)}\right\rangle+\frac{1}{n}\left\langle A\left(x^{(t)}-x^{\star}\right), y^{(t)}-y^{\star}\right\rangle \\
& +\frac{\theta}{m}\left\langle A\left(x^{(t)}-x^{(t-1)}\right), y^{(t+1)}-y^{(t)}\right\rangle+\frac{\theta}{n}\left\langle A\left(x^{(t)}-x^{(t-1)}\right), y^{(t)}-y^{\star}\right\rangle . \tag{A.2.4}
\end{align*}
$$

According to A.2.3) and A.2.4, the last two terms in the right hand side of A.2.3 within conditional expectation $\mathbb{E}_{t}$ can be represented as

$$
\begin{align*}
& \frac{1}{n}\left\langle A^{T}\left(\bar{y}^{(t+1)}-y^{\star}\right), x^{(t)}+\frac{p}{q}\left(x^{(t+1)}-x^{(t)}\right)-x^{\star}\right\rangle \\
& -\frac{1}{n}\left\langle A\left(\bar{x}^{(t)}-x^{\star}\right), y^{(t)}+\frac{n}{m}\left(y^{(t+1)}-y^{(t)}\right)-y^{\star}\right\rangle \\
= & \frac{p}{n q}\left\langle A^{T}\left(y^{(t+1)}-y^{\star}\right), x^{(t+1)}-x^{(t)}\right\rangle+\frac{1}{n}\left\langle A^{T}\left(y^{(t+1)}-y^{\star}\right), x^{(t)}-x^{\star}\right\rangle \\
& \left.\left.+\frac{(n-m) p}{n m q}\left\langle A^{T}\left(y^{(t+1)}-y^{(t)}\right)\right), x^{(t+1)}-x^{(t)}\right\rangle+\frac{n-m}{n m}\left\langle A^{T}\left(y^{(t+1)}-y^{(t)}\right)\right), x^{(t)}-x^{\star}\right\rangle \\
& -\frac{1}{m}\left\langle A\left(x^{(t)}-x^{\star}\right), y^{(t+1)}-y^{(t)}\right\rangle-\frac{1}{n}\left\langle A\left(x^{(t)}-x^{\star}\right), y^{(t)}-y^{\star}\right\rangle \\
& -\frac{\theta}{m}\left\langle A\left(x^{(t)}-x^{(t-1)}\right), y^{(t+1)}-y^{(t)}\right\rangle-\frac{\theta}{n}\left\langle A\left(x^{(t)}-x^{(t-1)}\right), y^{(t)}-y^{\star}\right\rangle \\
= & \left.\frac{p}{n q}\left\langle A^{T}\left(y^{(t+1)}-y^{\star}\right), x^{(t+1)}-x^{(t)}\right\rangle+\frac{(n-m) p}{n m q}\left\langle A^{T}\left(y^{(t+1)}-y^{(t)}\right)\right), x^{(t+1)}-x^{(t)}\right\rangle \\
& -\frac{\theta}{m}\left\langle A\left(x^{(t)}-x^{(t-1)}\right), y^{(t+1)}-y^{(t)}\right\rangle-\frac{\theta}{n}\left\langle A\left(x^{(t)}-x^{(t-1)}\right), y^{(t)}-y^{\star}\right\rangle . \tag{A.2.5}
\end{align*}
$$

In the next, we establish some lower bounds for each of the four terms in A.2.5.

Note that $x^{(t)}-x^{(t-1)}$ is a sparse vector with non-zero values only in the coordinates indexed by $J$. Hence, by Young's inequality, we have

$$
\begin{align*}
-\left\langle A\left(x^{(t)}-x^{(t-1)}\right), y^{(t+1)}-y^{(t)}\right\rangle & \geq-\frac{\tau}{m}\left\|\left(A^{J}\right)^{T}\left(y^{(t+1)}-y^{(t)}\right)\right\|^{2}-\frac{\left\|x^{(t)}-x^{(t-1)}\right\|^{2}}{4 \tau / m} \\
& \geq-\frac{\tau \Lambda}{m}\left\|y^{(t+1)}-y^{(t)}\right\|^{2}-\frac{\left\|x^{(t)}-x^{(t-1)}\right\|^{2}}{4 \tau / m} \\
& =-\frac{n q}{4 \sigma p}\left\|y^{(t+1)}-y^{(t)}\right\|^{2}-\frac{\left\|x^{(t)}-x^{(t-1)}\right\|^{2}}{4 \tau / m} . \tag{A.2.6}
\end{align*}
$$

Here, the second inequality is because $y^{(t+1)}-y^{(t)}$ has non-zero values only in the coordinates indexed by $I$ so that, by the definition (5.1.8) of $\Lambda$,

$$
\left\|\left(A^{J}\right)^{T}\left(y^{(t+1)}-y^{(t)}\right)\right\|^{2}=\left\|\left(A_{I}^{J}\right)^{T}\left(y_{I}^{(t+1)}-y_{I}^{(t)}\right)\right\|^{2} \leq \Lambda\left\|y_{I}^{(t+1)}-y_{I}^{(t)}\right\|^{2}=\Lambda\left\|y^{(t+1)}-y^{(t)}\right\|^{2},
$$

and the last equality is because $\tau \sigma=\frac{n m q}{4 p \Lambda}$.
A similar argument implies

$$
\begin{equation*}
\left\langle A^{T}\left(y^{(t+1)}-y^{(t)}\right), x^{(t+1)}-x^{(t)}\right\rangle \geq-\frac{n q}{4 \sigma p}\left\|y^{(t+1)}-y^{(t)}\right\|^{2}-\frac{\left\|x^{(t+1)}-x^{(t)}\right\|^{2}}{4 \tau / m} \tag{A.2.7}
\end{equation*}
$$

Applying A.2.6) and A.2.7) to the right hand side of A.2.5), we have

$$
\begin{align*}
& \frac{1}{n}\left\langle A^{T}\left(\bar{y}^{(t+1)}-y^{\star}\right), x^{(t)}+\frac{p}{q}\left(x^{(t+1)}-x^{(t)}\right)-x^{\star}\right\rangle \\
& -\frac{1}{n}\left\langle A\left(\bar{x}^{(t)}-x^{\star}\right), y^{(t)}+\frac{n}{m}\left(y^{(t+1)}-y^{(t)}\right)-y^{\star}\right\rangle \\
\geq & \frac{p}{n q}\left\langle A^{T}\left(y^{(t+1)}-y^{\star}\right), x^{(t+1)}-x^{(t)}\right\rangle-\frac{\theta}{n}\left\langle A\left(x^{(t)}-x^{(t-1)}\right), y^{(t)}-y^{\star}\right\rangle  \tag{A.2.8}\\
& -\left(\frac{\theta n q}{4 \sigma m p}+\frac{n-m}{4 \sigma m}\right)\left\|y^{(t+1)}-y^{(t)}\right\|^{2}-\frac{\theta\left\|x^{(t)}-x^{(t-1)}\right\|^{2}}{4 \tau}-\frac{(n-m) p\left\|x^{(t+1)}-x^{(t)}\right\|^{2}}{4 \tau n q}
\end{align*}
$$

The conclusion A.2.1) is obtained by combining A.2.3 and the conditional expectation of (A.2.8.

Based on Proposition 1, we can prove Theorem 5.4.1.
Proof: [Theorem 5.4.1] We first show how to derive the forms of $\tau$ and $\sigma$ in (5.4.6) and (5.4.7) from the last two equations in $(5.4 .5)$. Let $Q_{1}=\frac{p}{2 q \lambda \tau}$ and $Q_{2}=\frac{n^{2}}{2 m \gamma \sigma}$. The last two equations in (5.4.5) imply

$$
Q_{1} Q_{2}=\frac{p n^{2}}{4 q m \lambda \gamma \tau \sigma}=\frac{(n p)^{2} \Lambda}{(m q)^{2} n \lambda \gamma}, \quad Q_{1}+\frac{p}{q}=Q_{2}+\frac{n}{m} .
$$

Solving the values of $Q_{1}$ and $Q_{2}$ from these equations, we obtain

$$
\begin{align*}
\frac{p}{2 q \lambda \tau} & =Q_{1}=\frac{1}{2}\left(\frac{n}{m}-\frac{p}{q}\right)+\frac{1}{2} \sqrt{\left(\frac{n}{m}-\frac{p}{q}\right)^{2}+\frac{4(n p)^{2} \Lambda}{(m q)^{2} n \lambda \gamma}},  \tag{A.2.9}\\
\frac{n^{2}}{2 m \gamma \sigma} & =Q_{2}=\frac{1}{2}\left(\frac{p}{q}-\frac{n}{m}\right)+\frac{1}{2} \sqrt{\left(\frac{n}{m}-\frac{p}{q}\right)^{2}+\frac{4(n p)^{2} \Lambda}{(m q)^{2} n \lambda \gamma}}, \tag{A.2.10}
\end{align*}
$$

from which (5.4.6) and (5.4.7) can be derived.
To derive the main conclusion of Theorem 5.4.1 from Proposition 1, we want to show that the following inequalities are satisfied by the choices for $\theta, \tau$ and $\sigma$ in (5.4.5).

$$
\begin{align*}
\left(\frac{p}{2 q \tau}+\frac{p \lambda}{q}\right) \frac{\theta q}{p} & \geq\left(\frac{p}{2 q \tau}+\frac{(p-q) \lambda}{q}\right),  \tag{A.2.11}\\
\left(\frac{n}{2 m \sigma}+\frac{\gamma}{m}\right) \frac{\theta q}{p} & \geq\left(\frac{n}{2 m \sigma}+\frac{(n-m) \gamma}{m n}\right),  \tag{A.2.12}\\
\frac{n}{2 m \sigma}-\frac{\theta n q}{4 \sigma m p}-\frac{n-m}{4 \sigma m} & \geq 0  \tag{A.2.13}\\
\left(\frac{p}{2 q \tau}-\frac{(n-m) p}{4 n \tau q}\right) \frac{\theta q}{p} & \geq \frac{\theta}{4 \tau} . \tag{A.2.14}
\end{align*}
$$

In fact, A.2.11 holds since A.2.9 implies ${ }^{1}$

$$
\frac{p}{2 q \lambda \tau}+\frac{p}{q} \leq \frac{1}{2}\left(\frac{n}{m}+\frac{p}{q}\right)+\frac{1}{2}\left|\frac{n}{m}-\frac{p}{q}\right|+\frac{n p \sqrt{\Lambda}}{m q \sqrt{n \lambda \gamma}}=\max \left\{\frac{p}{q}, \frac{n}{m}\right\}+\frac{n p \sqrt{\Lambda}}{m q \sqrt{n \lambda \gamma}}
$$

so that

$$
\left(\frac{p}{2 q \tau}+\frac{(p-q) \lambda}{q}\right) /\left(\frac{p}{2 q \tau}+\frac{p \lambda}{q}\right)=1-\frac{1}{\frac{p}{2 q \lambda \tau}+\frac{p}{q}} \leq 1-\frac{1}{\max \left\{\frac{p}{q}, \frac{n}{m}\right\}+\frac{n p \sqrt{\Lambda}}{m q \sqrt{n \lambda \gamma}}}=\frac{\theta q}{p}
$$

Similarly, A.2.12) holds since A.2.10 implies

$$
\frac{n^{2}}{2 m \gamma \sigma}+\frac{n}{m} \leq \frac{1}{2}\left(\frac{n}{m}+\frac{p}{q}\right)+\frac{1}{2}\left|\frac{n}{m}-\frac{p}{q}\right|+\frac{n p \sqrt{\Lambda}}{m q \sqrt{n \lambda \gamma}}=\max \left\{\frac{p}{q}, \frac{n}{m}\right\}+\frac{n p \sqrt{\Lambda}}{m q \sqrt{n \lambda \gamma}}
$$

so that

$$
\left(\frac{n}{2 m \sigma}+\frac{(n-m) \gamma}{m n}\right) /\left(\frac{n}{2 m \sigma}+\frac{\gamma}{m}\right)=1-\frac{1}{\frac{n^{2}}{2 m \gamma \sigma}+\frac{n}{m}} \leq 1-\frac{1}{\max \left\{\frac{p}{q}, \frac{n}{m}\right\}+\frac{n p \sqrt{\Lambda}}{m q \sqrt{n \lambda \gamma}}}=\frac{\theta q}{p}
$$

The inequality A.2.13 holds because $\frac{n}{2 m \sigma}-\frac{\theta n q}{4 \sigma m p}-\frac{n-m}{4 \sigma m} \geq \frac{n}{2 m \sigma}-\frac{n}{4 \sigma m}-\frac{n}{4 \sigma m}=0$, where we use the fact that $\frac{\theta q}{p} \leq 1$. The inequality A.2.14 holds because $\left(\frac{p}{2 q \tau}-\frac{(n-m) p}{4 n \tau q}\right) \frac{\theta q}{p}=$ $\theta\left(\frac{1}{2 \tau}-\frac{(n-m)}{4 n \tau}\right) \geq \theta\left(\frac{1}{2 \tau}-\frac{1}{4 \tau}\right)=\frac{\theta}{4 \tau}$.

Applying the four inequalities A.2.11, A.2.12, (A.2.13) and A.2.14) to the coefficients of A.2.1 from Proposition 1 leads to $\mathbb{E}_{t} \Delta^{(t+1)} \leq\left(\frac{\theta q}{p}\right) \Delta^{(t)}$ for any $t \geq 0$, where

$$
\begin{aligned}
\Delta^{(t)}= & \left(\frac{p}{2 q \tau}+\frac{p \lambda}{q}\right)\left\|x^{\star}-x^{(t)}\right\|^{2}+\left(\frac{n}{2 m \sigma}+\frac{\gamma}{m}\right)\left\|y^{\star}-y^{(t)}\right\|^{2} \\
& \left.+\frac{p}{q n}\left\langle A\left(x^{(t)}-x^{(t-1)}\right), y^{(t)}-y^{\star}\right\rangle+\left(\frac{p}{2 q \tau}-\frac{(n-m) p}{4 n \tau q}\right)\left\|x^{(t)}-x^{(t-1)}\right\| A .2 .15\right)
\end{aligned}
$$

${ }^{1}$ Here and when we show A.2.12, we use the simple fact that $\sqrt{a^{2}+b^{2}} \leq a+b$ when $a \geq 0$ and $b \geq 0$.

Applying this result recursively gives $\mathbb{E} \Delta^{(t)} \leq\left(\frac{\theta q}{p}\right)^{t} \Delta^{(0)}$ where

$$
\Delta^{(0)}=\left(\frac{p}{2 q \tau}+\frac{p \lambda}{q}\right)\left\|x^{\star}-x^{(0)}\right\|^{2}+\left(\frac{n}{2 m \sigma}+\frac{\gamma}{m}\right)\left\|y^{\star}-y^{(0)}\right\|^{2}
$$

because $\left(x^{(0)}, y^{(0)}\right)=\left(x^{(-1)}, y^{(-1)}\right)$.
Let $\tilde{I}$ be a uniformly random subset of $\{1,2, \ldots, n\}$ with $|\tilde{I}|=m$, i.e., each index in $\{1,2, \ldots, n\}$ is contained in $\tilde{I}$ with a probability of $\frac{m}{n}$. By Jensen's inequality and 5.1.8, we have

$$
\frac{m^{2}}{n^{2}}\left\|\left(A^{J}\right)^{T}\left(y^{(t)}-y^{\star}\right)\right\|^{2}=\left\|\mathbb{E}\left(A_{\tilde{I}}^{J}\right)^{T}\left(y_{\tilde{I}}^{(t)}-y_{\tilde{I}}^{\star}\right)\right\|^{2} \leq \mathbb{E}\left\|\left(A_{\tilde{I}}^{J}\right)^{T}\left(y_{\tilde{I}}^{(t)}-y_{\tilde{I}}^{\star}\right)\right\|^{2}=\frac{m \Lambda}{n}\left\|y^{(t)}-y^{\star}\right\|^{2},
$$

where the expectation $\mathbb{E}$ is taken over $\tilde{I}$. This result further implies

$$
\begin{equation*}
\left\|\left(A^{J}\right)^{T}\left(y^{(t)}-y^{\star}\right)\right\|^{2} \leq \frac{n \Lambda}{m}\left\|y^{(t)}-y^{\star}\right\|^{2} \tag{A.2.16}
\end{equation*}
$$

Note that $x^{(t)}-x^{(t-1)}$ is a sparse vector with non-zero values only in the coordinates indexed by $J$. Hence, by Young's inequality, we have

$$
\begin{align*}
\left\langle A\left(x^{(t)}-x^{(t-1)}\right), y^{(t)}-y^{\star}\right\rangle & \geq-\frac{\tau}{n}\left\|\left(A^{J}\right)^{T}\left(y^{(t)}-y^{\star}\right)\right\|^{2}-\frac{\left\|x^{(t)}-x^{(t-1)}\right\|^{2}}{4 \tau / n} \\
& \geq-\frac{\tau \Lambda}{m}\left\|y^{(t)}-y^{\star}\right\|^{2}-\frac{\left\|x^{(t)}-x^{(t-1)}\right\|^{2}}{4 \tau / n} \\
& =-\frac{n q}{4 \sigma p}\left\|y^{(t)}-y^{\star}\right\|^{2}-\frac{\left\|x^{(t)}-x^{(t-1)}\right\|^{2}}{4 \tau / n} \tag{A.2.17}
\end{align*}
$$

where the second inequality is because of A.2.16 and the last equality is because $\tau \sigma=\frac{n m q}{4 \Lambda p}$. Applying A.2.17] to the right hand side of A.2.15 leads to

$$
\begin{aligned}
\Delta^{(t)} \geq & \left(\frac{p}{2 q \tau}+\frac{p \lambda}{q}\right)\left\|x^{\star}-x^{(t)}\right\|^{2}+\left(\frac{n}{2 m \sigma}+\frac{\gamma}{m}-\frac{1}{4 \sigma}\right)\left\|y^{\star}-y^{(t)}\right\|^{2} \\
& +\left(\frac{p}{2 q \tau}-\frac{(n-m) p}{4 n \tau q}-\frac{p}{4 \tau q}\right)\left\|x^{(t)}-x^{(t-1)}\right\|^{2} \\
\geq & \left(\frac{p}{2 q \tau}+\frac{p \lambda}{q}\right)\left\|x^{\star}-x^{(t)}\right\|^{2}+\left(\frac{n}{4 m \sigma}+\frac{\gamma}{m}\right)\left\|y^{\star}-y^{(t)}\right\|^{2},
\end{aligned}
$$

where the second inequalities holds because $\frac{n}{2 m \sigma}-\frac{1}{4 \sigma} \geq \frac{n}{2 m \sigma}-\frac{n}{4 m \sigma}=\frac{n}{4 m \sigma}$ and $\frac{p}{2 q \tau}-\frac{(n-m) p}{4 n \tau q}-$ $\frac{p}{4 \tau q} \geq \frac{p}{2 q \tau}-\frac{p}{4 \tau q}-\frac{p}{4 \tau q}=0$. Then, the conclusion of Theorem5.4.1 can be obtained as

$$
\begin{aligned}
& \left(\frac{p}{2 q \tau}+\frac{p \lambda}{q}\right) \mathbb{E}\left\|x^{\star}-x^{(t)}\right\|^{2}+\left(\frac{n}{4 m \sigma}+\frac{\gamma}{m}\right) \mathbb{E}\left\|y^{\star}-y^{(t)}\right\|^{2} \leq \mathbb{E} \Delta^{(t)} \leq\left(\frac{\theta q}{p}\right)^{t} \Delta^{(0)} \\
\leq & \left(1-\frac{1}{\max \left\{\frac{p}{q}, \frac{n}{m}\right\}+\frac{p R \sqrt{n}}{q \sqrt{m \lambda \gamma}}}\right)^{t}\left[\left(\frac{p}{2 q \tau}+\frac{p \lambda}{q}\right)\left\|x^{\star}-x^{(0)}\right\|^{2}+\left(\frac{n}{2 m \sigma}+\frac{\gamma}{m}\right)\left\|y^{\star}-y^{(0)}\right\|^{2}\right]
\end{aligned}
$$

## A. 3 Convergence of objective gap

To establish the convergence of primal-dual gap (Theorem 5.4.2), we define the following two functions

$$
\begin{align*}
\tilde{P}(x) & \equiv g(x)+\frac{1}{n}\left(y^{\star}\right)^{T} A x-\left[g\left(x^{\star}\right)+\frac{1}{n}\left(y^{\star}\right)^{T} A x^{\star}\right]  \tag{A.3.1}\\
\tilde{D}(y) & \equiv \frac{1}{n} y^{T} A x^{\star}-\frac{1}{n} \sum_{i=1}^{n} \phi_{i}^{*}\left(y_{i}\right)-\left[\frac{1}{n}\left(y^{\star}\right)^{T} A x^{\star}-\frac{1}{n} \sum_{i=1}^{n} \phi_{i}^{*}\left(y_{i}^{\star}\right)\right] \tag{A.3.2}
\end{align*}
$$

Note that

$$
\begin{equation*}
\tilde{P}(x) \geq \frac{\lambda}{2}\left\|x-x^{\star}\right\|^{2} \text { and } \tilde{D}(y) \leq-\frac{\gamma}{2 n}\left\|y-y^{\star}\right\|^{2} \tag{A.3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{P}(x)-\tilde{D}(y) \leq P(x)-D(y) \tag{A.3.4}
\end{equation*}
$$

for any $x \in \mathbb{R}^{p}$ and any $y \in \mathbb{R}^{n}$ because of 5.1.6 and the strong convexity of $g(x)$ and $\frac{1}{n} \sum_{i=1}^{n} \phi_{i}^{*}\left(y_{i}\right)$. Then, we provide the following proposition, which is the key to prove Theorem5.4.2.
Proposition 2 Let $x^{(t)}, x^{(t+1)}, y^{(t)}$ and $y^{(t+1)}$ generated as in Algorithm 3 for $t=0,1, \ldots$ with the parameters $\tau$ and $\sigma$ satisfying $\tau \sigma=\frac{n m q}{4 p \Lambda}$. We have

$$
\begin{align*}
& \left(\frac{p}{2 q \tau}+\frac{(p-q) \lambda}{2 q}\right)\left\|x^{\star}-x^{(t)}\right\|^{2}+\left(\frac{n}{2 m \sigma}+\frac{(n-m) \gamma}{2 m n}\right)\left\|y^{\star}-y^{(t)}\right\|^{2} \\
& \frac{\theta}{n}\left\langle A\left(x^{(t)}-x^{(t-1)}\right), y^{(t)}-y^{\star}\right\rangle+\frac{\theta\left\|x^{(t)}-x^{(t-1)}\right\|^{2}}{4 \tau}+\frac{p-q}{q} \tilde{P}\left(x^{(t)}\right)-\frac{n-m}{m} \tilde{D}\left(y^{(t)}\right) \\
\geq & \left(\frac{p}{2 q \tau}+\frac{p \lambda}{2 q}\right) \mathbb{E}_{t}\left\|x^{(t+1)}-x^{\star}\right\|^{2}+\left(\frac{n}{2 m \sigma}+\frac{\gamma}{2 m}\right) \mathbb{E}_{t}\left\|y^{(t+1)}-y^{\star}\right\|^{2} \\
& +\left(\frac{p}{2 q \tau}-\frac{(n-m) p}{4 n \tau q}\right) \mathbb{E}_{t}\left\|x^{(t+1)}-x^{(t)}\right\|^{2}+\left(\frac{n}{2 m \sigma}-\frac{\theta n q}{4 \sigma m p}-\frac{n-m}{4 \sigma m}\right) \mathbb{E}_{t}\left\|y^{(t+1)}-y^{(t)}\right\|^{2} \\
& +\frac{p}{n q} \mathbb{E}_{t}\left\langle A^{T}\left(y^{(t+1)}-y^{\star}\right), x^{(t+1)}-x^{(t)}\right\rangle+\frac{p}{q} \mathbb{E}_{t} \tilde{P}\left(x^{(t+1)}\right)-\frac{n}{m} \mathbb{E}_{t} \tilde{D}\left(y^{(t+1)}\right) \tag{A.3.5}
\end{align*}
$$

Proof: Let $x^{(t)}, x^{(t+1)}$ and $\bar{y}^{(t+1)}$ generated as in Algorithm3. By the first conclusion of Lemma 1 and the tower property $\mathbb{E}_{t} \mathbb{E}_{t+}=\mathbb{E}_{t}$, for any $x \in \mathbb{R}^{p}$,

$$
\begin{align*}
& \left(\frac{p}{2 q \tau}+\frac{(p-q) \lambda}{2 q}\right)\left\|x-x^{(t)}\right\|^{2}+\frac{p-q}{q}\left(g\left(x^{(t)}\right)-g(x)\right)  \tag{A.3.6}\\
\geq & \left(\frac{p}{2 q \tau}+\frac{p \lambda}{2 q}\right) \mathbb{E}\left\|x^{(t+1)}-x\right\|^{2}+\frac{p}{2 q \tau} \mathbb{E}\left\|x^{(t+1)}-x^{(t)}\right\|^{2}+\frac{p}{q} \mathbb{E}\left(g\left(x^{(t+1)}\right)-g(x)\right) \\
& +\frac{1}{n} \mathbb{E}\left\langle A^{T} \bar{y}^{(t+1)}, x^{(t)}+\frac{p}{q}\left(x^{(t+1)}-x^{(t)}\right)-x\right\rangle .
\end{align*}
$$

Let $y^{(t)}, y^{(t+1)}$ and $\bar{x}^{(t)}$ generated as in Algorithm 3. By the first conclusion of Lemma 2, we have, for any $y \in \mathbb{R}^{n}$,

$$
\begin{align*}
& \left(\frac{n}{2 m \sigma}+\frac{(n-m) \gamma}{2 m n}\right)\left\|y-y^{(t)}\right\|^{2}+\frac{n-m}{m n} \sum_{i=1}^{n}\left(\phi_{i}^{*}\left(y_{i}^{(t)}\right)-\phi_{i}^{*}\left(y_{i}\right)\right)  \tag{A.3.7}\\
\geq & \left(\frac{n}{2 m \sigma}+\frac{\gamma}{2 m}\right) \mathbb{E}\left\|y^{(t+1)}-y\right\|^{2}+\frac{n}{2 m \sigma} \mathbb{E}\left\|y^{(t+1)}-y^{(t)}\right\|^{2}+\frac{1}{m} \sum_{i=1}^{n} \mathbb{E}\left(\phi_{i}^{*}\left(y_{i}^{(t+1)}\right)-\phi_{i}^{*}\left(y_{i}\right)\right) \\
& -\frac{1}{n} \mathbb{E}\left\langle A \bar{x}^{(t)}, y^{(t)}+\frac{n}{m}\left(y^{(t+1)}-y^{(t)}\right)-y\right\rangle
\end{align*}
$$

Summing up the inequalities A.3.6 and A.3.7) and setting $(x, y)=\left(x^{\star}, y^{\star}\right)$ yield

$$
\begin{align*}
& \left(\frac{p}{2 q \tau}+\frac{(p-q) \lambda}{2 q}\right)\left\|x^{\star}-x^{(t)}\right\|^{2}+\left(\frac{n}{2 m \sigma}+\frac{(n-m) \gamma}{2 m n}\right)\left\|y^{\star}-y^{(t)}\right\|^{2} \\
& +\frac{p-q}{q}\left(g\left(x^{(t)}\right)-g\left(x^{\star}\right)\right)+\frac{n-m}{m n} \sum_{i=1}^{n}\left(\phi_{i}^{*}\left(y_{i}^{(t)}\right)-\phi_{i}^{*}\left(y_{i}^{\star}\right)\right)  \tag{A.3.8}\\
\geq & \left(\frac{p}{2 q \tau}+\frac{p \lambda}{2 q}\right) \mathbb{E}_{t}\left\|x^{(t+1)}-x^{\star}\right\|^{2}+\frac{p}{2 q \tau} \mathbb{E}_{t}\left\|x^{(t+1)}-x^{(t)}\right\|^{2}+\left(\frac{n}{2 m \sigma}+\frac{\gamma}{2 m}\right) \mathbb{E}_{t}\left\|y^{(t+1)}-y^{\star}\right\|^{2} \\
& +\frac{p}{q} \mathbb{E}_{t}\left(g\left(x^{(t+1)}\right)-g\left(x^{\star}\right)\right)+\frac{1}{m} \sum_{i=1}^{n} \mathbb{E}_{t}\left(\phi_{i}^{*}\left(y_{i}^{(t+1)}\right)-\phi_{i}^{*}\left(y_{i}^{\star}\right)\right)+\frac{n}{2 m \sigma} \mathbb{E}_{t}\left\|y^{(t+1)}-y^{(t)}\right\|^{2} \\
& +\frac{1}{n} \mathbb{E}_{t}\left\langle A^{T} \bar{y}^{(t+1)}, x^{(t)}+\frac{p}{q}\left(x^{(t+1)}-x^{(t)}\right)-x^{\star}\right\rangle-\frac{1}{n} \mathbb{E}_{t}\left\langle A \bar{x}^{(t)}, y^{(t)}+\frac{n}{m}\left(y^{(t+1)}-y^{(t)}\right)-y^{\star}\right\rangle .
\end{align*}
$$

By the definitions of $\tilde{P}\left(x^{(t)}\right), \tilde{D}\left(y^{(t)}\right), \tilde{P}\left(x^{(t+1)}\right)$, and $\tilde{D}\left(y^{(t+1)}\right)$, A.3.8) is equivalent to

$$
\begin{aligned}
& \left(\frac{p}{2 q \tau}+\frac{(p-q) \lambda}{2 q}\right)\left\|x^{\star}-x^{(t)}\right\|^{2}+\left(\frac{n}{2 m \sigma}+\frac{(n-m) \gamma}{2 m n}\right)\left\|y^{\star}-y^{(t)}\right\|^{2} \\
& +\frac{p-q}{q} \tilde{P}\left(x^{(t)}\right)+\frac{n-m}{m} \tilde{D}\left(y^{(t)}\right) \\
\geq & \left(\frac{p}{2 q \tau}+\frac{p \lambda}{2 q}\right) \mathbb{E}_{t}\left\|x^{(t+1)}-x^{\star}\right\|^{2}+\frac{p}{2 q \tau} \mathbb{E}_{t}\left\|x^{(t+1)}-x^{(t)}\right\|^{2}+\left(\frac{n}{2 m \sigma}+\frac{\gamma}{2 m}\right) \mathbb{E}_{t}\left\|y^{(t+1)}-y^{\star}\right\|^{2} \\
& +\frac{p}{q} \mathbb{E}_{t} \tilde{P}\left(x^{(t+1)}\right)+\frac{n}{m} \mathbb{E}_{t} \tilde{D}\left(y^{(t+1)}\right)-\frac{1}{n} \mathbb{E}_{t}\left\langle A\left(\bar{x}^{(t)}-x^{\star}\right), y^{(t)}+\frac{n}{m}\left(y^{(t+1)}-y^{(t)}\right)-y^{\star}\right\rangle(\text { A.3.9 ) } \\
& +\frac{1}{n} \mathbb{E}_{t}\left\langle A^{T}\left(\bar{y}^{(t+1)}-y^{\star}\right), x^{(t)}+\frac{p}{q}\left(x^{(t+1)}-x^{(t)}\right)-x^{\star}\right\rangle+\frac{n}{2 m \sigma} \mathbb{E}_{t}\left\|y^{(t+1)}-y^{(t)}\right\|^{2} .
\end{aligned}
$$

which, together with A.2.8, implies

$$
\begin{aligned}
& \left(\frac{p}{2 q \tau}+\frac{(p-q) \lambda}{2 q}\right)\left\|x^{\star}-x^{(t)}\right\|^{2}+\left(\frac{n}{2 m \sigma}+\frac{(n-m) \gamma}{2 m n}\right)\left\|y^{\star}-y^{(t)}\right\|^{2} \\
& +\frac{p-q}{q} \tilde{P}\left(x^{(t)}\right)-\frac{n-m}{m} \tilde{D}\left(y^{(t)}\right) \\
\geq & \left(\frac{p}{2 q \tau}+\frac{p \lambda}{2 q}\right) \mathbb{E}_{t}\left\|x^{(t+1)}-x^{\star}\right\|^{2}+\frac{p}{2 q \tau} \mathbb{E}_{t}\left\|x^{(t+1)}-x^{(t)}\right\|^{2}+\frac{p}{q} \mathbb{E}_{t} \tilde{P}\left(x^{(t+1)}\right)-\frac{n}{m} \mathbb{E}_{t} \tilde{D}\left(y^{(t+1)}\right) \\
& +\left(\frac{n}{2 m \sigma}+\frac{\gamma}{2 m}\right) \mathbb{E}_{t}\left\|y^{(t+1)}-y^{\star}\right\|^{2}+\frac{n}{2 m \sigma} \mathbb{E}_{t}\left\|y^{(t+1)}-y^{(t)}\right\|^{2} \\
& +\frac{p}{n q}\left\langle A^{T}\left(y^{(t+1)}-y^{\star}\right), x^{(t+1)}-x^{(t)}\right\rangle-\frac{\theta}{n}\left\langle A\left(x^{(t)}-x^{(t-1)}\right), y^{(t)}-y^{\star}\right\rangle \\
& -\left(\frac{\theta n q}{4 \sigma m p}+\frac{n-m}{4 \sigma m}\right)\left\|y^{(t+1)}-y^{(t)}\right\|^{2}-\frac{\theta\left\|x^{(t)}-x^{(t-1)}\right\|^{2}}{4 \tau}-\frac{(n-m) p\left\|x^{(t+1)}-x^{(t)}\right\|^{2}}{4 \tau n q}
\end{aligned}
$$

The conclusion of the proposition is obtained by organizing the terms of the inequality above.
Based on Proposition 2, we now can prove Theorem 5.4.2.
Proof: [Theorem 5.4.2] We first show that the following inequalities are satisfied according to the choice for $\theta$ in (5.4.9) and the choices for $\tau$ and $\sigma$ in (5.4.5).

$$
\begin{align*}
\left(\frac{p}{2 q \tau}+\frac{p \lambda}{2 q}\right) \frac{\theta q}{p} & \geq\left(\frac{p}{2 q \tau}+\frac{(p-q) \lambda}{2 q}\right)  \tag{A.3.10}\\
\left(\frac{n}{2 m \sigma}+\frac{\gamma}{2 m}\right) \frac{\theta q}{p} & \geq\left(\frac{n}{2 m \sigma}+\frac{(n-m) \gamma}{2 m n}\right)  \tag{A.3.11}\\
\frac{n}{2 m \sigma}-\frac{\theta n q}{4 \sigma m p}-\frac{n-m}{4 \sigma m} & \geq 0  \tag{A.3.12}\\
\left(\frac{p}{2 q \tau}-\frac{(n-m) p}{4 n \tau q}\right) \frac{\theta q}{p} & \geq \frac{\theta}{4 \tau}  \tag{A.3.13}\\
\frac{\theta q}{p} & \geq \frac{p-q}{p}  \tag{A.3.14}\\
\frac{\theta q}{p} & \geq \frac{n-m}{n} \tag{A.3.15}
\end{align*}
$$

Since $\tau$ and $\sigma$ still satisfy (5.4.5) as in Theorem 5.4.1, A.2.9) and A.2.10) are still satisfied. Therefore, we have

$$
\frac{p}{q \lambda \tau}+\frac{p}{q} \leq \frac{n}{m}+\left|\frac{n}{m}-\frac{p}{q}\right|+\frac{2 n p \sqrt{\Lambda}}{m q \sqrt{n \lambda \gamma}}=2 \max \left\{\frac{p}{q}, \frac{n}{m}\right\}+\frac{2 n p \sqrt{\Lambda}}{m q \sqrt{n \lambda \gamma}}
$$

according to A.2.9) so that, by the new choice for $\theta$ in (5.4.9,

$$
\left(\frac{p}{2 q \tau}+\frac{(p-q) \lambda}{2 q}\right) /\left(\frac{p}{2 q \tau}+\frac{p \lambda}{2 q}\right)=1-\frac{1}{\frac{p}{q \lambda \tau}+\frac{p}{q}} \leq 1-\frac{1}{2 \max \left\{\frac{p}{q}, \frac{n}{m}\right\}+\frac{2 n p \sqrt{\Lambda}}{m q \sqrt{n \lambda \gamma}}}=\frac{\theta q}{p}
$$

Similarly, according to A.2.10, we have

$$
\frac{n^{2}}{m \gamma \sigma}+\frac{n}{m} \leq \frac{p}{q}+\left|\frac{n}{m}-\frac{p}{q}\right|+\frac{2 n p \sqrt{\Lambda}}{m q \sqrt{n \lambda \gamma}}=2 \max \left\{\frac{p}{q}, \frac{n}{m}\right\}+\frac{2 n p \sqrt{\Lambda}}{m q \sqrt{n \lambda \gamma}}
$$

so that

$$
\left(\frac{n}{2 m \sigma}+\frac{(n-m) \gamma}{2 m n}\right) /\left(\frac{n}{2 m \sigma}+\frac{\gamma}{2 m}\right)=1-\frac{1}{\frac{n^{2}}{m \gamma \sigma}+\frac{n}{m}} \leq 1-\frac{1}{2 \max \left\{\frac{p}{q}, \frac{n}{m}\right\}+\frac{2 n p \sqrt{\Lambda}}{m q \sqrt{n \lambda \gamma}}}=\frac{\theta q}{p}
$$

Therefore, we have shown that A.3.10 and A.3.11) are satisfied. The inequality A.3.12) holds because

$$
\frac{n}{2 m \sigma}-\frac{\theta n q}{4 \sigma m p}-\frac{n-m}{4 \sigma m} \geq \frac{n}{2 m \sigma}-\frac{n}{4 \sigma m}-\frac{n}{4 \sigma m}=0
$$

where we use the fact that $\frac{\theta q}{p} \leq 1$. The inequality A.3.13) holds because

$$
\left(\frac{p}{2 q \tau}-\frac{(n-m) p}{4 n \tau q}\right) \frac{\theta q}{p}=\theta\left(\frac{1}{2 \tau}-\frac{(n-m)}{4 n \tau}\right) \geq \theta\left(\frac{1}{2 \tau}-\frac{1}{4 \tau}\right)=\frac{\theta}{4 \tau}
$$

The inequalities A.3.14 and A.3.15 hold because

$$
\max \left\{\frac{p-q}{p}, \frac{n-m}{n}\right\} \leq 1-\frac{1}{2 \max \left\{\frac{p}{q}, \frac{n}{m}\right\}+\frac{2 n p \sqrt{\Lambda}}{m q \sqrt{n \lambda \gamma}}}=\frac{\theta q}{p}
$$

Recall that $\tilde{P}(x) \geq 0$ and $\tilde{D}(y) \leq 0$ for any $x \in \mathbb{R}^{p}$ and any $y \in \mathbb{R}^{n}$. Therefore, applying the six inequalities A.3.10, A.3.11, A.3.12, A.3.13, A.3.14) and A.3.15) to the coefficients of A.3.5 from Proposition 2 leads to $\mathbb{E}_{t} \Delta^{(t+1)} \leq\left(\frac{\theta q}{p}\right) \Delta^{(t)}$ for any $t \geq 0$, where

$$
\begin{align*}
\Delta^{(t)}= & \left(\frac{p}{2 q \tau}+\frac{p \lambda}{2 q}\right)\left\|x^{(t)}-x^{\star}\right\|^{2}+\left(\frac{n}{2 m \sigma}+\frac{\gamma}{2 m}\right)\left\|y^{(t)}-y^{\star}\right\|^{2}+\frac{p}{q} \tilde{P}\left(x^{(t)}\right)-\frac{n}{m} \tilde{D}\left(y^{(t)}\right) \\
& +\left(\frac{p}{2 q \tau}-\frac{(n-m) p}{4 n \tau q}\right)\left\|x^{(t)}-x^{(t-1)}\right\|^{2}+\frac{p}{n q}\left\langle A^{T}\left(y^{(t)}-y^{\star}\right), x^{(t)}-x^{(t-1)}\right\rangle(\text { A.3.16 } \tag{A.3.16}
\end{align*}
$$

Applying this result recursively gives $\mathbb{E} \Delta^{(t)} \leq\left(\frac{\theta q}{p}\right)^{t} \Delta^{(0)}$, where

$$
\begin{align*}
\Delta^{(0)}= & \left(\frac{p}{2 q \tau}+\frac{p \lambda}{2 q}\right)\left\|x^{(0)}-x^{\star}\right\|^{2}+\left(\frac{n}{2 m \sigma}+\frac{\gamma}{2 m}\right)\left\|y^{(0)}-y^{\star}\right\|^{2}  \tag{A.3.17}\\
& +\frac{p}{q} \tilde{P}\left(x^{(0)}\right)-\frac{n}{m} \tilde{D}\left(y^{(0)}\right)
\end{align*}
$$

because $\left(x^{(0)}, y^{(0)}\right)=\left(x^{(-1)}, y^{(-1)}\right)$. Applying A.2.17, to the right hand side of A.3.16 leads to

$$
\begin{align*}
\Delta^{(t)} \geq & \left(\frac{p}{2 q \tau}+\frac{p \lambda}{2 q}\right)\left\|x^{\star}-x^{(t)}\right\|^{2}+\left(\frac{n}{2 m \sigma}+\frac{\gamma}{2 m}-\frac{1}{4 \sigma}\right)\left\|y^{\star}-y^{(t)}\right\|^{2} \\
& +\left(\frac{p}{2 q \tau}-\frac{(n-m) p}{4 n \tau q}-\frac{p}{4 \tau q}\right)\left\|x^{(t)}-x^{(t-1)}\right\|^{2}+\frac{p}{q} \tilde{P}\left(x^{(t)}\right)-\frac{n}{m} \tilde{D}\left(y^{(t)}\right) \\
\geq & \frac{p}{q} \tilde{P}\left(x^{(t)}\right)-\frac{n}{m} \tilde{D}\left(y^{(t)}\right) . \tag{A.3.18}
\end{align*}
$$

Combining A.3.17, $\mathbb{E} \Delta^{(t)} \leq\left(\frac{\theta q}{p}\right)^{t} \Delta^{(0)}$ and A.3.18 together, we obtain

$$
\min \left\{\frac{p}{q}, \frac{n}{m}\right\} \mathbb{E}\left(\tilde{P}\left(x^{(t)}\right)-\tilde{D}\left(y^{(t)}\right)\right) \leq \frac{p \mathbb{E} \tilde{P}\left(x^{(t)}\right)}{q}-\frac{n \mathbb{E} \tilde{D}\left(y^{(t)}\right)}{m} \leq \mathbb{E} \Delta^{(t)} \leq\left(\frac{\theta q}{p}\right)^{t} \Delta(\mathbb{R} .3 .19)
$$

In the next, we will establish the relationship between $\tilde{P}\left(x^{(t)}\right)-\tilde{D}\left(y^{(t)}\right)$ and the actual primaldual objective gap $P\left(x^{(t)}\right)-D\left(y^{(t)}\right)$.

Because $\frac{1}{n} \sum_{i=1}^{n} \phi_{i}^{*}\left(y_{i}\right)$ is a $\frac{\gamma}{n}$-strong convex function of $y$, according to Theorem 1 in [130], the function defined as

$$
\begin{equation*}
\hat{P}(x) \equiv \max _{y \in \mathbb{R}^{n}}\left\{\frac{1}{n} y^{T} A x-\frac{1}{n} \sum_{i=1}^{n} \phi_{i}^{*}\left(y_{i}\right)\right\} \tag{A.3.20}
\end{equation*}
$$

is a convex and smooth function of $x$. Moreover, its gradient $\nabla \hat{P}(x)$ is Lipschitz continuous with a Lipschitz constant of $\frac{n\|A\|^{2}}{n^{2} \gamma}=\frac{\|A\|^{2}}{n \gamma}$ and $\nabla \hat{P}\left(x^{\star}\right)=\frac{1}{n} A^{T} y^{\star}$. As a result, we have

$$
\begin{equation*}
\hat{P}\left(x^{(t)}\right) \leq \hat{P}\left(x^{\star}\right)+\left\langle\nabla \hat{P}\left(x^{\star}\right), x^{(t)}-x^{\star}\right\rangle+\frac{\|A\|^{2}}{2 n \gamma}\left\|x^{(t)}-x^{\star}\right\|^{2} \tag{A.3.21}
\end{equation*}
$$

According to the definition of the primal and dual objective functions (5.1.1) and (5.1.4) and their relationship with the saddle-point problem (5.1.5), we have

$$
\begin{align*}
& P\left(x^{(t)}\right)=\max _{y \in \mathbb{R}^{n}}\left\{g\left(x^{(t)}\right)+\frac{1}{n} y^{T} A x^{(t)}-\frac{1}{n} \sum_{i=1}^{n} \phi_{i}^{*}\left(y_{i}\right)\right\}=g\left(x^{(t)}\right)+\hat{P}\left(x^{(t)}\right) \\
\leq & g\left(x^{(t)}\right)+\max _{y \in \mathbb{R}^{n}}\left\{\frac{1}{n} y^{T} A x^{\star}-\frac{1}{n} \sum_{i=1}^{n} \phi_{i}^{*}\left(y_{i}\right)\right\}+\frac{1}{n}\left(y^{\star}\right)^{T} A\left(x^{(t)}-x^{\star}\right)+\frac{\|A\|^{2}}{2 n \gamma}\left\|x^{(t)}-x^{\star}\right\|^{2} \\
= & g\left(x^{(t)}\right)-\frac{1}{n} \sum_{i=1}^{n} \phi_{i}^{*}\left(y_{i}^{\star}\right)+\frac{1}{n}\left(y^{\star}\right)^{T} A x^{(t)}+\frac{\|A\|^{2}}{2 n \gamma}\left\|x^{(t)}-x^{\star}\right\|^{2}, \tag{A.3.22}
\end{align*}
$$

where the inequality is due to (A.3.20) and A.3.21) and the last equality is due to (5.1.6).
Similarly, because $g(x)$ is a $\lambda$-strong convex function of $x$, according to Theorem 1 in [130] again, the function defined as

$$
\begin{equation*}
\hat{D}(y) \equiv \min _{x \in \mathbb{R}^{p}}\left\{\frac{1}{n} y^{T} A x+g(x)\right\} \tag{A.3.23}
\end{equation*}
$$

is a concave and smooth function of $y$. Moreover, its gradient $\nabla \hat{D}(x)$ is Lipschitz continuous with a Lipschitz constant of $\frac{\|A\|^{2}}{n^{2} \lambda}$ and $\nabla \hat{D}\left(y^{\star}\right)=\frac{1}{n} A x^{\star}$. As a result, we have

$$
\begin{equation*}
\hat{D}\left(y^{(t)}\right) \geq \hat{D}\left(y^{\star}\right)+\left\langle\nabla \hat{D}\left(y^{\star}\right), y^{(t)}-y^{\star}\right\rangle-\frac{\|A\|^{2}}{2 n^{2} \gamma}\left\|y^{(t)}-y^{\star}\right\|^{2} \tag{A.3.24}
\end{equation*}
$$

With a derivation similar to A.3.22, we can show

$$
\begin{align*}
& D\left(y^{(t)}\right)=\min _{x \in \mathbb{R}^{p}}\left\{g(x)+\frac{1}{n}\left(y^{(t)}\right)^{T} A x-\frac{1}{n} \sum_{i=1}^{n} \phi_{i}^{*}\left(y_{i}^{(t)}\right)\right\}=\hat{D}\left(y^{(t)}\right)-\frac{1}{n} \sum_{i=1}^{n} \phi_{i}^{*}\left(y_{i}^{(t)}\right) \\
\geq & -\frac{1}{n} \sum_{i=1}^{n} \phi_{i}^{*}\left(y_{i}^{(t)}\right)+\min _{x \in \mathbb{R}^{p}}\left\{g(x)+\frac{1}{n}\left(y^{\star}\right)^{T} A x\right\}+\frac{1}{n}\left(y^{(t)}-y^{\star}\right)^{T} A x^{\star}-\frac{\|A\|^{2}}{2 \lambda n^{2}}\left\|y^{(t)}-y^{\star}\right\|^{2} \\
= & -\frac{1}{n} \sum_{i=1}^{n} \phi_{i}^{*}\left(y_{i}^{(t)}\right)+g\left(x^{\star}\right)+\frac{1}{n}\left(y^{(t)}\right)^{T} A x^{\star}-\frac{\|A\|^{2}}{2 \lambda n^{2}}\left\|y^{(t)}-y^{\star}\right\|^{2} . \tag{A.3.25}
\end{align*}
$$

Combining A.3.22 and A.3.25) and using the definitions A.3.1) and A.3.2), we obtain

$$
\begin{equation*}
P\left(x^{(t)}\right)-D\left(y^{(t)}\right)-\frac{\|A\|^{2}}{2 n \gamma}\left\|x^{(t)}-x^{\star}\right\|^{2}-\frac{\|A\|^{2}}{2 \lambda n^{2}}\left\|y^{(t)}-y^{\star}\right\|^{2} \leq \tilde{P}\left(x^{(t)}\right)-\tilde{D}\left(y^{(t)}\right) \tag{A.3.26}
\end{equation*}
$$

Applying A.3.26 to the left hand side of A.3.19, we can show

$$
\begin{align*}
& \min \left\{\frac{p}{q}, \frac{n}{m}\right\} \mathbb{E}\left(P\left(x^{(t)}\right)-D\left(y^{(t)}\right)\right)  \tag{A.3.27}\\
\leq & \left(\frac{\theta q}{p}\right)^{t} \Delta^{(0)}+\min \left\{\frac{p}{q}, \frac{n}{m}\right\} \mathbb{E}\left(\frac{\|A\|^{2}}{2 n \gamma}\left\|x^{(t)}-x^{\star}\right\|^{2}+\frac{\|A\|^{2}}{2 \lambda n^{2}}\left\|y^{(t)}-y^{\star}\right\|^{2}\right)
\end{align*}
$$

The property A.3.3 of $\tilde{P}$ and $\tilde{D}$ and A.3.18 imply

$$
\begin{align*}
& \frac{\lambda p \mathbb{E}\left\|x^{\star}-x^{(t)}\right\|^{2}}{2 q}+\frac{\gamma \mathbb{E}\left\|y^{\star}-y^{(t)}\right\|^{2}}{2 m} \\
\leq & \frac{p \mathbb{E} \tilde{P}\left(x^{(t)}\right)}{q}-\frac{n \mathbb{E} \tilde{D}\left(y^{(t)}\right)}{m} \leq \mathbb{E} \Delta^{(t)} \leq\left(\frac{\theta q}{p}\right)^{t} \Delta^{(0)} \tag{A.3.28}
\end{align*}
$$

which, together with A.3.27), further implies

$$
\begin{align*}
& \min \left\{\frac{p}{q}, \frac{n}{m}\right\} \mathbb{E}\left(P\left(x^{(t)}\right)-D\left(y^{(t)}\right)\right) \\
\leq & \left\{1+\frac{\min \left\{\frac{p}{q}, \frac{n}{m}\right\} \max \left\{\frac{\|A\|^{2}}{n \gamma}, \frac{\|A\|^{2}}{\lambda n^{2}}\right\}}{\min \left\{\frac{\lambda p}{q}, \frac{\gamma}{m}\right\}}\right\}\left(\frac{\theta q}{p}\right)^{t} \Delta^{(0)} . \tag{A.3.29}
\end{align*}
$$

It is from A.3.4 that
$\frac{p}{q} \tilde{P}\left(x^{(0)}\right)-\frac{n}{m} \tilde{D}\left(y^{(0)}\right) \leq \max \left\{\frac{p}{q}, \frac{n}{m}\right\}\left(\tilde{P}\left(x^{(0)}\right)-\tilde{D}\left(y^{(0)}\right)\right) \leq \max \left\{\frac{p}{q}, \frac{n}{m}\right\}\left(P\left(x^{(0)}\right)-D\left(y^{(0)}\right)\right)$.
Using this inequality and the definition A.3.17 of $\Delta^{(0)}$, we obtain
$\Delta^{(0)} \leq\left(\frac{p}{2 q \tau}+\frac{p \lambda}{2 q}\right)\left\|x^{(0)}-x^{\star}\right\|^{2}+\left(\frac{n}{2 m \sigma}+\frac{\gamma}{2 m}\right)\left\|y^{(0)}-y^{\star}\right\|^{2}+\max \left\{\frac{p}{q}, \frac{n}{m}\right\}\left(P\left(x^{(0)}\right)-D\left(y^{(0)}\right)\right)$
Applying this inequality to the right hand size of A.3.29, we obtain the conclusion of Theorem 5.4.2 by the new definition 5.4.9) of $\theta$.

## Appendix B

## Convergence Analysis for DSCOVR

## B. 1 Proof of Theorem 6.3.1

We first prove two lemmas concerning the primal and dual proximal updates in Algorithm 7. Throughout this appendix, $\mathbf{E}_{t}[\cdot]$ denotes the conditional expectation taken with respect to the random indices $j$ and $l$ generated during the $t$ th inner iteration in Algorithm 7, conditioned on all quantities available at the beginning of the $t$ th iteration, including $w^{(t)}$ and $\alpha^{(t)}$. Whenever necessary, we also use the notation $j^{(t)}$ and $l^{(t)}$ to denote the random indices generated in the $t$ th iteration.
Lemma 3 For each $i=1, \ldots, m$, let $u_{i}^{(t+1)} \in \mathbf{R}^{N_{i}}$ be a random variable and define

$$
\begin{equation*}
\tilde{\alpha}_{i}^{(t+1)}=\operatorname{prox}_{\sigma_{i} f_{i}^{*}}\left(\alpha_{i}^{(t)}+\sigma_{i} u_{i}^{(t+1)}\right) . \tag{B.1.1}
\end{equation*}
$$

We choose an index $j$ randomly from $\{1, \ldots, m\}$ with probability distribution $\left\{p_{j}\right\}_{j=1}^{m}$ and let

$$
\alpha_{i}^{(t+1)}= \begin{cases}\tilde{\alpha}_{i}^{(t+1)} & \text { if } i=j \\ \alpha_{i}^{(t)} & \text { otherwise }\end{cases}
$$

If each $u_{i}^{(t+1)}$ is independent of $j$ and satisfies $\mathbf{E}_{t}\left[u_{i}^{(t+1)}\right]=X_{i:} w^{(t)}$ for $i=1, \ldots, m$, then we have

$$
\begin{align*}
& \sum_{i=1}^{m}\left(\frac{1}{p_{i}}\left(\frac{1}{2 \sigma_{i}}+\gamma_{i}\right)-\gamma_{i}\right)\left\|\alpha_{i}^{(t)}-\alpha_{i}^{\star}\right\|^{2} \\
\geq & \sum_{i=1}^{m} \frac{1}{p_{i}}\left(\frac{1}{2 \sigma_{i}}+\gamma_{i}\right) \mathbf{E}_{t}\left[\left\|\alpha_{i}^{(t+1)}-\alpha_{i}^{\star}\right\|^{2}\right]+\sum_{i=1}^{m} \frac{1}{p_{i}}\left(\frac{1}{2 \sigma_{i}}-\frac{1}{a_{i}}\right) \mathbf{E}_{t}\left[\left\|\alpha_{i}^{(t+1)}-\alpha_{i}^{(t)}\right\|^{2}\right] \\
& -\sum_{i=1}^{m} \frac{a_{i}}{4} \mathbf{E}_{t}\left[\left\|u_{i}^{(t+1)}-X_{i:} w^{(t)}\right\|^{2}\right]+\left\langle w^{(t)}-w^{\star}, X^{T}\left(\alpha^{\star}-\alpha^{(t)}\right)\right\rangle \\
& -\sum_{i=1}^{m} \frac{1}{p_{i}} \mathbf{E}_{t}\left[\left\langle\alpha_{i}^{(t+1)}-\alpha_{i}^{(t)}, X_{i:}\left(w^{(t)}-w^{\star}\right)\right\rangle\right] \tag{B.1.2}
\end{align*}
$$

where $\left(w^{\star}, \alpha^{\star}\right)$ is the saddle point of $L(w, \alpha)$ defined in (6.2.1), and the $a_{i}$ 's are arbitrary positive numbers.
Proof: First, consider a fixed index $i \in\{1, \ldots, m\}$. The definition of $\tilde{\alpha}_{i}^{(t+1)}$ in B.1.1 is equivalent to

$$
\begin{equation*}
\tilde{\alpha}_{i}^{(t+1)}=\underset{\beta \in \mathbf{R}^{N_{i}}}{\operatorname{argmin}}\left\{f_{i}^{*}(\beta)-\left\langle\beta, u_{i}^{(t+1)}\right\rangle+\frac{\left\|\beta-\alpha_{i}^{(t)}\right\|^{2}}{2 \sigma_{i}}\right\} . \tag{B.1.3}
\end{equation*}
$$

By assumption, $f_{i}^{*}(\beta)$ and $\frac{1}{2 \sigma_{i}}\left\|\beta-\alpha_{i}^{(t)}\right\|^{2}$ are strongly convex with convexity parameters $\gamma_{i}$ and $\frac{1}{\sigma_{i}}$ respectively. Therefore, the objective function in (B.1.3) is $\left(\frac{1}{\sigma_{i}}+\gamma_{i}\right)$-strongly convex, which implies

$$
\begin{align*}
& \frac{\left\|\alpha_{i}^{\star}-\alpha_{i}^{(t)}\right\|^{2}}{2 \sigma_{i}}-\left\langle\alpha_{i}^{\star}, u_{i}^{(t+1)}\right\rangle+f_{i}^{*}\left(\alpha_{i}^{\star}\right) \\
\geq & \frac{\left\|\tilde{\alpha}_{i}^{(t+1)}-\alpha_{i}^{(t)}\right\|^{2}}{2 \sigma_{i}}-\left\langle\tilde{\alpha}_{i}^{(t+1)}, u_{i}^{(t+1)}\right\rangle+f_{i}^{*}\left(\tilde{\alpha}_{i}^{(t+1)}\right)+\left(\frac{1}{\sigma_{i}}+\gamma_{i}\right) \frac{\left\|\tilde{\alpha}_{i}^{(t+1)}-\alpha_{i}^{\star}\right\|_{(\mathrm{B}}^{2}}{2} \tag{B.1.4}
\end{align*}
$$

In addition, since $\left(w^{\star}, \alpha^{\star}\right)$ is the saddle-point of $L(w, \alpha)$, the function $f_{i}^{*}\left(\alpha_{i}\right)-\left\langle\alpha_{i}, X_{i:} w^{\star}\right\rangle$ is $\gamma_{i}$-strongly convex in $\alpha_{i}$ and attains its minimum at $\alpha_{i}^{\star}$. Thus we have

$$
f_{i}^{*}\left(\tilde{\alpha}_{i}^{(t+1)}\right)-\left\langle\tilde{\alpha}_{i}^{(t+1)}, X_{i:} w^{\star}\right\rangle \geq f_{i}^{*}\left(\alpha_{i}^{\star}\right)-\left\langle\alpha_{i}^{\star}, X_{i:} w^{\star}\right\rangle+\frac{\gamma_{i}}{2}\left\|\tilde{\alpha}_{i}^{(t+1)}-\alpha_{i}^{\star}\right\|^{2}
$$

Summing up the above two inequalities gives

$$
\begin{aligned}
\frac{\left\|\alpha_{i}^{\star}-\alpha_{i}^{(t)}\right\|^{2}}{2 \sigma_{i}} \geq & \frac{\left\|\tilde{\alpha}_{i}^{(t+1)}-\alpha_{i}^{(t)}\right\|^{2}}{2 \sigma_{i}}+\left(\frac{1}{2 \sigma_{i}}+\gamma_{i}\right)\left\|\tilde{\alpha}_{i}^{(t+1)}-\alpha_{i}^{\star}\right\|^{2}+\left\langle\alpha_{i}^{\star}-\tilde{\alpha}_{i}^{(t+1)}, u_{i}^{(t+1)}-X_{i:} w^{\star}\right\rangle \\
= & \frac{\left\|\tilde{\alpha}_{i}^{(t+1)}-\alpha_{i}^{(t)}\right\|^{2}}{2 \sigma_{i}}+\left(\frac{1}{2 \sigma_{i}}+\gamma_{i}\right)\left\|\tilde{\alpha}_{i}^{(t+1)}-\alpha_{i}^{\star}\right\|^{2}+\left\langle\alpha_{i}^{\star}-\tilde{\alpha}_{i}^{(t+1)}, X_{i:}\left(w^{(t)}-w^{\star}\right)\right\rangle \\
& +\left\langle\alpha_{i}^{\star}-\alpha_{i}^{(t)}, u_{i}^{(t+1)}-X_{i:} w^{(t)}\right\rangle+\left\langle\alpha_{i}^{(t)}-\tilde{\alpha}_{i}^{(t+1)}, u_{i}^{(t+1)}-X_{i:} w^{(t)}\right\rangle \\
\geq & \frac{\left\|\tilde{\alpha}_{i}^{(t+1)}-\alpha_{i}^{(t)}\right\|^{2}}{2 \sigma_{i}}+\left(\frac{1}{2 \sigma_{i}}+\gamma_{i}\right)\left\|\tilde{\alpha}_{i}^{(t+1)}-\alpha_{i}^{\star}\right\|^{2}+\left\langle\alpha_{i}^{\star}-\tilde{\alpha}_{i}^{(t+1)}, X_{i:}\left(w^{(t)}-w^{\star}\right)\right\rangle \\
& +\left\langle\alpha_{i}^{\star}-\alpha_{i}^{(t)}, u_{i}^{(t+1)}-X_{i:} w^{(t)}\right\rangle-\frac{\left\|\alpha_{i}^{(t)}-\tilde{\alpha}_{i}^{(t+1)}\right\|^{2}}{a_{i}}-\frac{a_{i}\left\|u_{i}^{(t+1)}-X_{i:} w^{(t)}\right\|^{2}}{4},
\end{aligned}
$$

where in the last step we used Young's inequality with $a_{i}$ being an arbitrary positive number.
Taking conditional expectation $\mathbf{E}_{t}$ on both sides of the above inequality, and using the assumption $\mathbf{E}_{t}\left[u_{i}^{(t+1)}\right]=X_{i:} w^{(t)}$, we have

$$
\begin{gather*}
\frac{\left\|\alpha_{i}^{\star}-\alpha_{i}^{(t)}\right\|^{2}}{2 \sigma_{i}} \geq \\
\frac{\mathbf{E}_{t}\left[\left\|\tilde{\alpha}_{i}^{(t+1)}-\alpha_{i}^{(t)}\right\|^{2}\right]}{2 \sigma_{i}}+\left(\frac{1}{2 \sigma_{i}}+\gamma_{i}\right) \mathbf{E}_{t}\left[\left\|\tilde{\alpha}_{i}^{(t+1)}-\alpha_{i}^{\star}\right\|^{2}\right]+\mathbf{E}_{t}\left[\left\langle\alpha_{i}^{\star}-\tilde{\alpha}_{i}^{(t+1)}, X_{i:}\left(w^{(t)}-w^{\star}\right)\right\rangle\right]  \tag{B.1.5}\\
\\
-\frac{\mathbf{E}_{t}\left[\left\|\alpha_{i}^{(t)}-\tilde{\alpha}_{i}^{(t+1)}\right\|^{2}\right]}{a_{i}}-\frac{a_{i} \mathbf{E}_{t}\left[\left\|u_{i}^{(t+1)}-X_{i:} w^{(t)}\right\|^{2}\right]}{4}
\end{gather*}
$$

Notice that each $\tilde{\alpha}_{i}^{(t+1)}$ depends on the random variable $u_{i}^{(t+1)}$ and is independent of the random index $j$. But $\alpha_{i}^{(t+1)}$ depends on both $u_{i}^{(t+1)}$ and $j$. Using the law of total expectation,

$$
\mathbf{E}_{t}[\cdot]=\mathbf{P}(j=i) \mathbf{E}_{t}[\cdot \mid j=i]+\mathbf{P}(j \neq i) \mathbf{E}_{t}[\cdot \mid j \neq i],
$$

we obtain

$$
\begin{align*}
\mathbf{E}_{t}\left[\alpha_{i}^{(t+1)}\right] & =p_{i} \mathbf{E}_{t}\left[\tilde{\alpha}_{i}^{(t+1)}\right]+\left(1-p_{i}\right) \alpha_{i}^{(t)},  \tag{B.1.6}\\
\mathbf{E}_{t}\left[\left\|\alpha_{i}^{(t+1)}-\alpha_{i}^{(t)}\right\|^{2}\right] & =p_{i} \mathbf{E}_{t}\left[\left\|\tilde{\alpha}_{i}^{(t+1)}-\alpha_{i}^{(t)}\right\|^{2}\right]  \tag{B.1.7}\\
\mathbf{E}_{t}\left[\left\|\alpha_{i}^{(t+1)}-\alpha_{i}^{\star}\right\|^{2}\right] & =p_{i} \mathbf{E}_{t}\left[\left\|\tilde{\alpha}_{i}^{(t+1)}-\alpha_{i}^{\star}\right\|^{2}\right]+\left(1-p_{i}\right) \mathbf{E}_{t}\left[\left\|\alpha_{i}^{(t)}-\alpha_{i}^{\star}\right\|^{2}\right] . \tag{B.1.8}
\end{align*}
$$

Next, using the equalities (B.1.6), (B.1.7) and ( $\overline{\text { B.1.8), we can replace each term in (B.1.5) con- }}$ taining $\tilde{\alpha}_{i}^{(t+1)}$ with terms that contain only $\alpha_{i}^{(t)}$ and $\alpha_{i}^{(t+1)}$. By doing so and rearranging terms afterwards, we obtain

$$
\begin{aligned}
& \left(\frac{1}{p_{i}}\left(\frac{1}{2 \sigma_{i}}+\gamma_{i}\right)-\gamma_{i}\right)\left\|\alpha_{i}^{(t)}-\alpha_{i}^{\star}\right\|^{2} \\
\geq & \frac{1}{p_{i}}\left(\frac{1}{2 \sigma_{i}}+\gamma_{i}\right) \mathbf{E}_{t}\left[\left\|\alpha_{i}^{(t+1)}-\alpha_{i}^{\star}\right\|^{2}+\frac{1}{p_{i}}\left(\frac{1}{2 \sigma_{i}}-\frac{1}{a_{i}}\right) \mathbf{E}_{t}\left[\left\|\alpha_{i}^{(t+1)}-\alpha_{i}^{(t)}\right\|^{2}\right.\right. \\
& -\frac{a_{i} \mathbf{E}_{t}\left[\left\|u_{i}^{(t+1)}-X_{i:} w^{(t)}\right\|^{2}\right]}{4}+\left\langle\alpha_{i}^{\star}-\alpha_{i}^{(t)}, X_{i:}\left(w^{(t)}-w^{\star}\right)\right\rangle \\
& -\mathbf{E}_{t}\left[\left\langle\frac{1}{p_{i}}\left(\alpha_{i}^{(t+1)}-\alpha_{i}^{(t)}\right), X_{i:}\left(w^{(t)}-w^{\star}\right)\right\rangle\right] .
\end{aligned}
$$

Summing up the above inequality for $i=1, \ldots, m$ gives the desired result in B.1.2.
Lemma 4 For each $k=1, \ldots, n$, let $v_{k}^{(t+1)} \in \mathbf{R}^{d_{i}}$ be a random variable and define

$$
\tilde{w}_{k}^{(t+1)}=\operatorname{prox}_{\tau_{k} g_{k}}\left(w_{k}^{(t)}-\tau_{k} v_{k}^{(t+1)}\right)
$$

We choose an index $l$ randomly from $\{1, \ldots, n\}$ with probability distribution $\left\{q_{l}\right\}_{l=1}^{n}$ and let

$$
w_{k}^{(t+1)}= \begin{cases}\tilde{w}_{k}^{(t+1)} & \text { if } k=l \\ w_{k}^{(t)} & \text { otherwise }\end{cases}
$$

If each $v_{k}^{(t+1)}$ is independent of $l$ and satisfies $\mathbf{E}_{t}\left[v_{k}^{(t+1)}\right]=\frac{1}{m}\left(X_{: k}\right)^{T} \alpha^{(t)}$, then we have

$$
\begin{align*}
& \sum_{k=1}^{n}\left(\frac{1}{q_{k}}\left(\frac{1}{2 \tau_{k}}+\lambda\right)-\lambda\right)\left\|w_{k}^{(t)}-w_{k}^{\star}\right\|^{2} \\
\geq & \sum_{k=1}^{n} \frac{1}{q_{k}}\left(\frac{1}{2 \tau_{k}}+\lambda\right) \mathbf{E}_{t}\left[\left\|w_{k}^{(t+1)}-w_{k}^{\star}\right\|^{2}\right]+\sum_{k=1}^{n} \frac{1}{q_{k}}\left(\frac{1}{2 \tau_{k}}-\frac{1}{b_{k}}\right) \mathbf{E}_{t}\left[\left\|w_{k}^{(t+1)}-w_{k}^{(t)}\right\|^{2}\right] \\
& -\sum_{k=1}^{n} \frac{b_{k}}{4} \mathbf{E}_{t}\left[\left\|v_{k}^{(t+1)}-\frac{1}{m}\left(X_{: k}\right)^{T} \alpha^{(t)}\right\|^{2}\right]+\frac{1}{m}\left\langle X\left(w^{(t)}-w^{\star}\right), \alpha^{(t)}-\alpha^{\star}\right\rangle \\
& +\sum_{k=1}^{n} \frac{1}{q_{k}} \mathbf{E}_{t}\left[\left\langle w_{k}^{(t+1)}-w_{k}^{(t)}, \frac{1}{m}\left(X_{: k}\right)^{T}\left(\alpha^{(t)}-\alpha^{\star}\right)\right\rangle\right] \tag{B.1.9}
\end{align*}
$$

where $\left(w^{\star}, \alpha^{\star}\right)$ is the saddle point of $L(w, \alpha)$ defined in (6.2.1), and the $b_{i}$ 's are arbitrary positive numbers.

Lemma 4 is similar to Lemma 3 and can be proved using the same techniques. Based on these two lemmas, we can prove the following proposition.
Proposition 3 The $t$-th iteration within the s-th stage of Algorithm 7 guarantees

$$
\begin{align*}
& \sum_{i=1}^{m} \frac{1}{m}\left[\frac{1}{p_{i}}\left(\frac{1}{2 \sigma_{i}}+\gamma_{i}\right)-\gamma_{i}+\sum_{k=1}^{n} \frac{3 \tau_{k}\left\|X_{i k}\right\|^{2}}{m p_{i}}\right]\left\|\alpha_{i}^{(t)}-\alpha_{i}^{\star}\right\|^{2}+\sum_{i=1}^{m} \sum_{k=1}^{n} \frac{2 \tau_{k}\left\|X_{i k}\right\|^{2}}{m^{2} p_{i}}\left\|\bar{\alpha}_{i}^{(s)}-\alpha_{i}^{\star}\right\|^{2} \\
& +\sum_{k=1}^{n}\left[\frac{1}{q_{k}}\left(\frac{1}{2 \tau_{k}}+\lambda\right)-\lambda+\sum_{i=1}^{m} \frac{3 \sigma_{i}\left\|X_{i k}\right\|^{2}}{m q_{k}}\right]\left\|w_{k}^{(t)}-w_{k}^{\star}\right\|^{2}+\sum_{i=1}^{m} \sum_{k=1}^{n} \frac{2 \sigma_{i}\left\|X_{i k}\right\|^{2}}{m q_{k}}\left\|\bar{w}_{k}^{(s)}-w_{k}^{\star}\right\|^{2} \\
\geq & \sum_{i=1}^{m} \frac{1}{m p_{i}}\left(\frac{1}{2 \sigma_{i}}+\gamma_{i}\right) \mathbf{E}_{t}\left[\left\|\alpha_{i}^{(t+1)}-\alpha_{i}^{\star}\right\|^{2}\right]+\sum_{k=1}^{n} \frac{1}{q_{k}}\left(\frac{1}{2 \tau_{k}}+\lambda\right) \mathbf{E}_{t}\left[\left\|w_{k}^{(t+1)}-w_{k}^{\star}\right\|^{2}\right] . \tag{B.1.10}
\end{align*}
$$

Proof: Multiplying both sides of the inequality (B.1.2) by $\frac{1}{m}$ and adding to the inequality (B.1.9) gives

$$
\begin{align*}
& \sum_{i=1}^{m} \frac{1}{m}\left(\frac{1}{p_{i}}\left(\frac{1}{2 \sigma_{i}}+\gamma_{i}\right)-\gamma_{i}\right)\left\|\alpha_{i}^{(t)}-\alpha_{i}^{\star}\right\|^{2}+\sum_{k=1}^{n}\left(\frac{1}{q_{k}}\left(\frac{1}{2 \tau_{k}}+\lambda\right)-\lambda\right)\left\|w_{k}^{(t)}-w_{k}^{\star}\right\|^{2} \\
\geq & \sum_{i=1}^{m} \frac{1}{m p_{i}}\left(\frac{1}{2 \sigma_{i}}+\gamma_{i}\right) \mathbf{E}_{t}\left[\left\|\alpha_{i}^{(t+1)}-\alpha_{i}^{\star}\right\|^{2}\right]+\sum_{k=1}^{n} \frac{1}{q_{k}}\left(\frac{1}{2 \tau_{k}}+\lambda\right) \mathbf{E}_{t}\left[\left\|w_{k}^{(t+1)}-w_{k}^{\star}\right\|^{2}\right] \\
& +\sum_{i=1}^{m} \frac{1}{m p_{i}}\left(\frac{1}{2 \sigma_{i}}-\frac{1}{a_{i}}\right) \mathbf{E}_{t}\left[\left\|\alpha_{i}^{(t+1)}-\alpha_{i}^{(t)}\right\|^{2}\right]+\sum_{k=1}^{n} \frac{1}{q_{k}}\left(\frac{1}{2 \tau_{k}}-\frac{1}{b_{k}}\right) \mathbf{E}_{t}\left[\left\|w_{k}^{(t+1)}-w_{k}^{(t)}\right\|^{2}\right] \\
& -\sum_{k=1}^{n} \frac{b_{k}}{4} \mathbf{E}_{t}\left[\left\|v_{k}^{(t+1)}-\frac{1}{m}\left(X_{: k}\right)^{T} \alpha^{(t)}\right\|^{2}\right]+\sum_{k=1}^{n} \frac{1}{q_{k}} \mathbf{E}_{t}\left[\left\langle w_{k}^{(t+1)}-w_{k}^{(t)}, \frac{1}{m}\left(X_{: k}\right)^{T}\left(\alpha^{(t)}-\alpha^{\star}\right)\right\rangle\right] \\
& -\sum_{i=1}^{m} \frac{a_{i}}{4 m} \mathbf{E}_{t}\left[\left\|u_{i}^{(t+1)}-X_{i:} w^{(t)}\right\|^{2}\right]-\sum_{i=1}^{m} \frac{1}{m p_{i}} \mathbf{E}_{t}\left[\left\langle\alpha_{i}^{(t+1)}-\alpha_{i}^{(t)}, X_{i:}\left(w^{(t)}-w^{\star}\right)\right\rangle\right] . \tag{B.1.11}
\end{align*}
$$

We notice that the terms containing $\frac{1}{m}\left\langle X\left(w^{(t)}-w^{\star}\right), \alpha^{(t)}-\alpha^{\star}\right\rangle$ from B.1.2 and B.1.9) canceled each other. Next we bound the last four terms on the right-hand side of (B.1.11).

As in Algorithm 7, for each $i=1, \ldots, m$, we define a random variable

$$
u_{i}^{(t+1)}=\bar{u}_{i}^{(s)}-\frac{1}{q_{l}} X_{i l} \bar{w}_{l}^{(s)}+\frac{1}{q_{l}} X_{i l} w_{l}^{(t)},
$$

which depends on the random index $l \in\{1, \ldots, n\}$. Taking expectation with respect to $l$ yields

$$
\mathbf{E}_{t}\left[u_{i}^{(t+1)}\right]=\sum_{k=1}^{n} q_{k}\left(\bar{u}_{i}^{(s)}-\frac{1}{q_{k}} X_{i k} \bar{w}_{k}^{(s)}+\frac{1}{q_{k}} X_{i k} w_{k}^{(t)}\right)=X_{i:} w^{(t)}, \quad i=1,2, \ldots, m
$$

Therefore $u_{i}^{(t+1)}$ satisfies the assumption in Lemma 3. In order to bound its variance, we notice that

$$
\sum_{k=1}^{n} q_{k}\left(\frac{1}{q_{k}} X_{i k} \bar{w}_{k}^{(s)}-\frac{1}{q_{k}} X_{i k} w_{k}^{(t)}\right)=X_{i:} \bar{w}^{(s)}-X_{i:} w^{(t)}=\bar{u}_{i}^{(s)}-X_{i:} w^{(t)}
$$

Using the relation between variance and the second moment, we have

$$
\begin{align*}
\mathbf{E}_{t}\left[\left\|u_{i}^{(t+1)}-X_{i:} w^{(t)}\right\|^{2}\right] & =\sum_{k=1}^{n} q_{k}\left\|\bar{u}_{i}^{(s)}-\frac{1}{q_{k}} X_{i k} \bar{w}_{k}^{(s)}+\frac{1}{q_{k}} X_{i k} w_{k}^{(t)}-X_{i:} w^{(t)}\right\|^{2} \\
& =\sum_{k=1}^{n} \frac{1}{q_{k}}\left\|X_{i k} \bar{w}_{k}^{(s)}-X_{i k} w_{k}^{(t)}\right\|^{2}-\left\|\bar{u}_{i}^{(s)}-X_{i:} w^{(t)}\right\|^{2} \\
& \leq \sum_{k=1}^{n} \frac{1}{q_{k}}\left\|X_{i k}\left(\bar{w}_{k}^{(s)}-w_{k}^{(t)}\right)\right\|^{2} \\
& \leq \sum_{k=1}^{n} \frac{2\left\|X_{i k}\right\|^{2}}{q_{k}}\left(\left\|\bar{w}_{k}^{(s)}-w_{k}^{\star}\right\|^{2}+\left\|w_{k}^{(t)}-w_{k}^{\star}\right\|^{2}\right) . \tag{B.1.12}
\end{align*}
$$

Similarly, for $k=1, \ldots, n$, we have

$$
\mathbf{E}_{t}\left[v_{k}^{(t+1)}\right]=\sum_{i=1}^{m} p_{i}\left(\bar{v}_{k}^{(s)}-\frac{1}{p_{i}} \frac{1}{m}\left(X_{i k}\right)^{T} \bar{\alpha}_{i}^{(s)}+\frac{1}{p_{i}} \frac{1}{m}\left(X_{i k}\right)^{T} \alpha_{i}^{(t)}\right)=\frac{1}{m}\left(X_{: k}\right)^{T} \alpha^{(t)} .
$$

Therefore $v_{k}^{(t+1)}$ satisfies the assumption in Lemma 4. Furthermore, we have

$$
\begin{align*}
\mathbf{E}_{t}\left[\left\|v_{k}^{(t+1)}-\frac{1}{m}\left(X_{: k}\right)^{T} \alpha^{(t)}\right\|^{2}\right] & =\sum_{i=1}^{m} p_{i}\left\|\bar{v}_{k}^{(s)}-\frac{1}{p_{i}} \frac{1}{m}\left(X_{i k}\right)^{T} \bar{\alpha}_{i}^{(s)}+\frac{1}{p_{i}} \frac{1}{m}\left(X_{i k}\right)^{T} \alpha_{i}^{(t)}-\frac{1}{m}\left(X_{: k}\right)^{T} \alpha^{(t)}\right\|^{2} \\
& =\sum_{i=1}^{m} \frac{1}{p_{i}}\left\|\frac{1}{m}\left(X_{i k}\right)^{T} \bar{\alpha}_{i}^{(s)}-\frac{1}{m}\left(X_{i k}\right)^{T} \alpha_{i}^{(t)}\right\|^{2}-\left\|\bar{v}_{k}^{(s)}-\frac{1}{m}\left(X_{: k}\right)^{T} \alpha^{(t)}\right\|^{2} \\
& \leq \sum_{i=1}^{m} \frac{1}{p_{i}}\left\|\frac{1}{m}\left(X_{i k}\right)^{T}\left(\bar{\alpha}_{i}^{(s)}-\alpha_{i}^{(t)}\right)\right\|^{2} \\
& \leq \sum_{i=1}^{m} \frac{2\left\|X_{i k}\right\|^{2}}{p_{i} m^{2}}\left(\left\|\bar{\alpha}_{i}^{(s)}-\alpha_{i}^{\star}\right\|^{2}+\left\|\alpha_{i}^{(t)}-\alpha_{i}^{\star}\right\|^{2}\right) . \tag{B.1.13}
\end{align*}
$$

Now we consider the two terms containing inner products in B.1.11). Using the conditional expectation relation (B.1.6), we have

$$
\begin{align*}
\mathbf{E}_{t}\left[-\left\langle\alpha_{i}^{(t+1)}-\alpha_{i}^{(t)}, X_{i:}\left(w^{(t)}-w^{\star}\right)\right\rangle\right] & =p_{i} \mathbf{E}_{t}\left[-\left\langle\tilde{\alpha}_{i}^{(t+1)}-\alpha_{i}^{(t)}, X_{i:}\left(w^{(t)}-w^{\star}\right)\right\rangle\right] \\
& \geq p_{i} \mathbf{E}_{t}\left[-\frac{1}{c_{i}}\left\|\tilde{\alpha}_{i}^{(t+1)}-\alpha_{i}^{(t)}\right\|^{2}-\frac{c_{i}}{4}\left\|X_{i:}\left(w^{(t)}-w^{\star}\right)\right\|^{2}\right] \\
& =-\frac{p_{i}}{c_{i}} \mathbf{E}_{t}\left[\left\|\tilde{\alpha}_{i}^{(t+1)}-\alpha_{i}^{(t)}\right\|^{2}\right]-\frac{c_{i} p_{i}}{4}\left\|X_{i:}\left(w^{(t)}-w^{\star}\right)\right\|^{2} \\
& =-\frac{1}{c_{i}} \mathbf{E}_{t}\left[\left\|\alpha_{i}^{(t+1)}-\alpha_{i}^{(t)}\right\|^{2}\right]-\frac{c_{i} p_{i}}{4}\left\|X_{i:}\left(w^{(t)}-w^{\star}\right)\right\|^{2}, \tag{B.1.14}
\end{align*}
$$

where we used Young's inequality with $c_{i}$ being an arbitrary positive number, and the last equality used B.1.7). We note that for any $n$ vectors $z_{1}, \ldots, z_{n} \in \mathbf{R}^{N_{i}}$, it holds that

$$
\left\|\sum_{k=1}^{n} z_{k}\right\|^{2} \leq \sum_{k=1}^{n} \frac{1}{q_{k}}\left\|z_{k}\right\|^{2}
$$

To see this, we let $z_{k, j}$ denote the $j$ th component of $z_{k}$ and use the Cauchy-Schwarz inequality:

$$
\begin{aligned}
\left\|\sum_{k=1}^{n} z_{k}\right\|^{2} & =\sum_{j=1}^{N_{i}}\left(\sum_{k=1}^{n} z_{k, j}\right)^{2}=\sum_{j=1}^{N_{i}}\left(\sum_{k=1}^{n} \frac{z_{k, j}}{\sqrt{q_{k}}} \sqrt{q_{k}}\right)^{2} \\
& \leq \sum_{j=1}^{N_{i}}\left(\sum_{k=1}^{n}\left(\frac{z_{k, j}}{\sqrt{q_{k}}}\right)^{2}\right)\left(\sum_{k=1}^{n}\left(\sqrt{q_{k}}\right)^{2}\right) \\
& =\sum_{j=1}^{N_{i}}\left(\sum_{k=1}^{n} \frac{z_{k, j}^{2}}{q_{k}}\right)=\sum_{k=1}^{n} \frac{1}{q_{k}} \sum_{j=1}^{N_{i}} z_{k, j}^{2}=\sum_{k=1}^{n} \frac{1}{q_{k}}\left\|z_{k}\right\|^{2} .
\end{aligned}
$$

Applying this inequality to the vector $X_{i:}\left(w^{(t)}-w^{\star}\right)=\sum_{k=1}^{n} X_{i k}\left(w_{k}^{(t)}-w_{k}^{\star}\right)$, we get

$$
\left\|X_{i:}\left(w^{(t)}-w^{\star}\right)\right\|^{2} \leq \sum_{k=1}^{n} \frac{1}{q_{k}}\left\|X_{i k}\left(w_{k}^{(t)}-w_{k}^{\star}\right)\right\|^{2}
$$

Therefore we can continue the inequality ( $\overline{\mathrm{B} .1 .14)}$, for each $i=1, \ldots, m$, as

$$
\begin{align*}
& \mathbf{E}_{t}\left[-\left\langle\alpha_{i}^{(t+1)}-\alpha_{i}^{(t)}, X_{i:}\left(w^{(t)}-w^{\star}\right)\right\rangle\right] \\
\geq & -\frac{1}{c_{i}} \mathbf{E}_{t}\left[\left\|\alpha_{i}^{(t+1)}-\alpha_{i}^{(t)}\right\|^{2}\right]-\frac{c_{i} p_{i}}{4} \sum_{k=1}^{n} \frac{1}{q_{k}}\left\|X_{i k}\left(w_{k}^{(t)}-w_{k}^{\star}\right)\right\|^{2} \\
\geq & -\frac{1}{c_{i}} \mathbf{E}_{t}\left[\left\|\alpha_{i}^{(t+1)}-\alpha_{i}^{(t)}\right\|^{2}\right]-\frac{c_{i} p_{i}}{4} \sum_{k=1}^{n} \frac{1}{q_{k}}\left\|X_{i k}\right\|^{2}\left\|w_{k}^{(t)}-w_{k}^{\star}\right\|^{2} . \tag{B.1.15}
\end{align*}
$$

Using similarly arguments, we can obtain, for each $k=1, \ldots, n$ and arbitrary $h_{k}>0$,

$$
\begin{align*}
& \mathbf{E}_{t}\left[\left\langle w_{k}^{(t+1)}-w_{k}^{(t)}, \frac{1}{m}\left(X_{: k}\right)^{T}\left(\alpha^{(t)}-\alpha^{\star}\right)\right\rangle\right] \\
\geq & -\frac{1}{h_{k}} \mathbf{E}_{t}\left[\left\|w_{k}^{(t+1)}-w_{k}^{(t)}\right\|^{2}\right]-\frac{h_{k} q_{k}}{4 m^{2}} \sum_{i=1}^{m} \frac{1}{p_{i}}\left\|X_{i k}\right\|^{2}\left\|\alpha_{i}^{(t)}-\alpha_{i}^{\star}\right\|^{2} . \tag{B.1.16}
\end{align*}
$$

Applying the bounds in (B.1.12), (B.1.13), (B.1.15) and (B.1.16) to (B.1.11) and rearranging terms, we have

$$
\begin{aligned}
& \quad \sum_{i=1}^{m} \frac{1}{m}\left[\frac{1}{p_{i}}\left(\frac{1}{2 \sigma_{i}}+\gamma_{i}\right)-\gamma_{i}+\sum_{k=1}^{n} \frac{b_{k}\left\|X_{i k}\right\|^{2}}{2 m p_{i}}+\sum_{k=1}^{n} \frac{h_{k}\left\|X_{i k}\right\|^{2}}{4 m p_{i}}\right]\left\|\alpha_{i}^{(t)}-\alpha_{i}^{\star}\right\|^{2} \\
& \quad+\sum_{k=1}^{n}\left[\frac{1}{q_{k}}\left(\frac{1}{2 \tau_{k}}+\lambda\right)-\lambda+\sum_{i=1}^{m} \frac{a_{i}\left\|X_{i k}\right\|^{2}}{2 m q_{k}}+\sum_{i=1}^{m} \frac{c_{i}\left\|X_{i k}\right\|^{2}}{4 m q_{k}}\right]\left\|w_{k}^{(t)}-w_{k}^{\star}\right\|^{2} \\
& \quad+\sum_{i=1}^{m} \sum_{k=1}^{n} \frac{b_{k}\left\|X_{i k}\right\|^{2}}{2 m^{2} p_{i}}\left\|\bar{\alpha}_{i}^{(s)}-\alpha_{i}^{\star}\right\|^{2}+\sum_{i=1}^{m} \sum_{k=1}^{n} \frac{a_{i}\left\|X_{i k}\right\|^{2}}{2 m q_{k}}\left\|\bar{w}_{k}^{(s)}-w_{k}^{\star}\right\|^{2} \\
& \geq \sum_{i=1}^{m} \frac{1}{m p_{i}}\left(\frac{1}{2 \sigma_{i}}+\gamma_{i}\right) \mathbf{E}_{t}\left[\left\|\alpha_{i}^{(t+1)}-\alpha_{i}^{\star}\right\|^{2}\right]+\sum_{k=1}^{n} \frac{1}{q_{k}}\left(\frac{1}{2 \tau_{k}}+\lambda\right) \mathbf{E}_{t}\left[\left\|w_{k}^{(t+1)}-w_{k}^{\star}\right\|^{2}\right] \\
& \quad+\sum_{i=1}^{m} \frac{1}{m p_{i}}\left(\frac{1}{2 \sigma_{i}}-\frac{1}{a_{i}}-\frac{1}{c_{i}}\right) \mathbf{E}_{t}\left[\left\|\alpha_{i}^{(t+1)}-\alpha_{i}^{(t)}\right\|^{2}\right] \\
& \quad+\sum_{k=1}^{n} \frac{1}{q_{k}}\left(\frac{1}{2 \tau_{k}}-\frac{1}{b_{k}}-\frac{1}{h_{k}}\right) \mathbf{E}_{t}\left[\left\|w_{k}^{(t+1)}-w_{k}^{(t)}\right\|^{2}\right] .
\end{aligned}
$$

The desired result B.1.10) is obtained by choosing $a_{i}=c_{i}=4 \sigma_{i}$ and $b_{k}=h_{k}=4 \tau_{k}$.
Finally, we are ready to prove Theorem 6.3.1. Let $\theta \in(0,1)$ be a parameter to be determined later, and let $\Gamma$ and $\eta$ be two constants such that

$$
\begin{align*}
\Gamma & \geq \max _{i, k}\left\{\frac{1}{p_{i}}\left(1+\frac{3\left\|X_{i k}\right\|^{2}}{2 \theta q_{k} \lambda \gamma_{i}}\right), \frac{1}{q_{k}}\left(1+\frac{3 n\left\|X_{i k}\right\|^{2}}{2 \theta m p_{i} \lambda \gamma_{i}}\right)\right\}  \tag{B.1.17}\\
\eta & =1-\frac{1-\theta}{\Gamma} \tag{B.1.18}
\end{align*}
$$

It is easy to check that $\Gamma>1$ and $\eta \in(0,1)$. By the choices of $\sigma_{i}$ and $\tau_{k}$ in 6.3.5 and 6.3.6 respectively, we have

$$
\begin{equation*}
\frac{1}{p_{i}}\left(1+\frac{1}{2 \sigma_{i} \gamma_{i}}\right)=\frac{1}{q_{k}}\left(1+\frac{1}{2 \tau_{k} \lambda}\right)=\Gamma \tag{B.1.19}
\end{equation*}
$$

for all $i=1, \ldots, m$ and $k=1, \ldots, n$. Comparing the above equality with the definition of $\Gamma$ in B.1.17, we have

$$
\frac{3\left\|X_{i k}\right\|^{2}}{2 \theta q_{k} \lambda \gamma_{i}} \leq \frac{1}{2 \sigma_{i} \gamma_{i}} \quad \text { and } \quad \frac{3 n\left\|X_{i k}\right\|^{2}}{2 \theta m p_{i} \lambda \gamma_{i}} \leq \frac{1}{2 \tau_{k} \lambda}
$$

which implies

$$
\frac{3 \sigma_{i}\left\|X_{i k}\right\|^{2}}{q_{k}} \leq \theta \lambda \quad \text { and } \quad \frac{3 n \tau_{k}\left\|X_{i k}\right\|^{2}}{m p_{i}} \leq \theta \gamma_{i}
$$

for all $i=1, \ldots, m$ and $k=1, \ldots, n$. Therefore, we have

$$
\begin{array}{ll}
\sum_{k=1}^{n} \frac{3 \tau_{k}\left\|X_{i k}\right\|^{2}}{m p_{i}}=\frac{1}{n} \sum_{k=1}^{n} \frac{3 n \tau_{k}\left\|X_{i k}\right\|^{2}}{m p_{i}} \leq \frac{1}{n} \sum_{k=1}^{n} \theta \gamma_{i}=\theta \gamma_{i}, & i=1, \ldots, m,(\mathrm{I} \\
\sum_{i=1}^{m} \frac{3 \sigma_{i}\left\|X_{i k}\right\|^{2}}{m q_{k}}=\frac{1}{m} \sum_{i=1}^{m} \frac{3 \sigma_{i}\left\|X_{i k}\right\|^{2}}{q_{k}} \leq \frac{1}{m} \sum_{i=1}^{m} \theta \lambda=\theta \lambda, & k=1, \ldots, n . \text { ( } \tag{B.1.21}
\end{array}
$$

Now we consider the inequality (B.1.10), and examine the ratio between the coefficients of $\left\|\alpha_{i}^{(t)}-\alpha_{i}^{\star}\right\|^{2}$ and $\mathbf{E}_{t}\left[\left\|\alpha_{i}^{(t+1)}-\alpha_{i}^{\star}\right\|^{2}\right]$. Using B.1.20 and B.1.19, we have

$$
\begin{equation*}
\frac{\frac{1}{p_{i}}\left(\frac{1}{2 \sigma_{i}}+\gamma_{i}\right)-\gamma_{i}+\sum_{k=1}^{n} \frac{3 \tau_{k}\left\|X_{i k}\right\|^{2}}{m p_{i}}}{\frac{1}{p_{i}}\left(\frac{1}{2 \sigma_{i}}+\gamma_{i}\right)} \leq 1-\frac{(1-\theta) \gamma_{i}}{\frac{1}{p_{i}}\left(\frac{1}{2 \sigma_{i}}+\gamma_{i}\right)}=1-\frac{1-\theta}{\Gamma}=\eta \tag{B.1.22}
\end{equation*}
$$

Similarly, the ratio between the coefficients of $\left\|w_{k}^{(t)}-w_{k}^{\star}\right\|^{2}$ and $\mathbf{E}_{t}\left[\left\|w_{k}^{(t+1)}-w_{k}^{\star}\right\|^{2}\right]$ can be bounded using (B.1.21) and (B.1.19):

$$
\begin{equation*}
\frac{\frac{1}{q_{k}}\left(\frac{1}{2 \tau_{k}}+\lambda\right)-\lambda+\sum_{i=1}^{m} \frac{3 \sigma_{i}\left\|X_{i k}\right\|^{2}}{m q_{k}}}{\frac{1}{q_{k}}\left(\frac{1}{2 \tau_{k}}+\lambda\right)} \leq 1-\frac{(1-\theta) \lambda}{\frac{1}{q_{k}}\left(\frac{1}{2 \tau_{k}}+\lambda\right)}=1-\frac{1-\theta}{\Gamma}=\eta \tag{B.1.23}
\end{equation*}
$$

In addition, the ratio between the coefficients of $\left\|\bar{\alpha}_{i}^{(s)}-\alpha_{i}^{\star}\right\|^{2}$ and $\mathbf{E}_{t}\left[\left\|\alpha_{i}^{(t+1)}-\alpha_{i}^{\star}\right\|^{2}\right]$ and that of $\left\|\bar{w}_{k}^{(s)}-w_{k}^{\star}\right\|^{2}$ and $\mathbf{E}_{t}\left[\left\|w_{k}^{(t+1)}-w_{k}^{\star}\right\|^{2}\right]$ can be bounded as

$$
\begin{align*}
& \frac{\sum_{k=1}^{k} \frac{2 \tau_{k}\left\|X_{i k}\right\|^{2}}{m p_{i}}}{\frac{1}{p_{i}}\left(\frac{1}{2 \sigma_{i}}+\gamma_{i}\right)} \leq \frac{(2 / 3) \theta \gamma_{i}}{\frac{1}{p_{i}}\left(\frac{1}{2 \sigma_{i}}+\gamma_{i}\right)}=\frac{(2 / 3) \theta}{\Gamma}=\frac{2 \theta(1-\eta)}{3(1-\theta)}  \tag{B.1.24}\\
& \frac{\sum_{i=1}^{m} \frac{3 \sigma_{i}\left\|X_{i k}\right\|^{2}}{m q_{k}}}{\frac{1}{q_{k}}\left(\frac{1}{2 \tau_{k}}+\lambda\right)} \leq \frac{(2 / 3) \theta \lambda}{\frac{1}{q_{k}}\left(\frac{1}{2 \tau_{k}}+\lambda\right)}=\frac{(2 / 3) \theta}{\Gamma}=\frac{2 \theta(1-\eta)}{3(1-\theta)} \tag{B.1.25}
\end{align*}
$$

Using (B.1.19) and the four inequalities (B.1.22), (B.1.23), (B.1.24) and B.1.25), we conclude that the inequality (B.1.10) implies

$$
\begin{aligned}
& \eta \sum_{i=1}^{m} \frac{\Gamma \gamma_{i}}{m}\left\|\alpha_{i}^{(t)}-\alpha_{i}^{\star}\right\|^{2}+\frac{2 \theta(1-\eta)}{3(1-\theta)} \sum_{i=1}^{m} \frac{\Gamma \gamma_{i}}{m}\left\|\bar{\alpha}_{i}^{(s)}-\alpha_{i}^{\star}\right\|^{2} \\
& +\eta \sum_{k=1}^{n} \Gamma \lambda\left\|w_{k}^{(t)}-w_{k}^{\star}\right\|^{2}+\frac{2 \theta(1-\eta)}{3(1-\theta)} \sum_{k=1}^{n} \Gamma \lambda\left\|\bar{w}_{k}^{(s)}-w_{k}^{\star}\right\|^{2} \\
\geq & \sum_{i=1}^{m} \frac{\Gamma \gamma_{i}}{m} \mathbf{E}_{t}\left[\left\|\alpha_{i}^{(t+1)}-\alpha_{i}^{\star}\right\|^{2}\right]+\sum_{k=1}^{n} \Gamma \lambda \mathbf{E}_{t}\left[\left\|w_{k}^{(t+1)}-w_{k}^{\star}\right\|^{2}\right] .
\end{aligned}
$$

Using the definite of $\Omega(\cdot)$ in 6.3.3, the inequality above is equivalent to

$$
\begin{align*}
& \eta \Omega\left(w^{(t)}-w^{\star}, \alpha^{(t)}-\alpha^{\star}\right)+\frac{2 \theta(1-\eta)}{3(1-\theta)} \Omega\left(\bar{w}^{(s)}-w^{\star},|-| \alpha^{\star}\right) \\
\geq & \mathbf{E}_{t}\left[\Omega\left(w^{(t+1)}-w^{\star}, \alpha^{(t+1)}-\alpha^{\star}\right)\right] \tag{B.1.26}
\end{align*}
$$

To simplify further derivation, we define

$$
\begin{aligned}
\Delta^{(t)} & =\mathbf{E}\left[\Omega\left(w^{(t)}-w^{\star}, \alpha^{(t)}-\alpha^{\star}\right)\right], \\
\bar{\Delta}^{(s)} & =\mathbf{E}\left[\Omega\left(\bar{w}^{(s)}-w^{\star},|-| \alpha^{\star}\right)\right],
\end{aligned}
$$

where the expectation is taken with respect to all randomness in the sth stage, that is, the random variables $\left\{\left(j^{(0)}, l^{(0)}\right),\left(j^{(1)}, l^{(1)}\right), \ldots,\left(j^{(M-1)}, l^{(M-1)}\right)\right\}$. Then the inequality B.1.26 implies

$$
\frac{2 \theta(1-\eta)}{3(1-\theta)} \bar{\Delta}^{(s)}+\eta \Delta^{(t)} \geq \Delta^{(t+1)}
$$

Dividing both sides of the above inequality by $\eta^{t+1}$ gives

$$
\frac{2 \theta(1-\eta)}{3(1-\theta)} \frac{\bar{\Delta}^{(s)}}{\eta^{t+1}}+\frac{\Delta^{(t)}}{\eta^{t}} \geq \frac{\Delta^{(t+1)}}{\eta^{t+1}}
$$

Summing for $t=0,1, \ldots, M-1$ gives

$$
\left(\frac{1}{\eta}+\frac{1}{\eta^{2}}+\cdots+\frac{1}{\eta^{M}}\right) \frac{2 \theta(1-\eta)}{3(1-\theta)} \bar{\Delta}^{(s)}+\Delta^{(0)} \geq \frac{\Delta^{(T)}}{\eta^{M}}
$$

which further leads to

$$
\left(1-\eta^{M}\right) \frac{2 \theta}{3(1-\theta)} \bar{\Delta}^{(s)}+\eta^{M} \Delta^{(0)} \geq \Delta^{(M)}
$$

Now choosing $\theta=1 / 3$ and using the relation $\bar{\Delta}^{(s)}=\Delta^{(0)}$ for each stage, we obtain

$$
\left(\frac{1}{3}+\frac{2}{3} \eta^{M}\right) \Delta^{(0)} \geq \Delta^{(M)}
$$

Therefore if we choose $M$ large enough such that $\eta^{M} \leq \frac{1}{2}$, then

$$
\Delta^{(M)} \leq \frac{2}{3} \Delta^{(0)}, \quad \text { or equivalently, } \quad \bar{\Delta}^{(s+1)} \leq \frac{2}{3} \bar{\Delta}^{(s)}
$$

The condition $\eta^{M} \leq \frac{1}{2}$ is equivalent to $M \geq \frac{\log (2)}{\log (1 / \eta)}$, which can be guaranteed by

$$
M \geq \frac{\log (2)}{1-\eta}=\frac{\log (2)}{1-\theta} \Gamma=\frac{3 \log (2)}{2} \Gamma=\log (\sqrt{8}) \Gamma
$$

To further simplify, it suffices to have $M \geq \log (3) \Gamma$. Finally, we notice that $\bar{\Delta}^{(s+1)} \leq(2 / 3) \bar{\Delta}^{(s)}$ implies $\bar{\Delta}^{(s)} \leq(2 / 3)^{s} \bar{\Delta}^{(0)}$. which is the desired result in Theorem 6.3.1.

## B.1. Alternative bounds and step sizes

Alternatively, we can let $\Gamma$ to satisfy

$$
\begin{equation*}
\Gamma \geq \max _{i, k}\left\{\frac{1}{p_{i}}\left(1+\frac{3\left\|X_{: k}\right\|_{F}^{2}}{2 \theta m q_{k} \lambda \gamma_{i}}\right), \frac{1}{q_{k}}\left(1+\frac{3\left\|X_{i:}\right\|_{F}^{2}}{2 \theta m p_{i} \lambda \gamma_{i}}\right)\right\}, \tag{B.1.27}
\end{equation*}
$$

where $\|\cdot\|_{F}$ denotes the Frobenius norm of a matrix. Then by choosing $\sigma_{i}$ and $\tau_{k}$ that satisfy (B.1.19), we have

$$
\frac{3 \sigma_{i}\left\|X_{: k}\right\|_{F}^{2}}{m q_{k}} \leq \theta \lambda \quad \text { and } \quad \frac{3 \tau_{k}\left\|X_{i:}\right\|_{F}^{2}}{m p_{i}} \leq \theta \gamma_{i}
$$

We can bound the left-hand sides in B.1.20) and (B.1.21) using Hölder's inequality, which results in

$$
\begin{align*}
& \sum_{k=1}^{n} \frac{3 \tau_{k}\left\|X_{i k}\right\|^{2}}{m p_{i}} \leq \sum_{k=1}^{n} \frac{3 \tau_{k}\left\|X_{i k}\right\|_{F}^{2}}{m p_{i}} \leq \frac{3 \max _{k}\left\{\tau_{k}\right\}\left\|X_{i:}\right\|_{F}^{2}}{m p_{i}} \leq \theta \gamma_{i}, \quad i=1, \ldots(  \tag{B21.28}\\
& \sum_{i=1}^{m} \frac{3 \sigma_{i}\left\|X_{i k}\right\|^{2}}{m q_{k}} \leq \sum_{i=1}^{m} \frac{3 \sigma_{i}\left\|X_{i k}\right\|_{F}^{2}}{m q_{k}} \leq \frac{3 \max _{i}\left\{\sigma_{i}\right\}\left\|X_{: k}\right\|_{F}^{2}}{m q_{k}} \leq \theta \lambda, \quad k=1, \ldots( \tag{B.1.29}
\end{align*}
$$

The rest of the proof hold without any change. Setting $\theta=1 / 3$ gives the condition on $\Gamma$ in 6.3.8.
In Theorem 6.3.1 and the proof above, we choose $\Gamma$ as a uniform bound over all combinations of $(i, k)$ in order to obtain a uniform convergence rates on all blocks of the primal and dual variables $w_{k}^{(t)}$ and $\alpha_{i}^{(t)}$, so we have a simple conclusion as in 6.3.7). In practice, we can use different bounds on different blocks and choose step sizes to allow them to converge at different rates.

For example, we can choose the step sizes $\sigma_{i}$ and $\tau_{k}$ such that

$$
\begin{aligned}
\frac{1}{p_{i}}\left(1+\frac{1}{2 \sigma_{i} \gamma_{i}}\right) & =\max _{k}\left\{\frac{1}{p_{i}}\left(1+\frac{3\left\|X_{: k}\right\|_{F}^{2}}{2 \theta m q_{k} \lambda \gamma_{i}}\right)\right\},
\end{aligned} \quad i=1, \ldots, m, ~=\max _{i}\left\{\frac{1}{q_{k}}\left(1+\frac{3\left\|X_{i:}\right\|_{F}^{2}}{2 \theta m p_{i} \lambda \gamma_{i}}\right)\right\}, \quad k=1, \ldots, n .
$$

Then the inequalities (B.1.28) and (B.1.29) still hold, and we can still show linear convergence with a similar rate. In this case, the step sizes are chosen as

$$
\begin{aligned}
\sigma_{i}=\min _{k}\left\{\frac{\theta m q_{k} \lambda}{3\left\|X_{: k}\right\|_{F}^{2}}\right\}, & i=1, \ldots, m \\
\tau_{k}=\min _{i}\left\{\frac{\theta m p_{i} \gamma_{i}}{3\left\|X_{i:}\right\|_{F}^{2}}\right\}, & k=1, \ldots, n
\end{aligned}
$$

If we choose the probabilities to be proportional to the norms of the data blocks, i.e.,

$$
p_{i}=\frac{\left\|X_{i:}\right\|_{F}^{2}}{\|X\|_{F}^{2}}, \quad q_{k}=\frac{\left\|X_{: k}\right\|_{F}^{2}}{\|X\|_{F}^{2}}
$$

then we have

$$
\sigma_{i}=\frac{\theta m \lambda}{3\|X\|_{F}^{2}}, \quad \tau_{k}=\frac{\theta m \gamma_{i}}{3\|X\|_{F}^{2}}
$$

If we further normalize the rows of $X$, and let $R$ be the norm of each row, then (with $\theta=1 / 3$ )

$$
\sigma_{i}=\frac{\theta \lambda}{3 R^{2}} \frac{m}{N}=\frac{\lambda}{9 R^{2}} \frac{m}{N}, \quad \tau_{k}=\frac{\theta \gamma_{i}}{3 R^{2}} \frac{m}{N}=\frac{\gamma_{i}}{9 R^{2}} \frac{m}{N} .
$$

For distributed ERM, we have $\gamma_{i}=\frac{N}{m} \gamma$, thus $\tau_{k}=\frac{\gamma}{9 R^{2}}$ as in 6.3.11.

## B. 2 Proof of Theorem 6.3.2

Consider the following saddle-point problem with doubly separable structure:

$$
\begin{equation*}
\min _{w \in \mathbf{R}^{D}} \max _{\alpha \in \mathbf{R}^{N}}\left\{L(w, \alpha) \equiv \frac{1}{m} \sum_{i=1}^{m} \sum_{k=1}^{n} \alpha_{i}^{T} X_{i k} w_{k}-\frac{1}{m} \sum_{i=1}^{m} f_{i}^{*}\left(\alpha_{i}\right)+\sum_{k=1}^{n} g_{k}\left(w_{k}\right)\right\} . \tag{B.2.1}
\end{equation*}
$$

Under Assumption 2, $L$ has a unique saddle point $\left(w^{\star}, \alpha^{\star}\right)$. We define

$$
\begin{align*}
\widetilde{P}_{k}\left(w_{k}\right) & \equiv \frac{1}{m}\left(\alpha^{\star}\right)^{T} X_{: k} w_{k}+g_{k}\left(w_{k}\right)-\frac{1}{m}\left(\alpha^{\star}\right)^{T} X_{: k} w_{k}^{\star}-g_{k}\left(w_{k}^{\star}\right), \quad k=1, \ldots, k  \tag{B,2.2}\\
\widetilde{D}_{i}\left(\alpha_{i}\right) & \equiv \frac{1}{m}\left(\alpha_{i}^{T} X_{i:} w^{\star}-f_{i}^{*}\left(\alpha_{i}\right)-\left(\alpha_{i}^{\star}\right)^{T} X_{i:} w^{\star}+f_{i}^{*}\left(\alpha_{i}^{\star}\right)\right), \quad i=1, \ldots, m . \tag{B.2.3}
\end{align*}
$$

We note that $w_{k}^{\star}$ is the minimizer of $\widetilde{P}_{k}$ with $\widetilde{P}_{k}\left(w_{k}^{\star}\right)=0$ and $\alpha_{i}^{\star}$ is the maximizer of $\widetilde{D}_{i}$ with $\widetilde{D}_{i}\left(\alpha_{i}^{\star}\right)=0$. Moreover, by the assumed strong convexity,

$$
\begin{equation*}
\widetilde{P}_{k}\left(w_{k}\right) \geq \frac{\lambda}{2}\left\|w_{k}-w_{k}^{\star}\right\|^{2}, \quad \widetilde{D}_{i}\left(\alpha_{i}\right) \leq-\frac{\gamma_{i}}{2 m}\left\|\alpha_{i}-\alpha_{i}^{\star}\right\|^{2} \tag{B.2.4}
\end{equation*}
$$

Moreover, we have the following lower bound for the duality gap $P(w)-D(\alpha)$ :

$$
\begin{equation*}
\sum_{k=1}^{n} \widetilde{P}_{k}\left(w_{k}\right)-\sum_{i=1}^{m} \widetilde{D}_{i}\left(\alpha_{i}\right)=L\left(w, \alpha^{\star}\right)-L\left(w^{\star}, \alpha\right) \leq P(w)-D(\alpha) \tag{B.2.5}
\end{equation*}
$$

We can also use them to derive an upper bound for the duality gap, as in the following lemma.
Lemma 5 Suppose Assumption 2 holds. Let $\left(w^{\star}, \alpha^{\star}\right)$ be the saddle-point of $L(w, \alpha)$ and define

$$
P(w)=\sup _{\alpha} L(w, \alpha), \quad D(\alpha)=\inf _{w} L(w, \alpha) .
$$

Then we have

$$
P(w)-D(\alpha) \leq L\left(w, \alpha^{\star}\right)-L\left(w^{\star}, \alpha\right)+\left(\frac{1}{m} \sum_{i=1}^{m} \frac{\left\|X_{i:}:\right\|^{2}}{2 \gamma_{i}}\right)\left\|w-w^{\star}\right\|^{2}+\frac{\|X\|^{2}}{2 m^{2} \lambda}\left\|\alpha-\alpha^{\star}\right\|^{2}
$$

Proof: By definition, the primal function can be written as $P(w)=F(w)+g(w)$, where

$$
F(w)=\frac{1}{m} \sum_{i=1}^{m} f_{i}\left(X_{i:} w\right)=\frac{1}{m} \max _{\alpha}\left\{\alpha^{T} X w-\sum_{i=1}^{m} f_{i}^{*}\left(\alpha_{i}\right)\right\} .
$$

From the optimality conditions satisfied by the saddle point ( $w^{\star}, \alpha^{\star}$ ), we have

$$
\nabla F\left(w^{\star}\right)=\frac{1}{m} X^{T} \alpha^{\star}
$$

By assumption, $\nabla F(w)$ is Lipschitz continuous with smooth constant $\frac{1}{m} \sum_{i=1}^{m} \frac{\left\|X_{i:}\right\|^{2}}{\gamma_{i}}$, which implies

$$
\begin{aligned}
F(w) & \leq F\left(w^{\star}\right)+\left\langle\nabla F\left(w^{\star}\right), w-w^{\star}\right\rangle+\left(\frac{1}{m} \sum_{i=1}^{m} \frac{\left\|X_{i:}\right\|^{2}}{2 \gamma_{i}}\right)\left\|w-w^{\star}\right\|^{2} \\
& =\frac{1}{m}\left(\left(\alpha^{\star}\right)^{T} X w^{\star}-\sum_{i=1}^{m} f_{i}^{*}\left(\alpha_{i}^{\star}\right)\right)+\frac{1}{m}\left(\alpha^{\star}\right)^{T} X\left(w-w^{\star}\right)+\left(\frac{1}{m} \sum_{i=1}^{m} \frac{\left\|X_{i:}\right\|^{2}}{2 \gamma_{i}}\right)\left\|w-w^{\star}\right\|^{2} \\
& =\frac{1}{m}\left(\left(\alpha^{\star}\right)^{T} X w-\sum_{i=1}^{m} f_{i}^{*}\left(\alpha_{i}^{\star}\right)\right)+\left(\frac{1}{m} \sum_{i=1}^{m} \frac{\left\|X_{i:}\right\|^{2}}{2 \gamma_{i}}\right)\left\|w-w^{\star}\right\|^{2} .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
P(w) & =F(w)+g(w) \\
& \leq \frac{1}{m}\left(\alpha^{\star}\right)^{T} X w-\frac{1}{m} \sum_{i=1}^{m} f_{i}^{*}\left(\alpha_{i}^{\star}\right)+g(w)+\left(\frac{1}{m} \sum_{i=1}^{m} \frac{\left\|X_{i}:\right\|^{2}}{2 \gamma_{i}}\right)\left\|w-w^{\star}\right\|^{2} \\
& =L\left(w, \alpha^{\star}\right)+\left(\frac{1}{m} \sum_{i=1}^{m} \frac{\left\|X_{i:}\right\|^{2}}{2 \gamma_{i}}\right)\left\|w-w^{\star}\right\|^{2} .
\end{aligned}
$$

Using similar arguments, especially that $\nabla g^{*}(\alpha)$ has Lipschitz constant $\frac{\|X\|}{m^{2} \lambda}$, we can show that

$$
D(\alpha) \geq L\left(w^{\star}, \alpha\right)-\frac{\|X\|^{2}}{2 m^{2} \lambda}\left\|\alpha-\alpha^{\star}\right\|^{2}
$$

Combining the last two inequalities gives the desired result.
The rest of the proof follow similar steps as in the proof of Theorem 6.3.1. The next two lemmas are variants of Lemmas 3 and 4 ,
Lemma 6 Under the same assumptions and setup in Lemma 3 we have

$$
\begin{align*}
& \sum_{i=1}^{m}\left(\frac{1}{p_{i}}\left(\frac{1}{2 \sigma_{i}}+\frac{\gamma_{i}}{2}\right)-\frac{\gamma_{i}}{2}\right)\left\|\alpha_{i}^{(t)}-\alpha_{i}^{\star}\right\|^{2}-\sum_{i=1}^{m}\left(\frac{1}{p_{i}}-1\right) m \widetilde{D}_{i}\left(\alpha_{i}^{(t)}\right) \\
\geq & \sum_{i=1}^{m} \frac{1}{p_{i}}\left(\frac{1}{2 \sigma_{i}}+\frac{\gamma_{i}}{2}\right) \mathbf{E}_{t}\left[\left\|\alpha_{i}^{(t+1)}-\alpha_{i}^{\star}\right\|^{2}\right]+\sum_{i=1}^{m} \frac{1}{2 p_{i} \sigma_{i}} \mathbf{E}_{t}\left[\left\|\alpha_{i}^{(t+1)}-\alpha_{i}^{(t)}\right\|^{2}\right]-\sum_{i=1}^{m} \frac{m}{p_{i}} \mathbf{E}_{t}\left[\widetilde{D}_{i}\left(\alpha_{i}^{(t+1)}\right)\right] \\
& +\left\langle w^{(t)}-w^{\star}, X^{T}\left(\alpha^{\star}-\alpha^{(t)}\right)\right\rangle-\sum_{i=1}^{m} \frac{1}{p_{i}} \mathbf{E}_{t}\left[\left\langle\alpha_{i}^{(t+1)}-\alpha_{i}^{(t)}, u_{i}^{(t+1)}-X_{i:} w^{\star}\right\rangle\right] . \tag{B.2.6}
\end{align*}
$$

Proof: We start by taking conditional expectation $\mathbf{E}_{t}$ on both sides of the inequality $(\sqrt{B .1 .4})$, and would like to replace every term containing $\tilde{\alpha}_{i}^{(t+1)}$ with terms that contain only $\alpha_{i}^{(t)}$ and $\alpha_{i}^{(t+1)}$. In addition to the relations in (B.1.6), (B.1.7) and (B.1.8), we also need

$$
\mathbf{E}_{t}\left[f_{i}^{*}\left(\alpha_{i}^{(t+1)}\right)\right]=p_{i} f_{i}^{*}\left(\tilde{\alpha}_{i}^{(t+1)}\right)+\left(1-p_{i}\right) f_{i}^{*}\left(\alpha_{i}^{(t)}\right)
$$

After the substitutions and rearranging terms, we have

$$
\begin{aligned}
& \left(\frac{1}{p_{i}}\left(\frac{1}{2 \sigma_{i}}+\frac{\gamma_{i}}{2}\right)-\frac{\gamma_{i}}{2}\right)\left\|\alpha_{i}^{(t)}-\alpha_{i}^{\star}\right\|^{2}+\left(\frac{1}{p_{i}}-1\right)\left(f_{i}^{*}\left(\alpha_{i}^{(t)}\right)-f_{i}^{*}\left(\alpha_{i}^{\star}\right)\right) \\
\geq & \frac{1}{p_{i}}\left(\frac{1}{2 \sigma_{i}}+\frac{\gamma_{i}}{2}\right) \mathbf{E}_{t}\left[\left\|\alpha_{i}^{(t+1)}-\alpha_{i}^{\star}\right\|^{2}\right]+\frac{1}{2 p_{i} \sigma_{i}} \mathbf{E}_{t}\left[\left\|\alpha_{i}^{(t+1)}-\alpha_{i}^{(t)}\right\|^{2}\right]+\frac{1}{p_{i}} \mathbf{E}_{t}\left[\left(f_{i}^{*}\left(\alpha_{i}^{(t+1)}\right)-f_{i}^{*}\left(\alpha_{i}^{\star}\right)\right)\right] \\
& \mathbf{E}_{t}\left[\left\langle\alpha_{i}^{\star}-\alpha_{i}^{(t)}, u_{i}^{(t+1)}\right\rangle\right]-\frac{1}{p_{i}} \mathbf{E}_{t}\left[\left\langle\alpha_{i}^{(t+1)}-\alpha_{i}^{(t)}, u_{i}^{(t+1)}\right\rangle\right] .
\end{aligned}
$$

Next, we use the assumption $\mathbf{E}_{t}\left[u_{i}^{(t+1)}\right]=X_{i:} w^{(t)}$ and the definition of $\widetilde{D}_{i}(\cdot)$ in B.2.3 to obtain

$$
\begin{aligned}
& \left(\frac{1}{p_{i}}\left(\frac{1}{2 \sigma_{i}}+\frac{\gamma_{i}}{2}\right)-\frac{\gamma_{i}}{2}\right)\left\|\alpha_{i}^{(t)}-\alpha_{i}^{\star}\right\|^{2}-\left(\frac{1}{p_{i}}-1\right) m \widetilde{D}_{i}\left(\alpha_{i}^{(t)}\right) \\
\geq & \frac{1}{p_{i}}\left(\frac{1}{2 \sigma_{i}}+\frac{\gamma_{i}}{2}\right) \mathbf{E}_{t}\left[\left\|\alpha_{i}^{(t+1)}-\alpha_{i}^{\star}\right\|^{2}\right]+\frac{1}{2 p_{i} \sigma_{i}} \mathbf{E}_{t}\left[\left\|\alpha_{i}^{(t+1)}-\alpha_{i}^{(t)}\right\|^{2}\right]-\frac{m}{p_{i}} \mathbf{E}_{t}\left[\widetilde{D}_{i}\left(\alpha_{i}^{(t+1)}\right)\right] \\
& +\left\langle\alpha_{i}^{\star}-\alpha_{i}^{(t)}, X_{i:}\left(w^{(t)}-w^{\star}\right)\right\rangle-\frac{1}{p_{i}} \mathbf{E}_{t}\left[\left\langle\alpha_{i}^{(t+1)}-\alpha_{i}^{(t)}, u_{i}^{(t+1)}-X_{i:} w^{\star}\right\rangle\right] .
\end{aligned}
$$

Summing up the above inequality for $i=1, \ldots, m$ gives the desired result B.2.6).

Lemma 7 Under the same assumptions and setup in Lemma 4 we have

$$
\begin{aligned}
& \sum_{k=1}^{K}\left(\frac{1}{q_{k}}\left(\frac{1}{2 \tau_{k}}+\frac{\lambda}{2}\right)-\frac{\lambda}{2}\right)\left\|w_{k}^{(t)}-w_{k}^{\star}\right\|^{2}+\sum_{k=1}^{n}\left(\frac{1}{q_{k}}-1\right) \widetilde{P}_{k}\left(w_{k}^{(t)}\right) \\
\geq & \sum_{k=1}^{n} \frac{1}{q_{k}}\left(\frac{1}{2 \tau_{k}}+\frac{\lambda}{2}\right) \mathbf{E}_{t}\left[\left\|w_{k}^{(t+1)}-w_{k}^{\star}\right\|^{2}\right]+\sum_{k=1}^{n} \frac{1}{2 q_{k} \tau_{k}} \mathbf{E}_{t}\left[\left\|w_{k}^{(t+1)}-w_{k}^{(t)}\right\|^{2}\right]+\sum_{k=1}^{n} \frac{1}{q_{k}} \mathbf{E}_{t}\left[\widetilde{P}_{k}\left(w_{k}^{(t+1)}\right)\right] \\
& +\frac{1}{m}\left\langle X\left(w^{(t)}-w^{\star}\right), \alpha^{(t)}-\alpha^{\star}\right\rangle+\sum_{k=1}^{n} \frac{1}{q_{k}} \mathbf{E}_{t}\left[\left\langle w_{k}^{(t+1)}-w_{k}^{(t)}, v_{k}^{(t+1)}-\frac{1}{m}\left(X_{: k}\right)^{T} \alpha^{\star}\right\rangle\right] .
\end{aligned}
$$

Based on Lemma 6 and Lemma 7, we can prove the following proposition. The proof is very similar to that of Proposition 3, thus we omit the details here.

Proposition 4 The t-th iteration within the s-th stage of Algorithm 7 guarantees

$$
\begin{align*}
& \sum_{k=1}^{n}\left(\frac{1}{q_{k}}-1\right) \widetilde{P}_{k}\left(w_{k}^{(t)}\right)-\sum_{i=1}^{m}\left(\frac{1}{p_{i}}-1\right) \widetilde{D}_{i}\left(\alpha_{i}^{(t)}\right) \\
+ & \sum_{i=1}^{m} \frac{1}{m}\left[\frac{1}{p_{i}}\left(\frac{1}{2 \sigma_{i}}+\frac{\gamma_{i}}{2}\right)-\frac{\gamma_{i}}{2}+\sum_{k=1}^{n} \frac{3 \tau_{k}\left\|X_{i k}\right\|^{2}}{m p_{i}}\right]\left\|\alpha_{i}^{(t)}-\alpha_{i}^{\star}\right\|^{2}+\sum_{i=1}^{m} \sum_{k=1}^{n} \frac{2 \tau_{k}\left\|X_{i k}\right\|^{2}}{m^{2} p_{i}}\left\|\bar{\alpha}_{i}^{(s)}-\alpha_{i}^{\star}\right\|^{2} \\
+ & \sum_{k=1}^{n}\left[\frac{1}{q_{k}}\left(\frac{1}{2 \tau_{k}}+\frac{\lambda}{2}\right)-\frac{\lambda}{2}+\sum_{i=1}^{m} \frac{3 \sigma_{i}\left\|X_{i k}\right\|^{2}}{m q_{k}}\right]\left\|w_{k}^{(t)}-w_{k}^{\star}\right\|^{2}+\sum_{i=1}^{m} \sum_{k=1}^{n} \frac{2 \sigma_{i}\left\|X_{i k}\right\|^{2}}{m q_{k}}\left\|\bar{w}_{k}^{(s)}-w_{k}^{\star}\right\|^{2} \\
\geq & \sum_{k=1}^{n} \frac{1}{q_{k}} \mathbf{E}_{t}\left[\widetilde{P}_{k}\left(w_{k}^{(t+1)}\right)\right]-\sum_{i=1}^{m} \frac{1}{p_{i}} \mathbf{E}_{t}\left[\widetilde{D}_{i}\left(\alpha_{i}^{(t+1)}\right)\right] \\
+ & \sum_{i=1}^{m} \frac{1}{m p_{i}}\left(\frac{1}{2 \sigma_{i}}+\frac{\gamma_{i}}{2}\right) \mathbf{E}_{t}\left[\left\|\alpha_{i}^{(t+1)}-\alpha_{i}^{\star}\right\|^{2}\right]+\sum_{k=1}^{n} \frac{1}{q_{k}}\left(\frac{1}{2 \tau_{k}}+\frac{\lambda}{2}\right) \mathbf{E}_{t}\left[\left\|w_{k}^{(t+1)}-w_{k}^{\star}\right\|^{2}\right] . \tag{B.2.7}
\end{align*}
$$

Now we proceed to prove Theorem 6.3.2 Let $\theta \in(0,1)$ be a parameter to be determined later, and let $\Gamma$ and $\eta$ be two constants such that

$$
\begin{align*}
\Gamma & \geq \max _{i, k}\left\{\frac{1}{p_{i}}\left(1+\frac{6 \Lambda}{\theta q_{k} \lambda \gamma_{i}}\right), \frac{1}{q_{k}}\left(1+\frac{6 n \Lambda}{\theta p_{i} m \lambda \gamma_{i}}\right)\right\}  \tag{B.2.8}\\
\eta & =1-\frac{1-\theta}{\Gamma} . \tag{B.2.9}
\end{align*}
$$

It is easy to check that $\Gamma>1$ and $\eta \in(0,1)$. The choices of $\sigma_{i}$ and $\tau_{k}$ in (6.3.14) and (6.3.15) satisfy

$$
\begin{align*}
\frac{1}{p_{i}}\left(\frac{1}{2}+\frac{1}{2 \sigma_{i} \gamma_{i}}\right) & =\frac{\Gamma}{2},  \tag{B.2.10}\\
\frac{1}{q_{k}}\left(\frac{1}{2}+\frac{1}{2 \tau_{k} \lambda}\right) & =\frac{\Gamma}{2}, \quad k=1, \ldots, n \tag{B.2.11}
\end{align*}
$$

Comparing them with the definition of $\Gamma$ in B.2.8, and using the assumption $\Lambda \geq\left\|X_{i k}\right\|_{F}^{2} \geq$ $\left\|X_{i k}\right\|^{2}$, we get

$$
\frac{6\left\|X_{i k}\right\|^{2}}{\theta q_{k} \lambda \gamma_{i}} \leq \frac{6 \Lambda}{\theta q_{k} \lambda \gamma_{i}} \leq \frac{1}{\sigma_{i} \gamma_{i}} \quad \text { and } \quad \frac{6 n\left\|X_{i k}\right\|^{2}}{\theta p_{i} m \lambda \gamma_{i}} \leq \frac{6 n \Lambda}{\theta p_{i} m \lambda \gamma_{i}} \leq \frac{1}{\tau_{k} \lambda}
$$

which implies

$$
\frac{3 \sigma_{i}\left\|X_{i k}\right\|^{2}}{q_{k}} \leq \theta \frac{\lambda}{2} \quad \text { and } \quad \frac{3 n \tau_{k}\left\|X_{i k}\right\|^{2}}{m p_{i}} \leq \theta \frac{\gamma_{i}}{2}
$$

for all $i=1, \ldots, m$ and $k=1, \ldots, n$. Therefore, we have

$$
\begin{align*}
& \sum_{k=1}^{n} \frac{3 \tau_{k}\left\|X_{i k}\right\|^{2}}{m p_{i}}=\frac{1}{n} \sum_{k=1}^{n} \frac{3 n \tau_{k}\left\|X_{i k}\right\|^{2}}{m p_{i}} \leq \theta \frac{\gamma_{i}}{2}, \quad i=1, \ldots, m  \tag{B.2.12}\\
& \sum_{i=1}^{m} \frac{3 \sigma_{i}\left\|X_{i k}\right\|^{2}}{m q_{k}}=\frac{1}{m} \sum_{i=1}^{m} \frac{3 \sigma_{i}\left\|X_{i k}\right\|^{2}}{q_{k}} \leq \theta \frac{\lambda}{2}, \quad k=1, \ldots, n . \tag{B.2.13}
\end{align*}
$$

Now we consider the inequality (B.2.7), and examine the ratio between the coefficients of $\left\|\alpha_{i}^{(t)}-\alpha_{i}^{\star}\right\|^{2}$ and $\mathbf{E}_{t}\left[\left\|\alpha_{i}^{(t+1)}-\alpha_{i}^{\star}\right\|^{2}\right]$. Using B.2.12 and B.2.10, we have

$$
\begin{equation*}
\frac{\frac{1}{p_{i}}\left(\frac{1}{2 \sigma_{i}}+\frac{\gamma_{i}}{2}\right)-\frac{\gamma_{i}}{2}+\sum_{k=1}^{n} \frac{3 \tau_{k}\left\|X_{i k}\right\|^{2}}{m p_{i}}}{\frac{1}{p_{i}}\left(\frac{1}{2 \sigma_{i}}+\frac{\gamma_{i}}{2}\right)} \leq 1-\frac{(1-\theta) \frac{\gamma_{i}}{2}}{\frac{1}{p_{i}}\left(\frac{1}{2 \sigma_{i}}+\frac{\gamma_{i}}{2}\right)}=1-\frac{1-\theta}{\Gamma}=\eta . \tag{B.2.14}
\end{equation*}
$$

Similarly, the ratio between the coefficients of $\left\|w_{k}^{(t)}-w_{k}^{\star}\right\|^{2}$ and $\mathbf{E}_{t}\left[\left\|w_{k}^{(t+1)}-w_{k}^{\star}\right\|^{2}\right]$ can be bounded using ( $\bar{B} .2 .13$ ) and ( $\bar{B} .2 .11$ ):

$$
\begin{equation*}
\frac{\frac{1}{q_{k}}\left(\frac{1}{2 \tau_{k}}+\frac{\lambda}{2}\right)-\frac{\lambda}{2}+\sum_{i=1}^{m} \frac{3 \sigma_{i}\left\|X_{i k}\right\|^{2}}{m q_{k}}}{\frac{1}{q_{k}}\left(\frac{1}{2 \tau_{k}}+\frac{\lambda}{2}\right)} \leq 1-\frac{(1-\theta) \frac{\lambda}{2}}{\frac{1}{q_{k}}\left(\frac{1}{2 \tau_{k}}+\frac{\lambda}{2}\right)}=1-\frac{1-\theta}{\Gamma}=\eta \tag{B.2.15}
\end{equation*}
$$

In addition, the ratio between the coefficients of $\left\|\bar{\alpha}_{i}^{(s)}-\alpha_{i}^{\star}\right\|^{2}$ and $\mathbf{E}_{t}\left[\left\|\alpha_{i}^{(t+1)}-\alpha_{i}^{\star}\right\|^{2}\right]$ and that of $\left\|\bar{w}_{k}^{(s)}-w_{k}^{\star}\right\|^{2}$ and $\mathbf{E}_{t}\left[\left\|w_{k}^{(t+1)}-w_{k}^{\star}\right\|^{2}\right]$ can be bounded as

$$
\begin{align*}
& \frac{\sum_{k=1}^{n} \frac{2 \tau_{k}\left\|X_{i k}\right\|^{2}}{m p_{i}}}{\frac{1}{p_{i}\left(\frac{1}{2 \sigma_{i}}+\frac{\gamma_{i}}{2}\right)} \leq \frac{(2 / 3) \theta \frac{\gamma_{i}}{2}}{\frac{1}{p_{i}}\left(\frac{1}{2 \sigma_{i}}+\frac{\gamma_{i}}{2}\right)}=\frac{(2 / 3) \theta}{\Gamma}=\frac{2 \theta(1-\eta)}{3(1-\theta)}} \begin{array}{l}
\frac{\sum_{i=1}^{m} \frac{2 \sigma_{i}\left\|X_{i k}\right\|^{2}}{m q_{k}}}{\frac{1}{q_{k}}\left(\frac{1}{2 \tau_{k}}+\frac{\lambda}{2}\right)} \leq \frac{(2 / 3) \theta \frac{\lambda}{2}}{\frac{1}{q_{k}}\left(\frac{1}{2 \tau_{k}}+\frac{\lambda}{2}\right)}=\frac{(2 / 3) \theta}{\Gamma}=\frac{2 \theta(1-\eta)}{3(1-\theta)}
\end{array} . . \begin{array}{l}
\end{array} . \tag{B.2.16}
\end{align*}
$$

Also, the ratios between the coefficients of $\widetilde{P}_{k}\left(w_{k}^{(t)}\right)$ and $\mathbf{E}_{t}\left[\widetilde{P}_{k}\left(w_{k}^{(t+1)}\right)\right]$ is $1-q_{k}$, and that of $\widetilde{D}_{k}\left(\alpha_{i}^{(t)}\right)$ and $\mathbf{E}_{t}\left[\widetilde{D}_{i}\left(\alpha_{i}^{(t+1)}\right)\right]$ is $1-p_{i}$. From the definition of $\Gamma$ and $\eta$ in B.2.8) and B.2.9, we have

$$
\begin{equation*}
1-p_{i} \leq \eta \quad \text { for } \quad i=1, \ldots, m, \quad \text { and } \quad 1-q_{k} \leq \eta \quad \text { for } \quad k=1, \ldots, n \tag{B.2.18}
\end{equation*}
$$

Using the relations in (B.2.10) and (B.2.11) and the inequalities (B.2.14), (B.2.15), B.2.16), (B.2.17) and B.2.18), we conclude that the inequality (B.2.7) implies

$$
\begin{aligned}
& \eta\left(\sum_{k=1}^{n} \frac{1}{q_{k}} \widetilde{P}_{k}\left(w_{k}^{(t)}\right)-\sum_{i=1}^{m} \frac{1}{p_{i}} \widetilde{D}_{i}\left(\alpha_{i}^{(t)}\right)\right)+\eta\left(\sum_{i=1}^{m} \frac{\Gamma \gamma_{i}}{2 m}\left\|\alpha_{i}^{(t)}-\alpha_{i}^{\star}\right\|^{2}+\sum_{k=1}^{n} \frac{\Gamma \lambda}{2}\left\|w_{k}^{(t)}-w_{k}^{\star}\right\|^{2}\right) \\
& +\frac{2 \theta(1-\eta)}{3(1-\theta)}\left(\sum_{i=1}^{m} \frac{\Gamma \gamma_{i}}{2 m}\left\|\bar{\alpha}_{i}^{(s)}-\alpha_{i}^{\star}\right\|^{2} \sum_{k=1}^{n} \frac{\Gamma \lambda}{2}\left\|\bar{w}_{k}^{(s)}-w_{k}^{\star}\right\|^{2}\right) \\
\geq & \sum_{k=1}^{n} \frac{1}{q_{k}} \mathbf{E}_{t}\left[\widetilde{P}_{k}\left(w_{k}^{(t+1)}\right)\right]-\sum_{i=1}^{m} \frac{1}{p_{i}} \mathbf{E}_{t}\left[\widetilde{D}_{i}\left(\alpha_{i}^{(t+1)}\right)\right] \\
& +\sum_{i=1}^{m} \frac{\Gamma \gamma_{i}}{2 m} \mathbf{E}_{t}\left[\left\|\alpha_{i}^{(t+1)}-\alpha_{i}^{\star}\right\|^{2}\right]+\sum_{k=1}^{n} \frac{\Gamma \lambda}{2} \mathbf{E}_{t}\left[\left\|w_{k}^{(t+1)}-w_{k}^{\star}\right\|^{2}\right]
\end{aligned}
$$

which is equivalent to

$$
\begin{aligned}
& \eta\left(\sum_{k=1}^{n} \frac{1}{q_{k}} \widetilde{P}_{k}\left(w_{k}^{(t)}\right)-\sum_{i=1}^{m} \frac{1}{p_{i}} \widetilde{D}_{i}\left(\alpha_{i}^{(t)}\right)+\frac{\Gamma \lambda}{2}\left\|w^{(t)}-w^{\star}\right\|^{2}+\frac{1}{m} \sum_{i=1}^{m} \frac{\Gamma \gamma_{i}}{2}\left\|\alpha_{i}^{(t)}-\alpha_{i}^{\star}\right\|^{2}\right) \\
& +\frac{2 \theta(1-\eta)}{3(1-\theta)}\left(\frac{\Gamma \lambda}{2}\left\|\bar{w}^{(s)}-w^{\star}\right\|^{2}+\frac{1}{m} \sum_{i=1}^{m} \frac{\Gamma \gamma_{i}}{2}\left\|\bar{\alpha}_{i}^{(s)}-\alpha_{i}^{\star}\right\|^{2}\right) \\
\geq & \mathbf{E}_{t}\left[\sum_{k=1}^{n} \frac{1}{q_{k}} \widetilde{P}_{k}\left(w_{k}^{(t+1)}\right)-\sum_{i=1}^{m} \frac{1}{p_{i}} \widetilde{D}_{i}\left(\alpha_{i}^{(t+1)}\right)+\frac{\Gamma \lambda}{2}\left\|w^{(t+1)}-w^{\star}\right\|^{2}+\frac{1}{m} \sum_{i=1}^{m} \frac{\Gamma \gamma_{i}}{2}\left\|\alpha_{i}^{(t+1)}-\alpha_{i}^{\star}\right\|^{2}\right] .
\end{aligned}
$$

To simplify further derivation, we define

$$
\begin{aligned}
\Delta^{(t)} & =\sum_{k=1}^{n} \frac{1}{q_{k}} \widetilde{P}_{k}\left(w_{k}^{(t)}\right)-\sum_{i=1}^{m} \frac{1}{p_{i}} \widetilde{D}_{i}\left(\alpha_{i}^{(t)}\right)+\frac{\Gamma \lambda}{2}\left\|w^{(t)}-w^{\star}\right\|^{2}+\frac{1}{m} \sum_{i=1}^{m} \frac{\Gamma \gamma_{i}}{2}\left\|\alpha_{i}^{(t)}-\alpha_{i}^{\star}\right\|^{2}, \\
\bar{\Delta}^{(s)} & =\sum_{k=1}^{n} \frac{1}{q_{k}} \widetilde{P}_{k}\left(\bar{w}_{k}^{(s)}\right)-\sum_{i=1}^{m} \frac{1}{p_{i}} \widetilde{D}_{i}\left(\bar{\alpha}_{i}^{(s)}\right)+\frac{\Gamma \lambda}{2}\left\|\bar{w}^{(s)}-w^{\star}\right\|^{2}+\frac{1}{m} \sum_{i=1}^{m} \frac{\Gamma \gamma_{i}}{2}\left\|\bar{\alpha}_{i}^{(s)}-\alpha_{i}^{\star}\right\|^{2} .
\end{aligned}
$$

Using the facts that $\widetilde{P}_{k}\left(\bar{w}_{k}^{(s)}\right) \geq 0$ and $-\widetilde{D}_{i}\left(\bar{\alpha}_{i}^{(s)}\right) \geq 0$, the inequality B.2.19 implies

$$
\frac{2 \theta(1-\eta)}{3(1-\theta)} \bar{\Delta}^{(s)}+\eta \mathbf{E}\left[\Delta^{(t)}\right] \geq \mathbf{E}\left[\Delta^{(t+1)}\right]
$$

where the expectation is taken with respect to all randomness in the $s$-th stage, that is, the random variables $\left\{\left(j^{(0)}, l^{(0)}\right),\left(j^{(1)}, l^{(1)}\right), \ldots,\left(j^{(M-1)}, l^{(M-1)}\right)\right\}$. Next we choose $\theta=1 / 3$ and follow the same arguments as in the proof for Theorem 6.3.1 to obtain $\mathbf{E}\left[\Delta^{(M)}\right] \leq \frac{2}{3} \Delta^{(0)}$, provided $M \geq \log (3) \Gamma$. This further implies

$$
\begin{equation*}
\mathbf{E}\left[\bar{\Delta}^{(s)}\right] \leq\left(\frac{2}{3}\right)^{s} \bar{\Delta}^{(0)} \tag{B.2.20}
\end{equation*}
$$

From the definition of $\Gamma$ in B.2.8, we have $\frac{1}{q_{k}}<\Gamma$ for $k=1, \ldots, n$ and $\frac{1}{p_{i}}<\Gamma$ for $i=1, \ldots, m$. Therefore,

$$
\begin{align*}
\bar{\Delta}^{(0)} & \leq \Gamma\left(\sum_{k=1}^{n} \widetilde{P}_{k}\left(\bar{w}_{k}^{(0)}\right)-\sum_{i=1}^{m} \widetilde{D}_{i}\left(\bar{\alpha}_{i}^{(0)}\right)+\frac{\lambda}{2}\left\|\bar{w}^{(0)}-w^{\star}\right\|^{2}+\frac{1}{m} \sum_{i=1}^{m} \frac{\gamma_{i}}{2}\left\|\bar{\alpha}_{i}^{(0)}-\alpha_{i}^{\star}\right\|^{2}\right) \\
& \leq 2 \Gamma\left(\sum_{k=1}^{n} \widetilde{P}_{k}\left(\bar{w}_{k}^{(0)}\right)-\sum_{i=1}^{m} \widetilde{D}_{i}\left(\bar{\alpha}_{i}^{(0)}\right)\right) \\
& \leq 2 \Gamma\left(P\left(\bar{w}^{(0)}\right)-D\left(\bar{\alpha}^{(0)}\right)\right) \tag{B.2.21}
\end{align*}
$$

where the second inequality used $(\overline{\mathrm{B} .2 .4})$ and the last inequality used $(\overline{\mathrm{B} .2 .5})$. On the other hand, we can also lower bound $\bar{\Delta}^{(s)}$ using $P\left(\bar{w}^{(s)}\right)-D(\mid) \mid$. To this end, we notice that with $\theta=1 / 3$,

$$
\Gamma \geq \max _{i, k}\left\{\frac{1}{p_{i}}\left(1+\frac{18 \Lambda}{q_{k} \lambda \gamma_{i}}\right), \frac{1}{q_{k}}\left(1+\frac{18 n \Lambda}{p_{i} m \lambda \gamma_{i}}\right)\right\} \geq \max _{i, k}\left\{\frac{18 \Lambda}{p_{i} q_{k} \lambda \gamma_{i}}, \frac{18 n \Lambda}{p_{i} q_{k} m \lambda \gamma_{i}}\right\}
$$

Noticing that $\max _{k}\left\{1 / q_{k}\right\} \geq n$ and $n \Lambda \geq\left\|X_{i}:\right\|_{F}^{2}$ for all $i=1, \ldots, m$, we have

$$
\Gamma \geq \max _{i, k}\left\{\frac{18 \Lambda}{q_{k} \lambda \gamma_{i}}\right\} \geq \max _{i}\left\{\frac{18 n \Lambda}{\lambda \gamma_{i}}\right\} \geq \frac{18}{m \lambda} \sum_{i=1}^{m} \frac{n \Lambda}{\gamma_{i}} \geq \frac{18}{m \lambda} \sum_{i=1}^{m} \frac{\left\|X_{i}:\right\|_{F}^{2}}{\gamma_{i}} \geq \frac{18}{m \lambda} \sum_{i=1}^{m} \frac{\left\|X_{i}:\right\|^{2}}{\gamma_{i}}
$$

Moreover, since $\Gamma \geq \max _{k}\left\{\frac{18 \Lambda}{p_{i} q_{k} \lambda \gamma_{i}}\right\} \geq \frac{18 n \Lambda}{p_{i} \lambda \gamma_{i}}$ for all $i$ and $m n \Lambda \geq\|X\|_{F}^{2}$, we have

$$
\begin{aligned}
\frac{1}{m} \sum_{i=1}^{m} \Gamma \gamma_{i}\left\|\bar{\alpha}_{i}^{(s)}-\alpha_{i}^{\star}\right\|^{2} & \geq \frac{1}{m} \sum_{i=1}^{m} \frac{18 n \Lambda}{p_{i} \lambda \gamma_{i}} \gamma_{i}\left\|\bar{\alpha}_{i}^{(s)}-\alpha_{i}^{\star}\right\|^{2}=\frac{18 m n \Lambda}{m^{2} \lambda} \sum_{i=1}^{m} \frac{\left\|\bar{\alpha}_{i}^{(s)}-\alpha_{i}^{\star}\right\|^{2}}{p_{i}} \\
& \geq \frac{18\|X\|_{F}^{2}}{m^{2} \lambda}\left(\sum_{i=1}^{m}\left\|\bar{\alpha}_{i}^{(s)}-\alpha_{i}^{\star}\right\|\right)^{2} \\
& \geq \frac{18\|X\|^{2}}{m^{2} \lambda} \sum_{i=1}^{m}\left\|\bar{\alpha}_{i}^{(s)}-\alpha_{i}^{\star}\right\|^{2}=\frac{18\|X\|^{2}}{m^{2} \lambda}\left\||-| \alpha^{\star}\right\|^{2} .
\end{aligned}
$$

Therefore, from the definition of $\bar{\Delta}^{(s)}$,

$$
\begin{align*}
\bar{\Delta}^{(s)} & =\sum_{k=1}^{n} \frac{1}{q_{k}} \widetilde{P}_{k}\left(\bar{w}_{k}^{(s)}\right)-\sum_{i=1}^{m} \frac{1}{p_{i}} \widetilde{D}_{i}\left(\bar{\alpha}_{i}^{(s)}\right)+\frac{\Gamma \lambda}{2}\left\|\bar{w}^{(s)}-w^{\star}\right\|^{2}+\frac{1}{m} \sum_{i=1}^{m} \frac{\Gamma \gamma_{i}}{2}\left\|\bar{\alpha}_{i}^{(s)}-\alpha_{i}^{\star}\right\|^{2} \\
& \geq \sum_{k=1}^{n} \widetilde{P}_{k}\left(\bar{w}_{k}^{(s)}\right)-\sum_{i=1}^{m} \widetilde{D}_{i}\left(\bar{\alpha}_{i}^{(s)}\right)+\left(\frac{18}{m} \sum_{i=1}^{m} \frac{\left\|X_{i:}\right\|^{2}}{\gamma_{i}}\right)\left\|\bar{w}^{(s)}-w^{\star}\right\|^{2}+\frac{18\|X\|^{2}}{m^{2} \lambda}\left\||-| \alpha^{\star}\right\|^{2} \\
& =L\left(\bar{w}^{(s)}, \alpha^{\star}\right)-L\left(w^{\star}, \mid\right)\left|+\left(\frac{18}{m} \sum_{i=1}^{m} \frac{\left\|X_{i:}\right\|^{2}}{\gamma_{i}}\right)\left\|\bar{w}^{(s)}-w^{\star}\right\|^{2}+\frac{18\|X\|^{2}}{m^{2} \lambda}\left\||-| \alpha^{\star}\right\|^{2}\right. \\
& \geq P\left(\bar{w}^{(s)}\right)-D(\mid) \mid \tag{B.2.22}
\end{align*}
$$

where the last inequality is due to Lemma 5 . Combining $(\bar{B} .2 .20),(\bar{B} .2 .21)$ and $\overline{B .2 .22}$ gives the desired result:

$$
\mathbf{E}\left[P\left(\bar{w}^{(s)}\right)-D(\mid) \mid\right] \leq\left(\frac{2}{3}\right)^{s} 2 \Gamma\left(P\left(\bar{w}^{(0)}\right)-D\left(\bar{\alpha}^{(0)}\right)\right) .
$$

## B. 3 Proof of Theorem 6.4.1

To facilitate the analysis of DSCOVR-SAGA in Algorithm 8, we define two sequences of matrices recursively. The first is $\left\{W^{(t)}\right\}_{t \geq 0}$, where each $W^{(t)} \in \mathbf{R}^{m \times d}$. They are partitioned into $m \times n$ blocks, and we denote each block as $W_{i k}^{(t)} \in \mathbf{R}^{1 \times d_{k}}$. The recursive updates for $W^{(t)}$ are as follows:

$$
\begin{align*}
W^{(0)} & =\mathbf{1}_{m} \otimes\left(w^{(0)}\right)^{T}, \\
W_{i k}^{(t+1)} & =\left\{\begin{array}{ll}
\left(w_{l}^{(t)}\right)^{T} & \text { if } i=j \text { and } k=l, \\
W_{i k}^{(t)} & \text { otherwise, }
\end{array} \quad t=0,1,2, \ldots,\right. \tag{B.3.1}
\end{align*}
$$

where $1_{m}$ denotes the vector of all ones in $\mathbf{R}^{m}$. and $\otimes$ denotes the Kronecker product of two matrices. The second sequence is $\left\{A^{(t)}\right\}_{t \geq 0}$, where each $A^{(t)} \in \mathbf{R}^{N \times n}$. They are partitioned into $m \times n$ blocks, and we denote each block as $A_{i k}^{(t)} \in \mathbf{R}^{N_{i} \times 1}$. The recursive updates for $A^{(t)}$ are as follows:

$$
\begin{align*}
A^{(0)} & =\alpha^{(0)} \otimes \mathbf{1}_{n}^{T}, \\
A_{i k}^{(t+1)} & =\left\{\begin{array}{ll}
\alpha_{j}^{(t)} & \text { if } i=j \text { and } k=l, \\
A_{i k}^{(t)} & \text { otherwise },
\end{array} \quad t=0,1,2, \ldots\right. \tag{B.3.2}
\end{align*}
$$

The matrices $W^{(t)}$ and $A^{(t)}$ consist of most recent values of the primal and dual block coordinates, updated at different times, up to time $t$.

Notice that in Algorithm 8 , the matrices $U^{(t)} \in \mathbf{R}^{N \times n}$ follow the same partitioning as the matrices $A^{(t)}$, and the matrices $V^{(t)} \in \mathbf{R}^{m \times d}$ follow the same partitioning as the matrices $W^{(t)}$. According to the updates of $U^{(t)}, V^{(t)}, \bar{u}^{(t)}$ and $\bar{v}^{(t)}$ in Algorithm 8, we have for each $t \geq 0$,

$$
\begin{aligned}
U_{i k}^{(t)} & =X_{i k}\left(W_{i k}^{(t)}\right)^{T}, \quad i=1, \ldots, m, \quad k=1, \ldots, n, \\
V_{i k}^{(t)} & =\frac{1}{m}\left(A_{i k}^{(t)}\right)^{T} X_{i k}, \quad i=1, \ldots, m, \quad k=1, \ldots, n .
\end{aligned}
$$

Proposition 5 Suppose Assumption 2 holds. The t-th iteration of Algorithm 8 guarantees

$$
\begin{align*}
& \sum_{i=1}^{m} \frac{1}{m}\left[\frac{1}{p_{i}}\left(\frac{1}{2 \sigma_{i}}+\gamma_{i}\right)-\gamma_{i}+\sum_{k=1}^{n} \frac{3 \tau_{k}\left\|X_{i k}\right\|^{2}}{m p_{i}}\right]\left\|\alpha_{i}^{(t)}-\alpha_{i}^{\star}\right\|^{2}+\sum_{i=1}^{m} \sum_{k=1}^{n} \frac{2 \tau_{k}\left\|X_{i k}\right\|^{2}}{m^{2} p_{i}}\left\|A_{i k}^{(t)}-\alpha_{i}^{\star}\right\|^{2} \\
+ & \sum_{k=1}^{n}\left[\frac{1}{q_{k}}\left(\frac{1}{2 \tau_{k}}+\lambda\right)-\lambda+\sum_{i=1}^{m} \frac{3 \sigma_{i}\left\|X_{i k}\right\|^{2}}{m q_{k}}\right]\left\|w_{k}^{(t)}-w_{k}^{\star}\right\|^{2}+\sum_{i=1}^{m} \sum_{k=1}^{n} \frac{2 \sigma_{i}\left\|X_{i k}\right\|^{2}}{m q_{k}}\left\|\left(W_{i k}^{(t)}\right)^{T}-w_{k}^{\star}\right\|^{2} \\
\geq & \sum_{i=1}^{m} \frac{1}{m p_{i}}\left(\frac{1}{2 \sigma_{i}}+\gamma_{i}\right) \mathbf{E}_{t}\left[\left\|\alpha_{i}^{(t+1)}-\alpha_{i}^{\star}\right\|^{2}\right]+\sum_{k=1}^{n} \frac{1}{q_{k}}\left(\frac{1}{2 \tau_{k}}+\lambda\right) \mathbf{E}_{t}\left[\left\|w_{k}^{(t+1)}-w_{k}^{\star}\right\|^{2}\right] \tag{B.3.3}
\end{align*}
$$

Proof: The main differences between Algorithm 7 and Algorithm 8 are the definitions of $u_{j}^{(t+1)}$ and $v_{l}^{(t+1)}$. We start with the inequality B.1.11 and revisit the bounds for the following two quantities:

$$
\mathbf{E}_{t}\left[\left\|u_{i}^{(t+1)}-X_{i:} w^{(t)}\right\|^{2}\right] \quad \text { and } \quad \mathbf{E}_{t}\left[\left\|v_{k}^{(t+1)}-\frac{1}{m}\left(X_{: k}\right)^{T} \alpha^{(t)}\right\|^{2}\right] .
$$

For Algorithm 8, we have

$$
\begin{aligned}
u_{i}^{(t+1)} & =\bar{u}_{i}^{(t)}-\frac{1}{q_{l}} U_{i l}^{(t)}+\frac{1}{q_{l}} X_{i l} w_{l}^{(t)}, \quad i=1, \ldots, m, \\
v_{k}^{(t+1)} & =\bar{v}_{k}^{(t)}-\frac{1}{p_{j}}\left(V_{j k}^{(t)}\right)^{T}+\frac{1}{p_{j}} \frac{1}{m}\left(X_{j k}\right)^{T} \alpha_{j}^{(t)}, \quad k=1, \ldots, n .
\end{aligned}
$$

We can apply the reasoning in (6.4.5) and 6.4.6 to every block coordinate and obtain

$$
\begin{aligned}
\mathbf{E}_{t}\left[u_{i}^{(t+1)}\right] & =X_{i:} w^{(t)}, \quad i=1, \ldots, m \\
\mathbf{E}_{t}\left[v_{k}^{(t+1)}\right] & =\frac{1}{m}\left(X_{: k}\right)^{T} \alpha^{(t)}, \quad k=1, \ldots, n
\end{aligned}
$$

Therefore they satisfy the assumptions in Lemma 3 and Lemma 4, respectively. Moreover, following similar arguments as in (B.1.12) and (B.1.13), we have

$$
\begin{aligned}
\mathbf{E}_{t}\left[\left\|u_{i}^{(t+1)}-X_{i:} w^{(t)}\right\|^{2}\right] & \leq \sum_{k=1}^{n} \frac{2\left\|X_{i k}\right\|^{2}}{q_{k}}\left(\left\|\left(W_{i k}^{(t)}\right)^{T}-w_{k}^{\star}\right\|^{2}+\left\|w_{k}^{(t)}-w_{k}^{\star}\right\|^{2}\right), \\
\mathbf{E}_{t}\left[\left\|v_{k}^{(t+1)}-\frac{1}{m}\left(X_{: k}\right)^{T} \alpha^{(t)}\right\|^{2}\right] & \leq \sum_{i=1}^{m} \frac{2\left\|X_{i k}\right\|^{2}}{m^{2} p_{i}}\left(\left\|\left(A_{i k}^{(t)}\right)^{T}-\alpha_{i}^{\star}\right\|^{2}+\left\|\alpha_{i}^{(t)}-\alpha_{i}^{\star}\right\|^{2}\right) .
\end{aligned}
$$

The rest of the proof are the same as in the proof of Proposition 3 ,
Now we are ready to prove Theorem 6.4.1. By the definition of $W^{(t)}$ in B.3.1 and $A^{(t)}$ in B.3.2), we have

$$
\begin{align*}
\mathbf{E}_{t}\left[\left\|\left(W_{i k}^{(t+1)}\right)^{T}-w_{k}^{\star}\right\|^{2}\right] & =p_{i} q_{k}\left\|w_{k}^{(t)}-w_{k}^{\star}\right\|^{2}+\left(1-p_{i} q_{k}\right)\left\|\left(W_{i k}^{(t)}\right)^{T}-w_{k}^{\star}\right\|^{2},  \tag{B.3.4}\\
\mathbf{E}_{t}\left[\left\|A_{i k}^{(t+1)}-\alpha_{i}^{\star}\right\|^{2}\right] & =p_{i} q_{k}\left\|\alpha_{i}^{(t)}-\alpha_{i}^{\star}\right\|^{2}+\left(1-p_{i} q_{k}\right)\left\|A_{i k}^{(t)}-\alpha_{i}^{\star}\right\|^{2} . \tag{B.3.5}
\end{align*}
$$

For all $i=1, \ldots, m$ and $k=1, \ldots, n$, let

$$
\begin{equation*}
\xi_{i k}=\frac{3 \sigma_{i}\left\|X_{i k}\right\|^{2}}{m p_{i} q_{k}^{2}} \quad \text { and } \quad \zeta_{i k}=\frac{3 \tau_{k}\left\|X_{i k}\right\|^{2}}{m^{2} p_{i}^{2} q_{k}} \tag{B.3.6}
\end{equation*}
$$

We multiply $\left(\overline{\text { B.3.4 }}\right.$ by $\xi_{i k}$ and $(\overline{\text { B.3.5 }})$ by $\zeta_{i k}$ and add them to $(\bar{B} .3 .3)$ to obtain

$$
\begin{align*}
& \sum_{i=1}^{m} \frac{1}{m}\left[\frac{1}{p_{i}}\left(\frac{1}{2 \sigma_{i}}+\gamma_{i}\right)-\gamma_{i}+\sum_{k=1}^{n} \frac{6 \tau_{k}\left\|X_{i k}\right\|^{2}}{m p_{i}}\right]\left\|\alpha_{i}^{(t)}-\alpha_{i}^{\star}\right\|^{2} \\
& +\sum_{k=1}^{n}\left[\frac{1}{q_{k}}\left(\frac{1}{2 \tau_{k}}+\lambda\right)-\lambda+\sum_{i=1}^{m} \frac{6 \sigma_{i}\left\|X_{i k}\right\|^{2}}{m q_{k}}\right]\left\|w_{k}^{(t)}-w_{k}^{\star}\right\|^{2} \\
& +\sum_{i=1}^{m} \sum_{k=1}^{n}\left(1-\frac{1}{3} p_{i} q_{k}\right) \zeta_{i k}\left\|A_{i k}^{(t)}-\alpha_{i}^{\star}\right\|^{2}+\sum_{i=1}^{m} \sum_{k=1}^{n}\left(1-\frac{1}{3} p_{i} q_{k}\right) \xi_{i k}\left\|\left(W_{i k}^{(t)}\right)^{T}-w_{k}^{\star}\right\|^{2} \\
\geq & \sum_{i=1}^{m} \frac{1}{m p_{i}}\left(\frac{1}{2 \sigma_{i}}+\gamma_{i}\right) \mathbf{E}_{t}\left[\left\|\alpha_{i}^{(t+1)}-\alpha_{i}^{\star}\right\|^{2}\right]+\sum_{k=1}^{n} \frac{1}{q_{k}}\left(\frac{1}{2 \tau_{k}}+\lambda\right) \mathbf{E}_{t}\left[\left\|w_{k}^{(t+1)}-w_{k}^{\star}\right\|^{2}\right] \\
& +\sum_{i=1}^{m} \sum_{k=1}^{n} \zeta_{i k} \mathbf{E}_{t}\left[\left\|A_{i k}^{(t+1)}-\alpha_{i}^{\star}\right\|^{2}\right]+\sum_{i=1}^{m} \sum_{k=1}^{n} \xi_{i k} \mathbf{E}_{t}\left[\left\|\left(W_{i k}^{(t+1)}\right)^{T}-w_{k}^{\star}\right\|^{2}\right] . \tag{B.3.7}
\end{align*}
$$

Let $\theta \in(0,1)$ be a parameter to be determined later, and $\Gamma$ be a constant such that

$$
\begin{equation*}
\Gamma \geq \max _{i, k}\left\{\frac{1}{p_{i}}\left(1+\frac{3\left\|X_{i k}\right\|^{2}}{2 \theta q_{k} \lambda \gamma_{i}}\right), \frac{1}{q_{k}}\left(1+\frac{3 n\left\|X_{i k}\right\|^{2}}{2 \theta p_{i} m \lambda \gamma_{i}}\right), \frac{1}{p_{i} q_{k}}\right\} . \tag{B.3.8}
\end{equation*}
$$

The choices of $\sigma_{i}$ in (6.4.8) and $\tau_{k}$ in (6.4.9) satisfy

$$
\begin{equation*}
\frac{1}{p_{i}}\left(1+\frac{1}{2 \sigma_{i} \gamma_{i}}\right)=\frac{1}{q_{k}}\left(1+\frac{1}{2 \tau_{k} \lambda}\right)=\Gamma . \tag{B.3.9}
\end{equation*}
$$

Comparing the above equality with the definition of $\Gamma$ in (B.3.8), we have

$$
\frac{3\left\|X_{i k}\right\|^{2}}{2 \theta q_{k} \lambda \gamma_{i}} \leq \frac{1}{2 \sigma_{i} \gamma_{i}} \quad \text { and } \quad \frac{3 n\left\|X_{i k}\right\|^{2}}{2 \theta p_{i} m \lambda \gamma_{i}} \leq \frac{1}{2 \tau_{k} \lambda}
$$

which implies that

$$
\begin{equation*}
\frac{6 \sigma_{i}\left\|X_{i k}\right\|^{2}}{q_{k}} \leq 2 \theta \lambda \quad \text { and } \quad \frac{6 n \tau_{k}\left\|X_{i k}\right\|^{2}}{m p_{i}} \leq 2 \theta \gamma_{i} \tag{B.3.10}
\end{equation*}
$$

hold for all $i=1, \ldots, m$ and $k=1, \ldots, n$. Therefore, we have

$$
\begin{align*}
& \sum_{k=1}^{n} \frac{6 \tau_{k}\left\|X_{i k}\right\|^{2}}{m p_{i}}=\frac{1}{n} \sum_{k=1}^{n} \frac{6 n \tau_{k}\left\|X_{i k}\right\|^{2}}{m p_{i}} \leq 2 \theta \gamma_{i}, \quad i=1, \ldots, m  \tag{B.3.11}\\
& \sum_{i=1}^{m} \frac{6 \sigma_{i}\left\|X_{i k}\right\|^{2}}{m q_{k}}=\frac{1}{m} \sum_{i=1}^{m} \frac{6 \sigma_{i}\left\|X_{i k}\right\|^{2}}{q_{k}} \leq 2 \theta \lambda, \quad k=1, \ldots, n \tag{B.3.12}
\end{align*}
$$

Now we consider the inequality B.3.7 , and examine the ratio between the coefficients of $\| \alpha_{i}^{(t)}-$ $\alpha_{i}^{\star} \|^{2}$ and $\mathbf{E}_{t}\left[\left\|\alpha_{i}^{(t+1)}-\alpha_{i}^{\star}\right\|^{2}\right]$. Using B.3.11) and B.3.9, we have

$$
\begin{equation*}
\frac{\frac{1}{p_{i}}\left(\frac{1}{2 \sigma_{i}}+\gamma_{i}\right)-\gamma_{i}+\sum_{k=1}^{n} \frac{6 \tau_{k}\left\|X_{i k}\right\|^{2}}{m p_{i}}}{\frac{1}{p_{i}}\left(\frac{1}{2 \sigma_{i}}+\gamma_{i}\right)} \leq 1-\frac{(1-2 \theta) \gamma_{i}}{\frac{1}{p_{i}}\left(\frac{1}{2 \sigma_{i}}+\gamma_{i}\right)}=1-\frac{1-2 \theta}{\Gamma} \tag{B.3.13}
\end{equation*}
$$

Similarly, the ratio between the coefficients of $\left\|w_{k}^{(t)}-w_{k}^{\star}\right\|^{2}$ and $\mathbf{E}_{t}\left[\left\|w_{k}^{(t+1)}-w_{k}^{\star}\right\|^{2}\right]$ can be bounded using ( $\overline{\mathrm{B} .3 .12}$ ) and ( $\overline{\mathrm{B} .3 .9}$ ):

$$
\begin{equation*}
\frac{\frac{1}{q_{k}}\left(\frac{1}{2 \tau_{k}}+\lambda\right)-\lambda+\sum_{i=1}^{m} \frac{6 \sigma_{i}\left\|X_{i k}\right\|^{2}}{m q_{k}}}{\frac{1}{q_{k}}\left(\frac{1}{2 \tau_{k}}+\lambda\right)} \leq 1-\frac{(1-2 \theta) \lambda}{\frac{1}{q_{k}}\left(\frac{1}{2 \tau_{k}}+\lambda\right)}=1-\frac{1-2 \theta}{\Gamma} \tag{B.3.14}
\end{equation*}
$$

We notice that in B.3.7, the ratios between the coefficients of $\zeta_{i k}\left\|A_{i k}^{(t)}-\alpha_{i}^{\star}\right\|^{2}$ and $\zeta_{i k} \mathbf{E}_{t}\left[\left\|A_{i k}^{(t+1)}-\alpha_{i}^{\star}\right\|^{2}\right]$, as well as and that of $\xi_{i k}\left\|\left(W_{i k}^{(t)}\right)^{T}-w_{k}^{\star}\right\|^{2}$ and $\xi_{i k} \mathbf{E}_{t}\left[\left\|\left(W_{i k}^{(t+1)}\right)^{T}-w_{k}^{\star}\right\|^{2}\right]$, are all $1-\frac{1}{3} p_{i} q_{k}$. By definition of $\Gamma$ in B.3.8), we have

$$
\begin{equation*}
1-\frac{1}{3} p_{i} q_{k} \leq 1-\frac{1}{3 \Gamma}, \quad i=1, \ldots, m, \quad k=1, \ldots, n . \tag{B.3.15}
\end{equation*}
$$

We choose $\theta=1 / 3$ so that the ratios in B.3.13 and B.3.14 have the same bound $1-\frac{1}{3 \Gamma}$.

Therefore, it follows from inequality (B.3.7) that

$$
\begin{align*}
& \sum_{i=1}^{m} \frac{\Gamma \gamma_{i}}{m} \mathbf{E}_{t}\left[\left\|\alpha_{i}^{(t+1)}-\alpha_{i}^{\star}\right\|^{2}\right]+\sum_{k=1}^{n} \Gamma \lambda \mathbf{E}_{t}\left[\left\|w_{k}^{(t+1)}-w_{k}^{\star}\right\|^{2}\right] \\
& +\sum_{i=1}^{m} \sum_{k=1}^{n} \zeta_{i k} \mathbf{E}_{t}\left[\left\|A_{i k}^{(t+1)}-\alpha_{i}^{\star}\right\|^{2}\right]+\sum_{i=1}^{m} \sum_{k=1}^{n} \xi_{i k} \mathbf{E}_{t}\left[\left\|\left(W_{i k}^{(t+1)}\right)^{T}-w_{k}^{\star}\right\|^{2}\right] . \\
\leq & \left(1-\frac{1}{3 \Gamma}\right)\left(\sum_{i=1}^{m} \frac{\Gamma \gamma_{i}}{m}\left\|\alpha_{i}^{(t)}-\alpha_{i}^{\star}\right\|^{2}+\sum_{k=1}^{n} \Gamma \lambda\left\|w_{k}^{(t)}-w_{k}^{\star}\right\|^{2}\right. \\
& \left.\quad+\sum_{i=1}^{m} \sum_{k=1}^{n} \zeta_{i k}\left\|A_{i k}^{(t)}-\alpha_{i}^{\star}\right\|^{2}+\sum_{i=1}^{m} \sum_{k=1}^{n} \xi_{i k}\left\|\left(W_{i k}^{(t)}\right)^{T}-w_{k}^{\star}\right\|^{2}\right) . \tag{B.3.16}
\end{align*}
$$

Let's define
$\Delta^{(t)}=\lambda\left\|w^{(t)}-w^{\star}\right\|^{2}+\frac{1}{m} \sum_{i=1}^{m} \gamma_{i}\left\|\alpha_{i}^{(t)}-\alpha_{i}^{\star}\right\|^{2}+\sum_{i=1}^{m} \sum_{k=1}^{n} \frac{\zeta_{i k}}{\Gamma}\left\|A_{i k}^{(t)}-\alpha_{i}^{\star}\right\|^{2}+\sum_{i=1}^{m} \sum_{k=1}^{n} \frac{\xi_{i k}}{\Gamma}\left\|\left(W_{i k}^{(t)}\right)^{T}-w_{k}^{\star}\right\|^{2}$.
Then B.3.16 implies

$$
\begin{equation*}
\mathbf{E}\left[\Delta^{(t)}\right] \leq\left(1-\frac{1}{3 \Gamma}\right)^{t} \Delta^{(0)} \tag{B.3.17}
\end{equation*}
$$

where the expectation is taken with respect to all random variables generated by Algorithm 8 up to iteration $t$.

By the definition of $\xi_{i k}$ in B.3.6, we have

$$
\frac{\xi_{i k}}{\Gamma}=\frac{3 \sigma_{i}\left\|X_{i k}\right\|^{2}}{m p_{i} q_{k}^{2}} \frac{1}{\Gamma} \leq \frac{\theta \lambda}{m p_{i} q_{k}} \frac{1}{\Gamma} \leq \frac{\theta \lambda}{m}=\frac{\lambda}{3 m},
$$

where the first inequality is due to $(\overline{B .3 .10})$ and the second inequality is due to the relation $\Gamma \geq \frac{1}{p_{i} q_{k}}$ from the definition of $\Gamma$ in B.3.8. Similarly, we have

$$
\frac{\zeta_{i k}}{\Gamma}=\frac{3 \tau_{k}\left\|X_{i k}\right\|^{2}}{m^{2} p_{i}^{2} q_{k}} \frac{1}{\Gamma} \leq \frac{\theta \gamma_{i}}{m n p_{i} q_{k}} \frac{1}{\Gamma} \leq \frac{\theta \gamma_{i}}{3 m n}=\frac{\gamma_{i}}{3 m n} .
$$

Moreover, by the construction in (B.3.1) and (B.3.2), we have for $t=0$,

$$
\begin{aligned}
A_{i k}^{(0)} & =\alpha_{i}^{(0)}, \quad \text { for } \quad k=1, \ldots, n \quad \text { and } \quad i=1, \ldots, m \\
\left(W_{i k}^{(0)}\right)^{T} & =w_{k}^{(0)}, \quad \text { for } \quad i=1, \ldots, m \quad \text { and } \quad k=1, \ldots, n .
\end{aligned}
$$

Therefore, the last two terms in the definition of $\Delta^{(0)}$ can be bounded as

$$
\begin{aligned}
& \sum_{i=1}^{m} \sum_{k=1}^{n} \frac{\zeta_{i k}}{\Gamma}\left\|A_{i k}^{(0)}-\alpha_{i}^{\star}\right\|^{2}+\sum_{i=1}^{m} \sum_{k=1}^{n} \frac{\xi_{i k}}{\Gamma}\left\|\left(W_{i k}^{(0)}\right)^{T}-w_{k}^{\star}\right\|^{2} \\
\leq & \sum_{i=1}^{m} \sum_{k=1}^{n} \frac{\gamma_{i}}{3 m n}\left\|\alpha_{i}^{(0)}-\alpha_{i}^{\star}\right\|^{2}+\sum_{i=1}^{m} \sum_{k=1}^{n} \frac{\lambda}{3 m}\left\|w_{k}^{(0)}-w_{k}^{\star}\right\|^{2} \\
= & \frac{1}{3 m} \sum_{i=1}^{m} \gamma_{i}\left\|\alpha_{i}^{(0)}-\alpha_{i}^{\star}\right\|^{2}+\frac{\lambda}{3}\left\|w^{(0)}-w^{\star}\right\|^{2},
\end{aligned}
$$

which implies

$$
\Delta^{(0)} \leq \frac{4}{3}\left(\lambda\left\|w^{(0)}-w^{\star}\right\|^{2}+\frac{1}{m} \sum_{i=1}^{m} \gamma_{i}\left\|\alpha_{i}^{(0)}-\alpha_{i}^{\star}\right\|^{2}\right) .
$$

Finally, combining with B.3.17), we have

$$
\mathbf{E}\left[\Delta^{(t)}\right] \leq\left(1-\frac{1}{3 \Gamma}\right)^{t} \frac{4}{3}\left(\lambda\left\|w^{(0)}-w^{\star}\right\|^{2}+\frac{1}{m} \sum_{i=1}^{m} \gamma_{i}\left\|\alpha_{i}^{(0)}-\alpha_{i}^{\star}\right\|^{2}\right)
$$

which further implies the desired result.

## B. 4 Proof of Theorem 6.5.1

To simplify the presentation, we present the proof for the case $\gamma_{i}=\gamma$ for all $i=1, \ldots, m$. It is straightforward to generalize to the case where the $\gamma_{i}$ 's are different.
Lemma 8 Let $g: \mathbf{R}^{D} \rightarrow \mathbf{R}$ be $\lambda$-strongly convex, and $f_{i}^{*}: \mathbf{R}^{N_{i}} \rightarrow \mathbf{R} \cup\{\infty\}$ be $\gamma$-strongly convex over its domain. Given any $\tilde{w} \in \mathbf{R}^{d}$ and $\tilde{\alpha} \in \mathbf{R}^{N}$, we define the following two functions:

$$
\begin{align*}
L(w, \alpha) & =g(w)+\frac{1}{m} \alpha^{T} X w-\frac{1}{m} \sum_{i=1}^{m} f_{i} *\left(\alpha_{i}\right)  \tag{B.4.1}\\
L_{\delta}(w, \alpha) & =L(w, \alpha)+\frac{\delta \lambda}{2}\|w-\tilde{w}\|^{2}-\frac{\delta \gamma}{2 m}\|\alpha-\tilde{\alpha}\|^{2} \tag{B.4.2}
\end{align*}
$$

Let $\left(w^{\star}, \alpha^{\star}\right)$ and $\left(\tilde{w}^{\star}, \tilde{\alpha}^{\star}\right)$ be the (unique) saddle points of $L(w, \alpha)$ and $L_{\delta}(w, \alpha)$, respectively. Then we have

$$
\begin{align*}
\lambda\left\|\tilde{w}-\tilde{w}^{\star}\right\|^{2}+\frac{\gamma}{m}\left\|\tilde{\alpha}-\tilde{\alpha}^{\star}\right\|^{2} & \leq \lambda\left\|\tilde{w}-w^{\star}\right\|^{2}+\frac{\gamma}{m}\left\|\tilde{\alpha}-\alpha^{\star}\right\|^{2}  \tag{B.4.3}\\
\left(\lambda\left\|\tilde{w}^{\star}-w^{\star}\right\|^{2}+\frac{\gamma}{m}\left\|\tilde{\alpha}^{\star}-\alpha^{\star}\right\|^{2}\right)^{1 / 2} & \leq \frac{\delta}{1+\delta}\left(\lambda\left\|\tilde{w}-w^{\star}\right\|^{2}+\frac{\gamma}{m}\left\|\tilde{\alpha}-\alpha^{\star}\right\|^{2}\right)^{1 / 2} \tag{B.4.4}
\end{align*}
$$

Proof: This lemma can be proved using the theory of monotone operators [e.g., 156, 158], as done by Balamurugan and Bach [12]. Here we give an elementary proof based on first-order optimality conditions.

By assumption, we have

$$
\begin{aligned}
\left(w^{\star}, \alpha^{\star}\right) & =\arg \min _{w} \max _{\alpha} L(w, \alpha), \\
\left(\tilde{w}^{\star}, \tilde{\alpha}^{\star}\right) & =\arg \min _{w} \max _{\alpha} L_{\delta}(w, \alpha) .
\end{aligned}
$$

Optimality conditions for $\left(\tilde{w}^{\star}, \tilde{\alpha}^{\star}\right)$ as a saddle point of $L_{\delta}$ :

$$
\begin{align*}
-\frac{1}{m} X^{T} \tilde{\alpha}^{\star}-\delta \lambda\left(\tilde{w}^{\star}-\tilde{w}\right) & \in \partial g\left(\tilde{w}^{\star}\right)  \tag{B.4.5}\\
X \tilde{w}^{\star}-\delta \gamma\left(\tilde{\alpha}^{\star}-\tilde{\alpha}\right) & \in \partial \sum_{i=1}^{m} f_{i}^{*}\left(\tilde{\alpha}^{\star}\right) . \tag{B.4.6}
\end{align*}
$$

For any $\xi \in \partial g\left(\tilde{w}^{\star}\right)$, it holds that $\xi+\frac{1}{m} X^{T} \alpha^{\star} \in \partial_{w} L\left(\tilde{w}^{\star}, \alpha^{\star}\right)$. Therefore using B.4.5) we have

$$
\frac{1}{m} X^{T}\left(\alpha^{\star}-\tilde{\alpha}^{\star}\right)-\delta \lambda\left(\tilde{w}^{\star}-\tilde{w}\right) \in \partial_{w} L\left(\tilde{w}^{\star}, \alpha^{\star}\right)
$$

Since $L\left(w, \alpha^{\star}\right)$ is strongly convex in $w$ with convexity parameter $\lambda$, we have

$$
\begin{equation*}
L\left(\tilde{w}^{\star}, \alpha^{\star}\right)+\left(\frac{1}{m} X^{T}\left(\alpha^{\star}-\tilde{\alpha}^{\star}\right)-\delta \lambda\left(\tilde{w}^{\star}-\tilde{w}\right)\right)^{T}\left(w^{\star}-\tilde{w}^{\star}\right)+\frac{\lambda}{2}\left\|\tilde{w}^{\star}-w^{\star}\right\|^{2} \leq L\left(w^{\star}, \alpha^{\star}\right) \tag{B.4.7}
\end{equation*}
$$

Similarly, we have

$$
\frac{1}{m} X^{T}\left(\tilde{w}^{\star}-w^{\star}\right)-\frac{\delta \gamma}{m}\left(\tilde{\alpha}^{\star}-\tilde{\alpha}\right) \in \partial_{\alpha}\left(-L\left(w^{\star}, \tilde{\alpha}^{\star}\right)\right),
$$

and since $-L\left(w^{\star}, \alpha\right)$ is strongly convex in $\alpha$ with convexity parameter $\frac{\gamma}{m}$, we have

$$
\begin{equation*}
-L\left(w^{\star}, \tilde{\alpha}^{\star}\right)+\left(\frac{1}{m} X^{T}\left(\tilde{w}^{\star}-w^{\star}\right)-\frac{\delta \gamma}{m}\left(\tilde{\alpha}^{\star}-\tilde{\alpha}\right)\right)^{T}\left(\alpha^{\star}-\tilde{\alpha}^{\star}\right)+\frac{\gamma}{2 m}\left\|\tilde{\alpha}^{\star}-\alpha^{\star}\right\|^{2} \leq-L\left(w^{\star}, \alpha^{\star}\right) \tag{B.4.8}
\end{equation*}
$$

Adding inequalities $\overline{\mathrm{B} .4 .7}$ ) and B .4 .8 together gives

$$
\begin{aligned}
& L\left(\tilde{w}^{\star}, \alpha^{\star}\right)-L\left(w^{\star}, \tilde{\alpha}^{\star}\right) \\
+ & \delta \lambda\left(\tilde{w}^{\star}-\tilde{w}\right)^{T}\left(\tilde{w}^{\star}-w^{\star}\right)+\frac{\delta \gamma}{m}\left(\tilde{\alpha}^{\star}-\tilde{\alpha}\right)^{T}\left(\tilde{\alpha}^{\star}-\alpha^{\star}\right)+\frac{\lambda}{2}\left\|\tilde{w}^{\star}-w^{\star}\right\|^{2}+\frac{\gamma}{2 m}\left\|\tilde{\alpha}^{\star}-\alpha^{\star}\right\|^{2} \leq 0 .
\end{aligned}
$$

Combining with the inequality

$$
L\left(\tilde{w}^{\star}, \alpha^{\star}\right)-L\left(w^{\star}, \tilde{\alpha}^{\star}\right) \geq \frac{\lambda}{2}\left\|\tilde{w}^{\star}-w^{\star}\right\|^{2}+\frac{\gamma}{2 m}\left\|\tilde{\alpha}^{\star}-\alpha^{\star}\right\|^{2},
$$

we obtain

$$
\begin{equation*}
\lambda\left\|\tilde{w}^{\star}-w^{\star}\right\|^{2}+\frac{\gamma}{m}\left\|\tilde{\alpha}^{\star}-\alpha^{\star}\right\|^{2}+\delta \lambda\left(\tilde{w}^{\star}-\tilde{w}\right)^{T}\left(\tilde{w}^{\star}-w^{\star}\right)+\frac{\delta \gamma}{m}\left(\tilde{\alpha}^{\star}-\tilde{\alpha}\right)^{T}\left(\tilde{\alpha}^{\star}-\alpha^{\star}\right) \leq 0 . \tag{B.4.9}
\end{equation*}
$$

Proof of the first claim. We can drop the nonnegative terms on the left-hand side of (B.4.9) to obtain

$$
\lambda\left(\tilde{w}^{\star}-\tilde{w}\right)^{T}\left(\tilde{w}^{\star}-w^{\star}\right)+\frac{\gamma}{m}\left(\tilde{\alpha}^{\star}-\tilde{\alpha}\right)^{T}\left(\tilde{\alpha}^{\star}-\alpha^{\star}\right) \leq 0 .
$$

The two inner product terms on the left-hand side of the inequality above can be expanded as follows:

$$
\begin{aligned}
\left(\tilde{w}^{\star}-\tilde{w}\right)^{T}\left(\tilde{w}^{\star}-w^{\star}\right) & =\left(\tilde{w}^{\star}-\tilde{w}\right)^{T}\left(\tilde{w}^{\star}-\tilde{w}+\tilde{w}-w^{\star}\right)\left\|\tilde{w}^{\star}-\tilde{w}\right\|^{2}+\left(\tilde{w}^{\star}-\tilde{w}\right)^{T}\left(\tilde{w}-w^{\star}\right), \\
\left(\tilde{\alpha}^{\star}-\tilde{\alpha}\right)^{T}\left(\tilde{\alpha}^{\star}-\alpha^{\star}\right) & =\left(\tilde{\alpha}^{\star}-\tilde{\alpha}\right)^{T}\left(\tilde{\alpha}^{\star}-\tilde{\alpha}+\tilde{\alpha}-\alpha^{\star}\right)=\left\|\tilde{\alpha}^{\star}-\tilde{\alpha}\right\|^{2}+\left(\tilde{\alpha}^{\star}-\tilde{\alpha}\right)^{T}\left(\tilde{\alpha}-\alpha^{\star}\right) .
\end{aligned}
$$

Combining them with the last inequality, we have

$$
\begin{aligned}
\lambda\left\|\tilde{w}^{\star}-\tilde{w}\right\|^{2}+\frac{\gamma}{m}\left\|\tilde{\alpha}^{\star}-\tilde{\alpha}\right\|^{2} & \leq-\lambda\left(\tilde{w}^{\star}-\tilde{w}\right)^{T}\left(\tilde{w}-w^{\star}\right)-\frac{\gamma}{m}\left(\tilde{\alpha}^{\star}-\tilde{\alpha}\right)^{T}\left(\tilde{\alpha}-\alpha^{\star}\right) \\
& \leq \frac{\lambda}{2}\left(\left\|\tilde{w}^{\star}-\tilde{w}\right\|^{2}+\left\|\tilde{w}-w^{\star}\right\|^{2}\right)+\frac{\gamma}{2 m}\left(\left\|\tilde{\alpha}^{\star}-\tilde{\alpha}\right\|^{2}+\left\|\tilde{\alpha}-\alpha^{\star}\right\|^{2}\right),
\end{aligned}
$$

which implies

$$
\frac{\lambda}{2}\left\|\tilde{w}^{\star}-\tilde{w}\right\|^{2}+\frac{\gamma}{2 m}\left\|\tilde{\alpha}^{\star}-\tilde{\alpha}\right\|^{2} \leq \frac{\lambda}{2}\left\|\tilde{w}-w^{\star}\right\|^{2}+\frac{\gamma}{2 m}\left\|\tilde{\alpha}-\alpha^{\star}\right\|^{2} .
$$

Proof of the second claim. We expand the two inner product terms in (B.4.9) as follows:

$$
\begin{aligned}
\left(\tilde{w}^{\star}-\tilde{w}\right)^{T}\left(\tilde{w}^{\star}-w^{\star}\right) & =\left(\tilde{w}^{\star}-w^{\star}+w^{\star}-\tilde{w}\right)^{T}\left(\tilde{w}^{\star}-w^{\star}\right)=\left\|\tilde{w}^{\star}-w^{\star}\right\|^{2}+\left(w^{\star}-\tilde{w}\right)^{T}\left(\tilde{w}^{\star}-w^{\star}\right), \\
\left(\tilde{\alpha}^{\star}-\tilde{\alpha}\right)^{T}\left(\tilde{\alpha}^{\star}-\alpha^{\star}\right) & =\left(\tilde{\alpha}^{\star}-\alpha^{\star}+\alpha^{\star}-\tilde{\alpha}\right)^{T}\left(\tilde{\alpha}^{\star}-\alpha^{\star}\right)=\left\|\tilde{\alpha}^{\star}-\alpha^{\star}\right\|^{2}+\left(\alpha^{\star}-\tilde{\alpha}\right)^{T}\left(\tilde{\alpha}^{\star}-\alpha^{\star}\right) .
\end{aligned}
$$

Then (B.4.9) becomes

$$
\begin{aligned}
& (1+\delta) \lambda\left\|\tilde{w}^{\star}-w^{\star}\right\|^{2}+(1+\delta) \frac{\Gamma}{m}\left\|\tilde{w}^{\star}-w^{\star}\right\|^{2} \\
\leq & \delta \lambda\left(\tilde{w}-w^{\star}\right)^{T}\left(\tilde{w}^{\star}-w^{\star}\right)+\frac{\delta \gamma}{m}\left(\tilde{\alpha}-\alpha^{\star}\right)^{T}\left(\tilde{\alpha}^{\star}-\alpha^{\star}\right) \\
\leq & \delta\left(\lambda\left\|\tilde{w}-w^{\star}\right\|^{2}+\frac{\gamma}{m}\left\|\tilde{\alpha}-\alpha^{\star}\right\|^{2}\right)^{1 / 2}\left(\lambda\left\|\tilde{w}^{\star}-w^{\star}\right\|^{2}+\frac{\gamma}{m}\left\|\tilde{\alpha}^{\star}-\alpha^{\star}\right\|^{2}\right)^{1 / 2}
\end{aligned}
$$

where in the second inequality we used the Cauchy-Schwarz inequality. Therefore we have

$$
\left(\lambda\left\|\tilde{w}^{\star}-w^{\star}\right\|^{2}+\frac{\gamma}{m}\left\|\tilde{\alpha}^{\star}-\alpha^{\star}\right\|^{2}\right)^{1 / 2} \leq \frac{\delta}{1+\delta}\left(\lambda\left\|\tilde{w}-w^{\star}\right\|^{2}+\frac{\gamma}{m}\left\|\tilde{\alpha}-\alpha^{\star}\right\|^{2}\right)^{1 / 2}
$$

which is the desired result.
To simplify notations in the rest of the proof, we let $z=(w, \alpha)$ and define

$$
\|z\|=\left(\lambda\|w\|^{2}+\frac{\gamma}{m}\|\alpha\|^{2}\right)^{1 / 2} .
$$

The results of Lemma 8 can be written as

$$
\begin{align*}
\left\|\tilde{z}-\tilde{z}^{\star}\right\| & \leq\left\|\tilde{z}-z^{\star}\right\|,  \tag{B.4.10}\\
\left\|\tilde{z}^{\star}-z^{\star}\right\| & \leq \frac{\delta}{1+\delta}\left\|\tilde{z}-z^{\star}\right\| \tag{B.4.11}
\end{align*}
$$

Next consider the convergence of Algorithm 9, and follow the proof ideas in Balamurugan and Bach [12, Section D.3].

If we use DSCOVR-SVRG (option 1) in each round of Algorithm 9, then Algorithm 7 is called with initial point $\tilde{z}^{(r)}=\left(\tilde{w}^{(r)}, \tilde{\alpha}^{(r)}\right)$ and after $S$ stages, it outputs $\tilde{z}^{(r+1)}$ as an approximate saddle point of $L_{\delta}^{(r)}(w, \alpha)$, which is defined in 6.5.1). Then Theorem 6.3.1 implies

$$
\begin{equation*}
\mathbf{E}\left[\left\|\tilde{z}^{(r+1)}-\tilde{z}^{\star(r)}\right\|^{2}\right] \leq\left(\frac{2}{3}\right)^{S} \mathbf{E}\left[\left\|\tilde{z}^{(r)}-\tilde{z}^{\star(r)}\right\|^{2}\right] \tag{B.4.12}
\end{equation*}
$$

where $\tilde{z}^{\star(r)}$ denotes the unique saddle point of $L_{\delta}^{(r)}(w, \alpha)$. By Minkowski's inequality, we have

$$
\left(\mathbf{E}\left[\left\|\tilde{z}^{(r+1)}-z^{\star}\right\|^{2}\right]\right)^{1 / 2} \leq\left(\mathbf{E}\left[\left\|\tilde{z}^{(r+1)}-\tilde{z}^{\star(r)}\right\|^{2}\right]\right)^{1 / 2}+\left(\mathbf{E}\left[\left\|\tilde{z}^{\star(r)}-z^{\star}\right\|^{2}\right]\right)^{1 / 2}
$$

where $z^{\star}$ is the unique saddle point of $L(w, \alpha)$. Using B.4.12), B.4.10) and B.4.11), we obtain

$$
\begin{align*}
\left(\mathbf{E}\left[\left\|\tilde{z}^{(r+1)}-z^{\star}\right\|^{2}\right]\right)^{1 / 2} & \leq\left(\frac{2}{3}\right)^{S / 2}\left(\mathbf{E}\left[\left\|\tilde{z}^{(r)}-\tilde{z}^{\star(r)}\right\|^{2}\right]\right)^{1 / 2}+\left(\mathbf{E}\left[\left\|\tilde{z}^{\star(r)}-z^{\star}\right\|^{2}\right]\right)^{1 / 2} \\
& \leq\left(\frac{2}{3}\right)^{S / 2}\left(\mathbf{E}\left[\left\|\tilde{z}^{(r)}-z^{\star}\right\|^{2}\right]\right)^{1 / 2}+\frac{\delta}{1+\delta}\left(\mathbf{E}\left[\left\|\tilde{z}^{(r)}-z^{\star}\right\|^{2}\right]\right)^{1 / 2} \\
& =\left[\left(\frac{2}{3}\right)^{S / 2}+\frac{\delta}{1+\delta}\right]\left(\mathbf{E}\left[\left\|\tilde{z}^{(r)}-z^{\star}\right\|^{2}\right]\right)^{1 / 2} \tag{B.4.13}
\end{align*}
$$

Therefore, if $S \geq \frac{2 \log (2(1+\delta))}{\log (3 / 2)}$, we have

$$
\left(\frac{2}{3}\right)^{S / 2}+\frac{\delta}{1+\delta} \leq \frac{1}{2(1+\delta)}+\frac{\delta}{1+\delta}=\frac{1+2 \delta}{2(1+\delta)}=1-\frac{1}{2(1+\delta)}
$$

which implies

$$
\begin{equation*}
\mathbf{E}\left[\left\|\tilde{z}^{(r+1)}-z^{\star}\right\|^{2}\right] \leq\left(1-\frac{1}{2(1+\delta)}\right)^{2} \mathbf{E}\left[\left\|\tilde{z}^{(r)}-z^{\star}\right\|^{2}\right] \tag{B.4.14}
\end{equation*}
$$

If we use DISCOVR-SAGA (option 2) in Algorithm 9 , then Algorithm 8 is called with initial point $\tilde{z}^{(r)}=\left(\tilde{w}^{(r)}, \tilde{\alpha}^{(r)}\right)$ and after $M$ steps, it outputs $\tilde{z}^{(r+1)}$ as an approximate saddle point of $L_{\delta}^{(r)}(w, \alpha)$. Then Theorem 6.4.1 implies

$$
\mathbf{E}\left[\left\|\tilde{z}^{(r+1)}-\tilde{z}^{\star(r)}\right\|^{2}\right] \leq \frac{4}{3}\left(1-\frac{1}{3 \Gamma_{\delta}}\right)^{M} \mathbf{E}\left[\left\|\tilde{z}^{(r)}-\tilde{z}^{\star(r)}\right\|^{2}\right] .
$$

Using similar arguments as in (B.4.13), we have

$$
\left(\mathbf{E}\left[\left\|\tilde{z}^{(r+1)}-z^{\star}\right\|\right]^{2}\right)^{1 / 2} \leq\left[\frac{4}{3}\left(1-\frac{1}{3 \Gamma_{\delta}}\right)^{M / 2}+\frac{\delta}{1+\delta}\right]\left(\mathbf{E}\left[\left\|\tilde{z}^{(r)}-z^{\star}\right\|^{2}\right]\right)^{1 / 2}
$$

Therefore, if $M \geq 6 \log \left(\frac{8(1+\delta)}{3}\right) \Gamma_{\delta}$, we have

$$
\frac{4}{3}\left(1-\frac{1}{3 \Gamma_{\delta}}\right)^{M / 2}+\frac{\delta}{1+\delta} \leq \frac{1}{2(1+\delta)}+\frac{\delta}{1+\delta}=\frac{1+2 \delta}{2(1+\delta)}=1-\frac{1}{2(1+\delta)}
$$

which implies the same inequality in (B.4.14).
In summary, using either option 1 or option 2 in Algorithm 9, we have

$$
\mathbf{E}\left[\left\|\tilde{z}^{(r)}-z^{\star}\right\|^{2}\right] \leq\left(1-\frac{1}{2(1+\delta)}\right)^{2 r}\left\|\tilde{z}^{(0)}-z^{\star}\right\|^{2}
$$

In order to have $\mathbf{E}\left[\left\|\tilde{z}^{(r)}-z^{\star}\right\|^{2}\right] \leq \epsilon$, it suffices to have $r \geq(1+\delta) \log \left(\left\|\tilde{z}^{(0)}-z^{\star}\right\|^{2} / \epsilon\right)$.
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[^0]:    ${ }^{1}$ The $i$-th jumping step is usually not $x_{i}$.
    ${ }^{2}$ In the general case, one may receive (discounted) intermediate rewards after each jump. But in our case, we only consider final reward. It is equivalent to a special case that all intermediate rewards are identical and without discount.
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[^4]:    8http://www.thespermwhale.com/jaseweston/babi/CBTest.tgz

[^5]:    ${ }^{1}$ https://github.com/tensorflow/nmt
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    3 http://www.statmt.org/wmt16/
    4 https://github.com/tensorflow/nmt/blob/master/nmt/standard_hparams/wmt16 gnmt_4_layer.json

[^7]:    ${ }^{5} \mathrm{We}$ also define a minimum threshold for elimination. If there is no answer with 2-gram score higher than the threshold, we remove the paraphrase $s^{\prime}$ from our sampling process. If all paraphrases of a sentence are eliminated, no sampling will be performed for that sentence.

[^8]:    ${ }^{6}$ SQuAD leaderboard: https://rajpurkar.github.io/SQuAD-explorer/
    ${ }^{7}$ On the leaderboard of SQuAD, there are many strong candidates in the "ensemble" category with high EM/F1 scores. Although it is possible to improve the results of our model using ensembles, we focus on the "single model" category and compare against other models with the same category.
    ${ }^{8}$ NLTK implementation: http://www.nltk.org/

[^9]:    ${ }^{9}$ TensorFlow implementation: https://www.tensorflow.org/
    ${ }^{11}$ The scores are collected from the latest version of the documented related work on Oct 27, 2017.
    ${ }^{12}$ The scores are collected from the leaderboard on Oct 27, 2017.

[^10]:    ${ }^{2}$ http://yann.lecun.com/exdb/mnist/
    ${ }^{3}$ We also tried AdaGrad, but it has significantly worse performance than SGD and Adam, so we do not report its result here.

[^11]:    4https://github.com/facebook/fb.resnet.torch

[^12]:    ${ }^{5}$ We again use the public Torch implementation: https://github.com/facebook/fb.resnet. torch

[^13]:    ${ }^{6}$ http://www.cs.cornell.edu/people/pabo/movie-review-data/

[^14]:    ${ }^{1}$ https://arxiv.org/abs/1508.03390
    ${ }^{2}$ This complexity is achieved by the individual-split version of ASVRG-SP.

[^15]:    ${ }_{6}$ http://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/binary.html

[^16]:    ${ }^{1}$ More technically, we need to assume that each $f_{i}$ is convex and lower semi-continuous so that $f_{i}^{* *}=f_{i}$ [see, e.g., 155, Section 12]. It automatically holds if $f_{i}$ is convex and differentiable, which we will assume later.

