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1
I N T R O D U C T I O N

This thesis studies algorithms for teaching autonomous agents to
complete tasks through trial and error learning. Typically, this problem
is posed as a reinforcement learning (RL) problem, wherein agents
attempt to maximize a user-provided reward function. The algorithms
studied here take a different approach, largely eschewing the reward
function and instead learning to achieve desired outcomes directly
from data. This approach allows users to employ algorithmic tools
from the supervised and unsupervised learning, while also surfacing
an interface that allows non-expert users to teach agents new tasks.

The main challenge in the design of these methods is predicting the
probability of desired outcomes, especially when the outcomes only
occur hundreds of steps into the future, and especially when using
off-policy data. To this end, the first part of this thesis develops an
algorithm based on recursive classification that estimates the probabil-
ity of future states via a temporal difference update (Chapter 2). This
method is directly applicable to environments with continuous states
and actions, does not require any hand-crafted distance metrics, and
leads to an algorithm for goal-conditioned RL that outperforms prior
methods. We then generalize this idea to tasks that can be solved in
many ways, allowing more flexible task specification and providing
broader generalization capabilities.

While framing control problems in terms of desired outcomes
provides an easy mechanism to specify what the task is, it leaves
no room for specifying how the task should be solved, raising the
question of whether these methods are restricted to simple tasks. To
lift this limitation, we consider inferring the structure of solutions to
complex tasks. Because the algorithms introduced in the first part
are probabilistic in nature, it is easy to incorporate this structure
as an unobserved latent variable. These new algorithms infer this
task structure; in doing so, they decompose the control problem into
a series of easier problems, thereby accelerating learning. We first
discuss the goal-conditioned setting, where this inferential perspective
leads to a simple and theoretically justified method for integrating
goal-conditioned RL into classical planning pipelines (Chapter 4). RL
is used to estimate distances and learn a local policy, while graph
search over observations (e.g., images) determines the high-level path
to the goal. This approach substantially outperforms standard goal-
conditioned RL algorithms. We then consider a different way of
structuring the task solution: as a composition of a learned dynamics
model and policy (Chapter 5). The result is an algorithm for model-
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2 introduction

based RL where the model and policy are jointly optimized using the
same objective, which is a lower bound on expected returns.

This thesis builds upon the work presented in the initial thesis
proposal in two primary directions. First, we have explored a geo-
metric interpretation of recursive classification (Chapter 2), drawing a
close connection between representation learning and reinforcement
learning (Chapter 3). This connection has allowed us to extend re-
cursive classification to tasks specified post-hoc via a limited number
of reward-labeled states, and has allowed us to apply these methods
to real-world, image-based robotic manipulation tasks. Second, we
have extended the latent-variable perspective of RL (Chapters 4 and 5)
to perform inference over learned representations (Sec. 5.6). This
extension enables our approach to scale to higher dimensional tasks
and provides a substantial computational speedup.



Part I

D ATA - D I R E C T E D D E C I S I O N - M A K I N G

Reinforcement learning is typically studied through an the
lens of utility maximization, a lens that makes transparent
the field’s roots in behavioral science and explains why
much RL research is conducted in operations research
departments. However, this lens obscures the role of data
in decision making. RL is increasingly studied by ML
researchers, who take data as their bread and butter, re-
sulting in methods and analysis that often inadvertantly
highlight the disconnect between data and the standard
MDP formalism. It is easy to imagine a student in an
introductory RL class asking “What does RL have to do
with ML at all?”

In this Part, we describe decision-making algorithms that
treat data as a first-class citizen: data (not rewards) will
determine what makes an outcome good. We will focus on
learning goal-directed behavior, one of the long-standing
and important problems in AI and RL. Here, tasks will be
specified not with a scalar reward function, but instead by
a single observation of a goal state. Sec. 2.7 will describe
how similar ideas can solve fully-general RL problems
(e.g., by providing multiple observations (data!) of good
outcomes).

Our algorithms for learning goal-directed behavior are
one form of unsupervised pretraining: like pretraining
methods in NLP and computer vision, our methods learn
primitives (representations) without the need for (reward)
labels. However, there are alternative forms of unsuper-
vised pretraining for RL, often taking the form of of-
fline RL (which requires reward labels), representation
learning, and model-learning. In Chapter 3, we extend
our algorithms for goal-directed behavior in a way that
highlights the close connections between all these forms
of unsupervised pretraining. By parametrizing our goal-
directed algorithm in a certain way, we will see that value
estimation (as done in offline RL), representation learning,
and (implicit) model learning are three ways of interpreting
a single method. Beyond providing excellent empirical
results, this work may provide guidance on how algorithms
and ideas might be shared and unified across the RL
community.





2
L E A R N I N G T O A C H I E V E G O A L S V I A R E C U R S I V E
C L A S S I F I C AT I O N

2.1 introduction

In this work, we aim to reframe the goal-conditioned reinforcement
learning (RL) problem as one of predicting and controlling the future
state of the world. This reframing is useful not only because it suggests
a new algorithm for goal-conditioned RL, but also because it explains
a commonly used heuristic in prior methods, and suggests how to
automatically choose an important hyperparameter. The problem
of predicting the future amounts to learning a probability density
function over future states, agnostic of the time that a future state is
reached. The future depends on the actions taken by the policy, so
our predictions should depend on the agent’s policy. While we could
simply witness the future, and fit a density model to the observed
states, we will be primarily interested in the following prediction
question: Given experience collected from one policy, can we predict
what states a different policy will visit? Once we can predict the future
states of a different policy, we can control the future by choosing a
policy that effects a desired future.

While conceptually similar to Q-learning, our perspective is different
in that we make no reliance on reward functions. Instead, an agent
can solve the prediction problem before being given a reward function,
similar to models in model-based RL. Reward functions can require
human supervision to construct and evaluate, so a fully autonomous
agent can learn to solve this prediction problem before being provided
any human supervision, and reuse its predictions to solve many
different downstream tasks. Nonetheless, when a reward function
is provided, the agent can estimate its expected reward under the
predicted future state distribution. This perspective is different from
prior approaches. For example, directly fitting a density model to
future states only solves the prediction problem in the on-policy
setting, precluding us from predicting where a different policy will go.
Model-based approaches, which learn an explicit dynamics model, do
allow us to predict the future state distribution of different policies,
but require a reward function or distance metric to learn goal-reaching
policies for controlling the future. Methods based on temporal differ-
ence (TD) learning [229] have been used to predict the future state
distribution [18, 41, 233] and to learn goal-reaching policies [110, 202].
Section 2.3 will explain why these approaches do not learn a true
Q function in continuous environments with sparse rewards, and
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6 learning to achieve goals via recursive classification

it remains unclear what the learned Q function corresponds to. In
contrast, our method will estimate a well defined classifier.

Since it is unclear how to use Q-learning to estimate such a density,
we instead adopt a contrastive approach, learning a classifier to
distinguish “future states” from random states, akin to Gutmann
and Hyvärinen [88]. After learning this binary classifier, we apply
Bayes’ rule to obtain a probability density function for the future state
distribution, thus solving our prediction problem. While this initial
approach requires on-policy data, we then develop a bootstrapping
variant for estimating the future state distribution for different policies.
This bootstrapping procedure is the core of our goal-conditioned RL
algorithm.

The main contribution of our work is a reframing of goal-conditioned
RL as estimating the probability density over future states. We derive a
method for solving this problem, C-learning, which we use to construct
a complete algorithm for goal-conditioned RL. Our reframing lends
insight into goal-conditioned Q-learning, leading to a hypothesis
for the optimal ratio for sampling goals, which we demonstrate
empirically. Experiments demonstrate that C-learning more accurately
estimates the density over future states, while remaining competitive
with recent goal-conditioned RL methods across a suite of simulated
robotic tasks.1

2.2 related work

Common goal-conditioned RL algorithms are based on behavior
cloning [43, 53, 76, 85, 152, 174, 228], model-based approaches [49,
167], Q-learning [110, 186, 202], and semi-parametric planning [29,
56, 169, 200]. Most prior work on goal-conditioned RL relies on
manually-specified reward functions or distance metric, limiting the
applicability to high-dimensional tasks. Our method will be most
similar to the Q-learning methods, which are applicable to off-policy
data. These Q-learning methods often employ hindsight relabeling [10,
110], whereby experience is modified by changing the commanded
goal. New goals are often taken to be a future state or a random state,
with the precise ratio being a sensitive hyperparameter. We emphasize
that our discussion of goal sampling concerns relabeling previously-
collected experience, not on the orthogonal problem of sampling goals
for exploration [60, 183, 186].

Our work is closely related to prior methods that use TD-learning to
predict the future state distribution, such as successor features [17, 18,
41, 233] and generalized value functions [202, 205, 232]. Our approach
bears a resemblance to these prior TD-learning methods, offering
insight into why they work and how hyperparameters such as the

1 Project website with videos and code: https://ben-eysenbach.github.io/c_
learning/

https://ben-eysenbach.github.io/c_learning/
https://ben-eysenbach.github.io/c_learning/


2.3 preliminaries 7

goal-sampling ratio should be selected. Our approach differs in that it
does not require a reward function or manually designed relabeling
strategies, with the corresponding components being derived from
first principles. While prior work on off-policy evaluation [149, 160]
also aims to predict the future state distribution, our work differs is
that we describe how to control the future state distribution, leading to
goal-conditioned RL algorithm.

Our approach is similar to prior work on noise contrastive estima-
tion [88], mutual-information based representation learning [162, 177],
and variational inference methods [22, 48, 101, 219, 243]. Like prior
work on the probabilistic perspective on RL [112, 137, 178, 194, 238,
240, 275], we treat control as a density estimation problem, but our
main contribution is orthogonal: we propose a method for estimating
the future state distribution, which can be used as a subroutine in
both standard RL and these probabilistic RL methods.

2.3 preliminaries

We start by introducing notation and prior approaches to goal-conditioned
RL. We define a controlled Markov process by an initial state distri-
bution p1(s1) and dynamics function p(st+1 | st, at). We control this
process by a Markovian policy πθ(at | st) with parameters θ. We use
πθ(at | st, g) to denote a goal-oriented policy, which is additionally
conditioned on a goal g ∈ S . We use st+ to denote the random
variable representing a future observation, defined by the following
distribution:

Definition 1. The future γ−discounted state density function is

pπ
+(st+ | st, at) ≜ (1− γ)

∞

∑
∆=1

γ∆ pπ
∆(st+∆ = st+ | st, at),

where st+∆ denotes the state exactly ∆ in the future, and constant (1− γ)

ensures that this density function integrates to 1.

This density reflects the states that an agent would visit if we
collected many infinite-length trajectories and weighted states in the
near-term future more highly. Equivalently, p(st+) can be seen as the
distribution over terminal states we would obtain if we (hypothetically)
terminated episodes at a random time step, sampled from a geometric
distribution. We need not introduce a reward function to define the
problems of predicting and controlling the future.

In discrete state spaces, we can convert the problem of estimating
the future state distribution into a RL problem by defining a reward
function rst+(st, at) = 1(st = st+), and terminating the episode
when the agent arrives at the goal. The Q-function, which typically
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represents the expected discounted sum of future rewards, can then
be interpreted as a (scaled) probability mass function:

Qπ(st, at, st+) = Eπ

[
∑

t
γtrst+(st, at)

]
= ∑

t
γt
Pπ(st = st+)

=
1

1− γ
pπ
+(st+ | st, at).

However, in continuous state spaces with some stochasticity in the
policy or dynamics, the probability that any state exactly matches the
goal state is zero.

Remark 1. In a stochastic, continuous environment, for any policy π the
Q-function for the reward function rst+ = 1(st = st+) is always zero:
Qπ(st, at, st+) = 0.

This Q-function is not useful for predicting or controlling the
future state distribution. Fundamentally, this problem arises because
the relationship between the reward function, the Q function, and
the future state distribution in prior work remains unclear. Prior
work avoids this issue by manually defining reward functions [10]
or distance metrics [186, 202, 205, 273]. An alternative is to use
hindsight relabeling, changing the commanded goal to be the goal
actually reached. This form of hindsight relabeling does not require a
reward function, and indeed learns Q-functions that are not zero [145].
However, taken literally, Q-functions learned in this way must be
incorrect: they do not reflect the expected discounted reward. An
alternative hypothesis is that these Q-functions reflect probability
density functions over future states. However, this also cannot be true:

Remark 2. For any MDP with the sparse reward function 1(st = st+)

where the episode terminates upon reaching the goal, Q-learning with hind-
sight relabeling acquires a Q-function in the range Qπ(st, at, st+) ∈ [0, 1],
but the probability density function pπ

+(st+ | st, at) has a range [0, ∞).

For example, if the state space is S = [0, 1
2 ], then there must exist

some state st+ such that Qπ(st, at, st+1) ≤ 1 < pπ
+(st+ = st+ | st, at).

Thus, Q-learning with hindsight relabeling also fails to learn the future
state distribution. In fact, it is unclear what quantity Q-learning with
hindsight relabeling optimizes. In the rest of this work, we will define
goal reaching in continuous state spaces in a way that is consistent and
admits well-defined solutions (Sec. 2.4), and then present a practical
algorithm for finding these solutions (Sec. 2.5).

2.4 framing goal conditioned rl as density estimation

This section presents a novel framing of the goal-conditioned RL
problem, which resolves the ambiguity discussed in the previous
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Algorithm 1 Monte Carlo C-learning

Input trajectories {τi}
Define p(s, a)← Unif({s, a}(s,a)∼τ), p(st+)← Unif({st}st∼τ,t>1)
while not converged do

Sample st, at ∼ p(s, a), s(0)t+ ∼ p(st+), ∆ ∼ Geom(1− γ).

Set goal s(1)t+ ← st+∆

F (θ)← log Cπ
θ (F = 1 | st, at, s(1)t+ ) + log Cπ

θ (F = 0 | st, at, s(0)t+ )
θ ← θ − η∇θF (θ)

Return classifier Cθ

section. Our main idea is to view goal-conditioned RL as a problem of
estimating the density pπ

+(st+ | st, at) over future states that a policy
π will visit, a problem that Q-learning does not solve (see Section 2.3).
Section 2.5 will then explain how to use this estimated distribution as
the core of a complete goal-conditioned RL algorithm.

Definition 2. Given policy π, the future state density estimation problem
is to estimate the γ−discounted state distribution of π: f π

θ (st+ | st, at) ≈
pπ
+(st+ | st, at).

The next section will show how to estimate f π
θ . Once we have

found f π
θ , we will use it to train a goal-conditioned policy, which will

maximize the probability of reaching a commanded goal under this
(estimated) discounted state occupancy measure:

max
π(·|·,g)

Eπ(at|st,g) [p
π
+(st+ = g | st, at)] .

In Appendix a.1, we discuss the connections between this “maximum
probability” objective and the common stochastic shortest path objec-
tive.

2.5 c-learning

We now derive an algorithm (C-learning) for solving the future state
density estimation problem (Def. 2). First (Sec. 2.5.1), we assume that
the policy is fixed, and present on-policy and off-policy solutions.
Based on these ideas, Section 2.5.2 builds a complete goal-conditioned
RL algorithm for learning an optimal goal-reaching policy. Our algo-
rithm bears a resemblance to Q-learning, and our derivation makes
two hypotheses about when and where Q-learning will work best
(Sec. 2.5.3).

2.5.1 Learning the classifier

Rather than estimating the future state density directly, we will es-
timate it indirectly by learning a classifier. Not only is classification
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generally an easier problem than density estimation, but also it will
allow us to develop an off-policy algorithm in the next section. We
will call our approach C-learning. We start by deriving an on-policy
Monte Carlo algorithm (Monte Carlo C-learning), and then modify it
to obtain an off-policy, bootstrapping algorithm (off-policy C-learning).
After learning this classifier, we can apply Bayes’ rule to convert
its binary predictions into future state density estimates. Given a
distribution over state action pairs, p(st, at), we define the marginal
future state distribution p(st+) =

∫
pπ
+(st+ | st, at)p(st, at)dstdat. The

classifier takes as input a state-action pair (st, at) together with another
state st+, and predicts whether st+ was sampled from the future state
density pπ

+(st+ | st, at) (F = 1) or the marginal state density p(st+)

(F = 0). The Bayes optimal classifier is

p(F = 1 | st, at, st+) =
pπ
+(st+ | st, at)

pπ
+(st+ | st, at) + p(st+)

. (2.1)

Thus, using Cπ
θ (F = 1 | st, at, st+) to denote our learned classifier,

we can obtain an estimate f π
θ (st+ | st, at) for the future state density

function using our classifier’s predictions as follows:

f π
θ (st+ | st, at) =

Cπ
θ (F = 1 | st, at, st+)

Cπ
θ (F = 0 | st, at, st+)

p(st+). (2.2)

While our estimated density fθ depends on the marginal density
p(st+), our goal-conditioned RL algorithm (Sec. 2.5.2) will not require
estimating this marginal density. In particular, we will learn a policy
that chooses the action at that maximizes this density, but the solution
to this maximization problem does not depend on the marginal p(st+).

We now present an on-policy approach for learning the classifier,
which we call Monte Carlo C-Learning. After sampling a state-action
pair (st, at) ∼ p(st, at), we can either sample a future state s(1)t+ ∼
pπ
+(st+ | st, at) with a label F = 1, or sample s(0)t+ ∼ p(st+) with a label

F = 0. We then train the classifier maximize log likelihood (i.e., the
negative cross entropy loss):

F (θ) ≜E st,at∼p(st,at)

s(1)t+∼pπ
+(st+|st,at)

[log Cπ
θ (F = 1 | st, at, s(1)t+ )]

+ Est,at∼p(st,at)

s(0)t+∼p(st+)

[log Cπ
θ (F = 0 | st, at, s(0)t+ )]. (2.3)
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To sample future states, we note that the density pπ
+(st+ | st, at) is a

weighted mixture of distributions p(st+∆ | st, at) indicating the future
state exactly ∆ steps in the future:

pπ
+(st+ | st, at) =

∞

∑
∆=0

p(st+∆ | st, at)p(∆)

where p(∆) = (1− γ)γ∆ = Geom(∆; 1− γ),

where Geom is the geometric distribution. Thus, we sample a future
state st+ via ancestral sampling: first sample ∆ ∼ Geom(1− γ) and
then, looking at the trajectory containing (st, at), return the state that
is ∆ steps ahead of (st, at). We summarize Monte Carlo C-learning in
Alg. 1.

While conceptually simple, this algorithm requires on-policy data,
as the distribution pπ

+(st+ | st, at) depends on the current policy
π and the commanded goal. Even if we fixed the policy parameters,
we cannot use experience collected when commanding one goal
to learn a classifier for another goal. This limitation precludes an
important benefit of goal-conditioned learning: the ability to readily
share experience across tasks. To lift this limitation, the next section
will develop a bootstrapped version of this algorithm that works with
off-policy data.

We now extend the Monte Carlo algorithm introduced above to
work in the off-policy setting, so that we can estimate the future state
density for different policies. In the off-policy setting, we are given a
dataset of transitions (st, at, st+1) and a new policy π, which we will
use to generate actions for the next time step, at+1 ∼ π(at+1 | st+1).
The main challenge is sampling from pπ

+(st+ | st, at), which depends
on the new policy π. We address this challenge in two steps. First, we
note a recursive relationship between the future state density at the
current time step and the next time step:

pπ
+(st+ = st+ | st, at)︸ ︷︷ ︸

future state density at current time step

= (1− γ) p(st+1 = st+ | st, at)︸ ︷︷ ︸
environment dynamics

+ γEp(st+1|st,at),
π(at+1|st+1)

[
pπ
+(st+ = st+ | st+1, at+1)︸ ︷︷ ︸

future state density at next time step

]
.

(2.4)

We can now rewrite our classification objective in Eq. 2.3 as

F (θ, π) =E p(st,at), p(st+1|st,at),
π(at+1|st+1), pπ

+(st+|st+1,at+1)

[(1− γ) log Cπ
θ (F = 1 | st, at, st+1)

+ γ log Cπ
θ (F = 1 | st, at, st+)]

+ Ep(st,at), p(st+) [log Cπ
θ (F = 0 | st, at, st+)] . (2.5)
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Algorithm 2 Off-Policy C-learning

Input transitions {st, a, st+1}, policy πϕ

while not converged do
Sample (st, at, st+1) ∼ p(st, at, st+1), st+ ∼ p(st+),

at+1 ∼ πϕ(at+1 | st, at)

w← stop_grad
(

Cπ
θ (F=1|st+1,at+1,st+)

Cπ
θ (F=0|st+1,at+1,st+)

)
F (θ, π)←(1− γ) log Cπ

θ (F = 1|st, at, st+1)

+ log Cπ
θ (F = 0|st, at, st+)

+γw log Cπ
θ (F=1|st, at, st+)

θ ← θ − η∇θF (θ, π)

Return classifier Cπ
θ

This equation is different from the Monte Carlo objective (Eq. 2.3)
because it depends on the new policy, but it still requires sampling
from pπ

+(st+ | st+1, at+1), which also depends on the new policy. Our
second step is to observe that we can estimate expectations that use
pπ
+(st+ | st, at) by sampling from the marginal st+ ∼ p(st+) and then

weighting those samples by an importance weight, which we can
estimate using our learned classifier:

w(st+1, at+1, st+) ≜
pπ
+(st+ | st+1, at+1)

p(st+)
=

Cπ
θ (F = 1 | st+1, at+1, st+)

Cπ
θ (F = 0 | st+1, at+1, st+)

.

(2.6)

The second equality is obtained by taking Eq. 2.2 and dividing both
sides by p(st+). In effect, these weights account for the effect of
the new policy on the future state density. We can now rewrite our
objective by substituting the identity in Eq. 2.6 for the p(st+) term in
the expectation in Eq. 2.5. The rewritten objective is

F (θ, π) = Ep(st ,at), p(st+1 |st ,at),
p(st+), π(at+1 |st+1)

[(1− γ) log Cπ
θ (F = 1 | st, at, st+1)

+ γ ⌊w(st+1, at+1, st+)⌋sg log Cπ
θ (F = 1 | st, at, st+)

+ log Cπ
θ (F = 0 | st, at, st+)]. (2.7)

We use ⌊·⌋sg as a reminder that the gradient of an importance-weighted
objective should not depend on the gradients of the importance
weights. Intuitively, this loss says that next states should be labeled as
positive examples, states sampled from the marginal should be labeled
as negative examples, but reweighted states sampled from the marginal
are positive examples.

algorithm summary. Alg 2 reviews off policy C-learning, which
takes as input a policy and a dataset of transitions. At each iteration,
we sample a (st, at, st+1) transition from the dataset, a potential future
state st+ ∼ p(st+) and the next action at+1 ∼ π(at+1 | st+1, st+).
We compute the importance weight using the current estimate from
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Algorithm 3 Goal-Conditioned C-learning

Input transitions {st, a, st+1}
while not converged do

Sample (st, at, st+1) ∼ p(st, at, st+1),
st+ ∼ p(st+), at+1 ∼ π(at+1 | st, at, st+)

w← stop_grad
(

Cπ
θ (F=1|st+1,at+1,st+)

Cπ
θ (F=0|st+1,at+1,st+)

)
F (θ, π)←(1− γ) log Cπ

θ (F = 1|st, at, st+1)

+ log Cπ
θ (F=0|st, at, st+)

+γw log Cπ
θ (F = 1|st, at, st+)

θ ← θ − η∇θF (θ, π)
G(ϕ)←Eπϕ(at|st,g=st+)[log Cπ

θ (F=1|st, at, st+)]

ϕ← ϕ + η∇ϕG(ϕ)
Return policy πϕ

the classifier, and then plug the importance weight into the loss
from Eq. 2.3. We then update the classifier using the gradient of
this objective.

c-learning bellman equations . In Appendix a.2.1, we pro-
vide a convergence proof for off-policy C-learning in the tabular
setting. Our proof hinges on the fact that the TD C-learning update
rule has the same effect as applying the following (unknown) Bellman
operator:

Cπ
θ (F = 1 | st, at, st+)

Cπ
θ (F = 0 | st, at, st+)

=(1− γ)
p(st+1 = st+ | st, at)

p(st+)

+ γEp(st+1|st,at),
π(at+1|st)

[
Cπ

θ (F = 1 | st+1, at+1, st+)

Cπ
θ (F = 0 | st+1, at+1, st+)

]
This equation tells us that C-learning is equivalent to maximizing the
reward function rst+(st, at) = p(st+1 = st+ | st, at)/p(st+), but does
so without having to estimate either the dynamics p(st+1 | st, at) or
the marginal distribution p(st).

2.5.2 Goal-Conditioned RL via C-Learning

We now build a complete algorithm for goal-conditioned RL based
on C-learning. When learning a goal-conditioned policy, commanding
different goals will cause the policy to visit different future states. In
this section, we describe how to learn a classifier that predicts the
future states of a goal-conditioned policy, and how to optimize the
corresponding policy to get better at reaching the commanded goal.

To acquire a classifier for a goal-conditioned policy, we need to apply
our objective function (Eq. 2.7) to all policies {πϕ(a | s, g) | g ∈ S}.
We therefore condition the classifier and the policy on the commanded
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goal g ∈ S . For learning a goal-reaching policy, we will only need to
query the classifier on inputs where st+ = g. Thus, we only need to
learn a classifier conditioned on inputs where st+ = g, resulting in the
following objective:

E p(st ,at), p(st+1 |st ,at),
p(st+), π(at+1 |st+1 ,g=st+)

[ (1− γ) log Cπ
θ (F = 1 | st, at, st+1)︸ ︷︷ ︸

(a)

+ log Cπ
θ (F = 0 | st, at, st+)︸ ︷︷ ︸

(b)

+ γ ⌊w(st+1, at+1, st+)⌋sg log Cπ
θ (F = 1 | st, at, st+)︸ ︷︷ ︸

(c)

].

(2.8)

The difference between this objective and the one derived in Sec-
tion 2.5.1 (Eq. 2.7) is that the next action is sampled from a goal-
conditioned policy. The density function obtained from this classifier
(Eq. 2.2) represents the future state density of st+, given that the
policy was commanded to reach goal g = st+: f π

θ (st+ = st+ | st, at) =

pπ
+(st+ = st+ | st, at, g = st+).
Now that we can estimate the future state density of a goal-conditioned

policy, our second step is to optimize the policy w.r.t. this learned
density function. We do this by maximizing the policy’s probability of
reaching the commanded goal: Eπϕ(at|st,g) [log pπ(F = 1 | st, at, st+ = g)].
Since pπ

+(st+ | st, at, g = st+) is a monotone increasing function of the
classifier predictions (see Eq. 2.2), we can write the policy objective in
terms of the classifier predictions:

G(ϕ) = max
ϕ

Eπϕ(at|st,g) [log Cπ
θ (F = 1 | st, at, st+ = g)] . (2.9)

If we collect new experience during training, then the marginal dis-
tribution p(st+) will change throughout training. While this makes
the learning problem for the classifier non-stationary, the learning
problem for the policy (whose solution is independent of p(st+))
remains stationary. In the tabular setting, goal-conditioned C-learning
converges to the optimal policy (proof in Appendix a.2.3).

Algorithm Summary: We summarize our approach, which we call
goal-conditioned C-learning, in Alg. 3. Instead of learning a Q function,
this method learns a future state classifier. The classifier is trained
using three types of examples: (a) the classifier is trained to predict
y = 1 when the goal is the next state; (b) y = 0 when the goal is
a random state; and (c) y = w when the goal is a random state,
where w depends on the classifier’s prediction at the next state (see
Eq. 2.6). Note that (b) and (c) assign different labels to the same goal
and can be combined (see Eq. 2.10 in Sec. 2.5.3). This algorithm is
simple to implement by taking a standard actor-critic RL algorithm
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and changing the loss function for the critic (a few lines of code). Code
to reproduce our experiments is online.2

2.5.3 Implications for Q-learning and Hindsight Relabeling

Off-policy C-learning (Alg. 2) bears a resemblance to Q-learning with
hindsight relabeling, so we now compare these two algorithms to make
hypotheses about Q-learning, which we will test in Section 2.6. We
start by writing the objective for both methods using the cross-entropy
loss, CE(·, ·):

FC-learning(θ, π) = (1− γ)CE(Cπ
θ (F | st, at, st+1), y = 1) (2.10)

+ (1 + γw)CE
(

Cπ
θ (F | st, at, st+), y =

γw
γw + 1

=
γCπ′

θ

γCπ′
θ + (1− Cπ′

θ )

)
,

FQ-learning(θ, π) = (1− λ)CE(Qπ
θ (st, at, g = st+1), y = 1) (2.11)

+ λCE
(

Qπ
θ (st, at, g = st+), y = γQπ

θ (st+1, at+1, st+)

)
,

where C′θ = Cπ
θ (F = 1 | st+1, at+1, st+) is the classifier prediction at the

next state and where λ ∈ [0, 1] denotes the relabeling ratio used in Q-
learning, corresponding to the fraction of goals sampled from p(st+).
There are two differences between these equations, which lead us to
make two hypotheses about the performance of Q-learning, which we
will test in Section 2.6. The first difference is how the predicted targets
are scaled for random goals, with Q-learning scaling the prediction by
γ while C-learning scales the prediction by γ/(γC′θ + (1− C′θ)). Since
Q-learning uses a smaller scale, we make the following hypothesis:

Hypothesis 1. Q-learning will predict smaller future state densities and
therefore underestimate the true future state density function.

This hypothesis is interesting because it predicts that prior methods
based on Q-learning will not learn a proper density function, and
therefore fail to solve the future state density estimation problem.
The second difference between C-learning and Q-learning is that Q-
learning contains a tunable parameter λ, which controls the ratio with
which next-states and random states are used as goals. This ratio is
equivalent to a weight on the two loss terms, and our experiments
will show that Q-learning with hindsight relabeling is sensitive to this
parameter. In contrast, C-learning does not require specification of
this hyperparameter. Matching the coefficients in the Q-learning loss
(Eq. 2.11) with those in our loss (Eq. 2.10) (i.e., [1− λ, λ] ∝ [1− γ, 1 +
γw]), we make the following hypothesis:

Hypothesis 2. Q-learning with hindsight relabeling will most accurately
solve the future state density estimation problem (Def. 2) when random future
states are sampled with probability λ = 1+γ

2 .

2 https://github.com/google-research/google-research/tree/master/c_learning

https://github.com/google-research/google-research/tree/master/c_learning
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Figure 2.1: Testing Hypothesis 1: As predicted, Q-values often sum to less
than 1.

Figure 2.2: Testing Hypothesis 2: The performance of Q-learning is sensitive
to the relabeling ratio. Our analysis predicts that the optimal rela-
beling ratio is approximately λ = 1

2 (1 + γ). C-learning (dashed
orange) does not require tuning this ratio and outperforms Q-
learning, even when the relabeling ratio for Q-learning is opti-
mally chosen.

Prior work has found that this goal sampling ratio is a sensitive
hyperparameter [10, 186, 273]; this hypothesis is useful because it
offers an automatic way to choose the hyperparameter. The next
section will experimentally test these hypotheses.

2.6 experiments

We aim our experiments at answering the following questions:
1. Do Q-learning and C-learning accurately estimate the future state

density (Problem 2)?

2. (Hypothesis 1) Does Q-learning underestimate the future state
density function (§ 2.5.3)?

3. (Hypothesis 2) Is the predicted relabeling ratio λ = (1 + γ)/2
optimal for Q-learning (§ 2.5.3)?

4. How does C-learning compare with prior goal-conditioned RL
methods on benchmark tasks?
Do Q-learning and C-learning accurately predict the future? Our

first experiment studies how well Q-learning and C-learning solve
the future state density estimation problem (Def. 2). We use a con-
tinuous version of a gridworld for this task and measure how close
the predicted future state density is to the true future state density
using a KL divergence. Since this environment is continuous and
stochastic, Q-learning without hindsight relabelling learns Q = 0
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(a) Walker2d-v2 (b) Predicted future states

Figure 2.3: Predicting the Future: C-learning makes accurate predictions of
the expected future state across a range of tasks and discount val-
ues. In contrast, learning a 1-step dynamics model and unrolling
that model results in high error for large discount values.

on this environment. In the on-policy setting, MC C-learning and
TD C-learning perform similarly, while the prediction error for Q-
learning (with hindsight relabeling) is more than three times worse
(see Appendix H.1 of [57] for details). In the off-policy setting, TD C-
learning is more accurate than Q-learning (with hindsight relabeling),
achieving a KL divergence that is 14% lower than that of Q-learning.
As expected, TD C-learning performs better than MC C-learning in
the off-policy setting. In summary, C-learning yields a more accurate
solution to the future state density estimation problem, as compared
with Q-learning.

Our next experiment studies the ability of C-learning to predict the
future in higher-dimensional continuous control tasks. We collected a
dataset of experience from agents pre-trained to solve three locomotion
tasks from OpenAI Gym. We applied C-learning to each dataset, and
used the resulting classifier to predict the expected future state. As
a baseline, we trained a 1-step dynamics model on this same dataset
and unrolled this model autoregressively to obtain a prediction for
the expected future state. Varying the discount factor, we compared
each method on Walker2d-v2 in Fig. 2.3. The 1-step dynamics model
is accurate over short horizons but performance degrades for larger
values of γ, likely due to prediction errors accumulating over time.
In contrast, the predictions obtained by MC C-learning and TD C-
learning remain accurate for large values of γ.

Testing our hypotheses about Q-learning: We now test two hy-
potheses made in Section 2.5.3. The first hypothesis is that Q-learning
will underestimate the future state density function. To test this
hypothesis, we compute the sum over the predicted future state
density function,

∫
pπ
+(st+ = st+ | st, at)dst+, which in theory should

equal one. We compared the predictions from MC C-learning and
Q-learning using on-policy data. As shown in Fig. 2.1, the predictions
from C-learning summed to 1, but the predictions from Q-learning
consistently summed to less than one, especially for large values of λ.
However, our next experiment shows that Q-learning works best when
using large values of λ, suggesting that successful hyperparameters
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Figure 2.4: Goal-conditioned RL: C-learning is competitive with prior
goal-conditioned RL methods across a suite of benchmark tasks,
without requiring careful tuning of the relabeling distribution.
Transparent lines depict individual random seeds.

for Q-learning are ones for which Q-learning does not learn a proper
density function.

Our second hypothesis is that Q-learning will perform best when
the relabeling ratio is chosen to be λ = (1+ γ)/2. As shown in Fig. 2.2,
Q-learning is highly sensitive to the relabeling ratio: values of λ that
are too large or too small result in Q-learning performing poorly,
worse than simply predicting a uniform distribution. Our theoretical
hypothesis of λ = (1− γ)/2 almost exactly predicts the optimal value
of λ to use for Q-learning. C-learning, which does not depend on this
hyperparameter, outperforms Q-learning, even for the best choice of λ.
These experiments support our hypothesis for the choice of relabeling
ratio while reaffirming that our principled approach to future state
density estimation obtains a more accurate solution.

Goal-conditioned RL for continuous control tasks: Our last set of
experiments apply goal-conditioned C-learning (Alg. 3) to benchmark
continuous control tasks from prior work, shown in Fig. 2.4. These
tasks range in difficulty from the 6-dimensional Sawyer Reach task
to the 45-dimensional Pen task. The aim of these experiments is to
show that C-learning is competitive with prior goal-conditioned RL
methods, without requiring careful tuning of the goal sampling ratio.
We compare C-learning with a number of prior methods based on
Q-learning, which differ in how goals are sampled during training:
TD3 [75] does no relabeling, Lin, Baweja, and Held [145] uses 50%
next state goals and 50% random goals, and HER [10] uses final
state relabeling (we compare against both 100% and 50% relabel-
ing). None of these methods require a reward function or distance
function for training; for evaluation, we use the L2 metric between
the commanded goal and the terminal state (the average distance
to goal and minimum distance to goal show the same trends). As
shown in Fig. 2.4, C-learning is competitive with the best of these
baselines across all tasks, and substantially better than all baselines
on the Sawyer manipulation tasks. These manipulation tasks are more
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Figure 2.5: Q-learning is sensitive to the relabeling ratio. Our analysis
predicts the optimal relabeling ratio.

complex than the others because they require indirect manipulation
of objects in the environment. Visualizing the learned policies, we
observe that C-learning has discovered regrasping and fine-grained
adjustment behaviors, behaviors that typically require complex reward
functions to learn [188].3 On the Sawyer Push and Sawyer Drawer
tasks, we found that a hybrid of TD C-learning and MC C-learning
performed better than standard C-learning. We describe this variant
in Appendix a.3. In summary, C-learning performs as well as prior
methods on simpler tasks and better on complex tasks, does not
depend on a sensitive hyperparameter (the goal sampling ratio), and
maximizes a well-defined objective function.

Goal sampling ratio for goal conditioned RL: While C-learning pre-
scribes a precise method for sampling goals, prior hindsight relabeling
methods are sensitive to these parameters. We varied the goal sampling
ratio used by Lin, Baweja, and Held [145] on the maze2d-umaze-v0

task. As shown in Fig. 2.5, properly choosing this ratio can result in a
50% decrease in final distance. Hypothesis 2 provides a good estimate
for the best value for this ratio.

2.7 extension to fully-general rl problems

In subsequent work [51], we extended this idea of recursive clas-
sification to fully general RL problems. Instead of specifying tasks
via a single goal state, we supposed that a human user provided
as input a list of success examples. Intuitively, the method then can
use these success examples to reason about what other states might
be successful, allowing the method to learn a generalized notion
of success. We proved that this framework is fully general, in the
sense that any reward maximization task can be represented (up
to arbitrary precision) by an appropriately chosen list of success
examples. Intuitively, the construction involved including each state
with frequency proportional to its reward.

3 See the project website for videos: https://ben-eysenbach.github.io/c_learning

https://ben-eysenbach.github.io/c_learning
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2.8 discussion

A goal-oriented agent should be able to predict and control the future
state of its environment. In this work, we used this idea to reformulate
the standard goal-conditioned RL problem as one of estimating and op-
timizing the future state density function. We showed that Q-learning
does not directly solve this problem in (stochastic) environments
with continuous states, and hindsight relabeling produces, at best, a
mediocre solution for an unclear objective function. In contrast, C-
learning yields more accurate solutions. Moreover, our analysis makes
two hypotheses about when and where hindsight relabeling will most
effectively solve this problem, both of which are validated in our
experiments. Our experiments also demonstrate that C-learning scales
to high-dimensional continuous controls tasks, where performance
is competitive with state-of-the-art goal conditioned RL methods
while offering an automatic and principled mechanism for hindsight
relabeling.

One limitation of C-learning is that it can struggle to scale to high-
dimensional tasks, which are especially important for real-world
problems: we expect ML-based decision making tools to be more
useful than their hard-coded counterparts precisely because they can
cope with large amounts of data. To lift this limitation, the subsequent
section extends C-learning by developing a connection between C-
learning and contrastive learning. In doing so, we will show that
many proposed strategies for learning from unlabeled data (offline RL,
representation learning, and model learning) can be seen as emerging
from a goal-directed algorithm.



3
C O N T R A S T I V E L E A R N I N G A S
G O A L - C O N D I T I O N E D R E I N F O R C E M E N T
L E A R N I N G

3.1 introduction

Representation learning is an integral part of reinforcement learning
(RL1) algorithms. While such representations might emerge from end-
to-end training [11, 143, 227, 247], prior work has found it necessary
to equip RL algorithms with perception-specific loss functions [64,
83, 128, 131, 162, 164, 193, 268] or data augmentations [131, 132,
226, 261], effectively decoupling the representation learning problem
from the reinforcement learning problem. Given what prior work has
shown about RL in the presence of function approximation and state
aliasing [2, 259, 264], it is not surprising that end-to-end learning
of representations is fragile [132, 261]: an algorithm needs good
representations to drive the learning of the RL algorithm, but the
RL algorithm needs to drive the learning of good representations. So,
can we design RL algorithms that do learn good representations without the
need for auxiliary perception losses?

Rather than using a reinforcement learning algorithm also to solve
a representation learning problem, we will use a representation learn-
ing algorithm to also solve certain types of reinforcement learning
problems, namely goal-conditioned RL. Goal-conditioned RL is widely
studied [10, 28, 43, 110, 146, 228], and intriguing from a representa-
tion learning perspective because it can be done in an entirely self-
supervised manner, without manually-specified reward functions. We
will focus on contrastive (representation) learning methods, using
observations from the same trajectory (as done in prior work [177,
210]) while also including actions as an additional input (See Fig. 3.1).
Intuitively, contrastive learning then resembles a goal-conditioned
value function: nearby states have similar representations and unreach-
able states have different representations. We make this connection
precise, showing that sampling positive pairs using the discounted
state occupancy measure results in learning representations whose
inner product exactly corresponds to a value function.

In this effort, we show how contrastive representation learning
can be used to perform goal-conditioned RL. We formally relate the
learned representations to reward maximization, showing that the
inner product between representations corresponds to a value function.
This framework of contrastive RL generalizes prior methods, such as

1 RL = reinforcement learning, not representation learning.

21
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goal encoder, 
state-action 

encoder,              .

trajectory 1

trajectory 2

state,                   action,                      future state,                 random state,

: "Is this a future state or random state?"

Figure 3.1: Reinforcement learning via contrastive learning. Our method
uses contrastive learning to acquire representations of state-action
pairs (ϕ(s, a)) and future states (ψ(s f )), so that the representations
of future states are closer than the representations of random
states. We prove that learned representation corresponds to a
value function for a certain reward function. To select actions for
reaching goal sg, the policy chooses the action where ϕ(s, a) is
closest to ψ(sg).

C-learning [58], and suggests new goal-conditioned RL algorithms.
One new method achieves performance similar to prior methods but is
simpler; another method consistently outperforms the prior methods.
On goal-conditioned RL tasks with image observations, contrastive RL
methods outperform prior methods that employ data augmentation
and auxiliary objectives, and do so without data augmentation or aux-
iliary objectives. In the offline setting, contrastive RL can outperform
prior methods on benchmark goal-reaching tasks, sometimes by a
wide margin.

3.2 related work

This effort will draw a connection between RL and contrastive repre-
sentation learning, building upon a long line of contrastive learning
methods in NLP and computer vision, and deep metric learning [32,
96, 97, 99, 141, 153, 156, 158, 172, 177, 206, 210, 218, 239, 251, 256].
Contrastive learning methods learn representations such that similar
(“positive”) examples have similar representations and dissimilar
(“negative”) examples have dissimilar representations.2 While most
methods generate the “positive” examples via data augmentation,
some methods generate similar examples using different camera
viewpoints of the same scene [210, 239], or by sampling examples
that occur close in time within time series data [7, 177, 210, 226]. Our
analysis will focus on this latter strategy, as the dependence on time
will allow us to draw a precise relationship with the time dependence
in RL.

2 Our focus will not be on recent methods that learn representations without negative
samples [33, 81].
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Deep RL algorithms promise to automatically learn good represen-
tations, in an end-to-end fashion. However, prior work has found
it challenging to uphold this promise [11, 143, 227, 247], prompting
many prior methods to employ separate objectives for representation
learning and RL [64, 83, 128, 131, 162, 164, 190, 193, 226, 268, 272].
Many prior methods choose a representation learning objectives that
reconstruct the input state [64, 89, 91, 92, 128, 164, 168, 269] while
others use contrastive representation learning methods [131, 162, 177,
214, 226]. Unlike these prior methods, we will not use a separate
representation learning objective, but instead use the same objective for
both representation learning and reinforcement learning. Some prior
RL methods have also used contrastive learning to acquire reward
functions [27, 38, 65, 72, 111, 119, 166, 257, 258, 276], often in imitation
learning settings [71, 98]. In contrast, we will use contrastive learning
to directly acquire a value function, which (unlike a reward function)
can be used directly to take actions, without any additional RL.

This effort will focus on goal-conditioned RL problems, a problem
prior work has approached using temporal difference learning [10, 58,
110, 146, 198, 202], conditional imitation learning [43, 77, 152, 200, 228],
model-based methods [45, 203], hierarchical RL [161], and planning-
based methods [56, 168, 200, 222]. The problems of automatically
sampling goals and exploration [47, 67, 154, 185, 273] are orthogonal
to this work. Like prior work, we will parametrize the value function
as an inner product between learned representations [66, 100, 202].
Unlike these prior methods, we will learn a value function directly via
contrastive learning, without using reward functions or TD learning.

Our analysis will be most similar to prior methods [23, 28, 58, 198]
that view goal-conditioned RL as a data-driven problem, rather than as
a reward-maximization problem. Many of these methods employ hind-
sight relabeling [10, 53, 110, 142], wherein experience is relabeled with
an outcome that occurred in the future. Whereas hindsight relabeling is
typically viewed as a trick to add on top of an RL algorithm, this effort
can roughly be interpreted as showing that the hindsight relabeling
is a standalone RL algorithm. Many goal-conditioned methods learn
a value function that captures the similarity between two states [58,
110, 164, 245]. Such distance functions are structurally similar to the
critic function learned for contrastive learning, a connection we make
precisely in Sec. 3.4. In fact, our analysis shows that C-learning [58] is
already performing contrastive learning, and our experiments show
that alternative contrastive RL methods can be much simpler and
achieve higher performance.

Prior work has studied how representations related to reward func-
tions using the framework of universal value functions [24, 202] and
successor features [18, 94, 147]. While these methods typically require
additional supervision to drive representation learning (manually-
specified reward functions or features), our method is more similar
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to prior work that estimates the discounted state occupancy mea-
sure as an inner product between learned representations [23, 255].
While these methods use temporal difference learning, ours is akin
to Monte Carlo learning. While Monte Carlo learning is often (but
not always [45]) perceived as less sampling efficient, our experiments
find that our approach can be as sample efficient as TD methods.
Other prior work has focused on learning representations that can
be used for planning [103, 148, 199, 200, 250]. Our method will learn
representations using an objective similar to prior work [200, 210], but
makes the key observation that the representation already encodes a
value function: no additional planning or RL is necessary to choose
actions.

Please see Appendix b.1 for a discussion of how our work relates to
unsupervised skill learning.

3.3 preliminaries

Goal-conditioned reinforcement learning. The goal-conditioned RL
problem is defined by states st ∈ S , actions at, an initial state distri-
bution p0(s), the dynamics p(st+1 | st, at), a distribution over goals
pg(sg), and a reward function rg(s, a) for each goal. This problem
is equivalent to a multi-task RL [9, 84, 237, 254, 265], where tasks
correspond to reaching goals states. Following prior work [23, 28, 58,
198], we define the reward as the probability (density) of reaching the
goal at the next time step:3

rg(st, at) ≜ (1− γ)p(st+1 = sg | st, at). (3.1)

This reward function is appealing because it avoids the need for a
human user to specify a distance metric (unlike, e.g., [10]). Even
though our method will not estimate the reward function, we will still
use the reward function for analysis. For a goal-conditioned policy
π(a | s, sg), we use π(τ | sg) to denote the probability of sampling an
infinite-length trajectory τ = (s0, a0, s1, a1, · · · ). We define the expected
reward objective and Q-function as

max
π

Epg(sg),π(τ|sg)

[
∞

∑
t=0

γtrg(st, at)

]
, (3.2)

Qπ
sg
(s, a) ≜ Eπ(τ|sg)

[
∞

∑
t′=t

γt′−trg(st′ , at′) | st=s,
at=a

]
. (3.3)

3 At the initial state, this reward also includes the probability that the agent started at
the goal: rg(s0, a0) = (1− γ)(p(s1 = sg | s0, a0) + p0(s0 = sg))
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Intuitively, this objective corresponds to sampling a goal sg and then
optimizing the policy to go to that goal and stay there. Finally, we
define the discounted state occupancy measure as [98, 270]

pπ(·|·,sg)(st+ = s) ≜ (1− γ)
∞

∑
t=0

γt pπ(·|·,sg)
t (st = s), (3.4)

where pπ
t (s) is the probability density over states that policy π visits

after t steps. Sampling from the discounted state occupancy measure
is easy: the first sample a time offset from a geometric distribution
(t ∼ Geom(1 − γ)), and then look at what state the policy visits
after exactly t steps. We will use st+ to denote states sampled from
the discounted state occupancy measure. Because our method will
combine experience collected from multiple policies, we also define
the average stationary distribution as

pπ(·|·)(st+ = s | s, a) ≜
∫

pπ(·|·,sg)(st+ = s | s, a)pπ(sg | s, a)dsg,

where pπ(sg | s, a) is the probability of the commanded goal given the
current state-action pair. This stationary distribution is equivalent to
that of the policy π(a | s) ≜

∫
π(a | s, sg)pπ(sg | s)dsg [275].

Contrastive representation learning. Contrastive representation
learning methods [32, 87, 96, 97, 108, 141, 153, 156, 158, 239, 242,
251] take as input pairs of positive and negative examples, and learn
representations so that positive pairs have similar representations and
negative pairs have dissimilar representations. We use (u, v) to denote
an input pair (e.g., u is an image, and v is an augmented version of
that image). Positive examples are sampled from a joint distribution
p(u, v), while negative examples are sampled from the product of
marginal distributions, p(u)p(v). We will use an objective based on
binary classification [141, 156, 158, 172]. Let f (u, v) = ϕ(u)Tψ(v) be
the similarity between the representations of u and v. We will call
f the critic function4 and note that its range is (−∞, ∞). We will use
NCE-binary [153] objective (also known as InfoMAX [97]):

max
f (u,v)

E(u,v+)∼p(u,v)
v−∼p(u)

[
log σ( f (u, v+)︸ ︷︷ ︸

ϕ(u)Tψ(v+)

) + log(1− σ( f (u, v−)︸ ︷︷ ︸
ϕ(u)Tψ(v−)

))

]
. (3.5)

3.4 contrastive learning as an rl algorithm

This section shows how to use contrastive representation to directly
perform goal-conditioned RL. The key idea (Lemma 1) is that con-

4 In contrastive learning, the critic function indicates the similarity between a pair of
inputs [187]; in RL, the critic function indicates the future expected returns [118]. Our
method combines contrastive learning and RL in a way that these meanings become
one and the same.
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trastive learning estimates the Q-function for a certain policy and
reward function. To prove this result, we relate the Q-function to the
state occupancy measure (Sec. 3.4.1) and then relate the optimal critic
function to the state occupancy measure (Sec. 3.4.2).

This result allows us to propose a new algorithm for goal-conditioned
RL based on contrastive learning. Unlike prior work, this algorithm
is not adding contrastive learning on top of an existing RL algorithm.
This framework generalizes C-learning [58], offering a cogent expla-
nation for its good performance while also suggesting new methods
that are simpler and can achieve higher performance.

3.4.1 Relating the Q-function to probabilities

This section sets the stage for the main results of this section by
providing a probabilistic perspective on goal-conditioned RL. The
expected reward objective and associated Q-function in (Eq. 3.3) can
equivalently be expressed as the probability (density) of reaching a
goal in the future:

Proposition 1 (rewards → probabilities). The Q-function for the goal-
conditioned reward function rg (Eq. 3.1) is equivalent to the probability of
state sg under the discounted state occupancy measure:

Qπ
sg
(s, a) = pπ(·|·,sg)(st+ = sg | s, a). (3.6)

The proof is in Appendix b.3. Translating rewards into probabilities
not only makes it easier to analyze the goal-conditioned problem,
but also means that any method for estimating probabilities (e.g.,
contrastive learning) can be turned into a method for estimating this
Q-function.

3.4.2 Contrastive Learning Estimates a Q-Function

We will use contrastive learning to learn a value function by carefully
choosing the inputs u and v. The first input, u, will correspond to
a state-action pair, u = (st, at) ∼ p(s, a). In practice, these pairs are
sampled from the replay buffer. Including the actions in the input is
important because it will allow us to determine which actions to take
to reach a desired future state. The second variable, v, is a future state,
v = s f . For the “positive” training pairs, the future state is sampled
from the discounted state occupancy measure, s f ∼ pπ(·|·)(st+ | st, at).
For the “negative” training pairs, we sample a future state from a
random state-action pair: s f ∼ p(st+) ≜

∫
pπ(·|·)(st+ | s, a)p(s, a)dsda.
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With these inputs, the contrastive learning objective (Eq. 3.5) can be
written as

max
f

E(s,a)∼p(s,a),s−f ∼p(s f )

s+f ∼pπ(·|·)(st+|st,at)

[
L(s, a, s+f , s−f )

]
,

where

L(s, a, s+f , s−f ) ≜ log σ( f (s, a, s+f )︸ ︷︷ ︸
ϕ(s,a)Tψ(s+f )

) + log(1− σ( f (s, a, s−f )︸ ︷︷ ︸
ϕ(s,a)Tψ(s−f )

)). (3.7)

Intuitively, the critic function f (u = (st, at), v = s f ) now tells us the
correlation between the current state-action pair and future outcomes,
analogous to a Q-function. We therefore can use the critic function
in the same way as actor-critic RL algorithms [118], figuring out
which actions lead to the desired outcome. Because the Bayes-optimal
critic function is a function of the state occupancy measure [153],

f ∗(s, a, sg) = log
(

pπ(·|·)(st+=sg|s,a)
p(sg)

)
, it can be used to express the Q-

function:

Lemma 1. The critic function that optimizes Eq. 3.7 is a Q-function for the
goal-conditioned reward function (Eq. 3.1), up to a multiplicative constant

1
p(s f )

: exp( f ∗(s, a, s f )) =
1

p(s f )
·Qπ(·|·)

s f (s, a).

The critic function can be viewed as an unnormalized density model,
where p(sg) is the partition function. Much of the appeal of contrastive
learning is it avoids estimating the partition function [87], which can be
challenging; in the RL setting, it will turn out that this constant can be
ignored when selecting actions. Our experiments show that learning a
normalized density model works well when sg is low-dimensional, but
struggles to solve higher-dimensional tasks. Appendix b.2 discusses
how our learned representations can be interpreted as a latent-space
model.

This lemma relates the critic function to Qπ(·|·)
s f (s, a), not Q

π(·|·,s f )
s f (s, a).

The underlying reason is that the critic function combines together
experience collected when commanding different goals. Prior goal-
conditioned behavioral cloning methods [43, 77, 152, 228] perform
similar sharing, but do not analyze the relationship between the
learned policies and Q functions. Sec. 3.4.5 shows that this critic
function can be used as the basis for a convergent RL algorithm under
some assumptions.

3.4.3 Learning the Goal-Conditioned Policy

The learned critic function not only tells us the likelihood of future
states, but also tells us how different actions change the likelihood of
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a state occurring in the future. Thus, to learn a policy for reaching a
goal state, we choose the actions that make that state most likely to
occur in the future:

max
π(a|s,sg)

Eπ(a|s,sg)p(s)p(sg)

[
f (s, a, s f = sg)

]
≈ Eπ(a|s,sg)p(s)p(sg)

[
log Qπ(·|·)

sg (s, a)− log p(sg)
]

. (3.8)

The approximation above reflects errors in learning the optimal critic,
and will allow us to prove that this policy loss corresponds to policy
improvement in Sec. 3.4.5, under some assumptions.

In practice, we parametrize the goal-conditioned policy as a neu-
ral network that takes as input the state and goal and outputs a
distribution over actions. The actor loss (Eq. 3.8) is computed by
sampling states and random goals from the replay buffer, sampling
actions from the policy, and then taking gradients on the policy using
a reparametrization gradient. On tasks with image observations, we
add an action entropy term to the policy objective.

3.4.4 A Complete Goal-Conditioned RL Algorithm

The complete algorithm alternates between fitting the critic function
using contrastive learning, updating the policy using Eq. 3.8, and
collecting more data. Alg. 4 provides a JAX [25] implementation of
the actor and critic losses. Note that the critic is parameterized as
an inner product between a representation of the state-action pair,
and a representation of the goal state: f (s, a, sg) = ϕ(s, a)Tψ(sg).
This parameterization allows for efficient computation, as we can
compute the goal representations just once, and use them both in the
positive pairs and the negative pairs. While this is common practice in
representation learning, it is not exploited by most goal-conditioned
RL algorithms. We refer to this method as contrastive RL (NCE). In
Appendix b.4, we derive a variant of this method (contrastive RL

(CPC)) that uses the infoNCE bound on mutual information.
Contrastive RL (NCE) is an on-policy algorithm because it only

estimates the Q-function for the policy that collected the data. However,
in practice, we take as many gradient steps on each transition as
standard off-policy RL algorithms [75, 90]. 5 On a single TPUv2,
training proceeds at 1100 batches

sec for state-based tasks and 105 batches
sec

for image-based tasks; for comparison, our implementation of DrQ on
the same hardware setup runs at 28 batches

sec (3.9× slower).6

5 Code and more results are available: https://ben-eysenbach.github.io/
contrastive_rl

6 The more recent DrQ-v2 [260] uses on 1 NVIDIA V100 GPU to achieve a training
speed of 96/4 = 24 batches

sec . The factor of 4 comes from an action repeat of 2 and an
update interval of 2.

https://ben-eysenbach.github.io/contrastive_rl
https://ben-eysenbach.github.io/contrastive_rl
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Algorithm 4 Contrastive RL (NCE): the actor and critic losses for our
method.

from jax.numpy import einsum, eye
from optax import sigmoid_binary_cross_entropy
def critic_loss(states, actions, future_states):

sa_repr = sa_encoder(states, actions) # (batch_dim, repr_dim)
g_repr = g_encoder(future_states) # (batch_dim, repr_dim)
logits = einsum('ik,jk->ij', sa_repr, g_repr) # <sa_repr[i], g_repr[j]> for all i,j
return sigmoid_binary_cross_entropy(logits=logits, labels=eye(batch_size))

def actor_loss(states, goals):
actions = policy.sample(states, goal=goals) # (batch_size, action_dim)
sa_repr = sa_encoder(states, actions) # (batch_dim, repr_dim)
g_repr = g_encoder(goals) # (batch_dim, repr_dim)
logits = einsum('ik,ik->i', sa_repr, g_repr) # <sa_repr[i], g_repr[i]>
return -1.0 * logits

3.4.5 Convergence Guarantees

In general, providing convergence guarantees for methods that per-
form relabeling is challenging. Most prior work offers no guaran-
tees [10, 43, 45] or guarantees under only restrictive assumptions [77,
228].

To prove that contrastive RL converges, we will introduce an ad-
ditional filtering step into the method, throwing away some training
examples. Precisely, we exclude training examples (s, a, s f ) if the prob-
ability of the corresponding trajectory τi:j = (si, ai, si+1, ai+1, · · · , sj, aj)

sampled from π(τ | sg) under the commanded goal sg is very different
from the trajectory’s probability under the actually-reached goal sj:

ExcludeTraj(τi:j) = δ

(∣∣∣∣π(τi:j | sg)

π(τi:j | sj)
− 1
∣∣∣∣ > ϵ

)
.

While this modification is necessary to prove convergence, ablation
experiments in Appendix Fig. b.7 show that the filtering step can
actually hurt performance in practice, so we do not include this
filtering step in the experiments in the main text. We can now prove
that contrastive RL performs approximate policy improvement.

Lemma 2 (Approximate policy improvement). Assume that states and
actions are tabular and assume that the critic is Bayes-optimal. Let π′(a |
s, sg) be the goal-conditioned policy obtained after one iteration of contrastive
RL with a filtering parameter of ϵ. Then this policy achieves higher rewards
than the initial goal-conditioned policy:

Eπ′(τ|sg)

[
∞

∑
t=0

γtrsg(st, at)

]
≥ Eπ(τ|sg)

[
∞

∑
t=0

γtrsg(st, at)

]
− 2γϵ

1− γ

for all goals sg ∈ {sg | pg(sg) > 0}.

The proof is in Appendix b.3. This result shows that performing
contrastive RL on static dataset results in one step of approximate pol-
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icy improvement. Re-collecting data and then applying contrastive RL
over and over again corresponds to approximate policy improvement
(see [20, Lemma 6.2]).

In summary, we have shown that applying contrastive learning
to a particular choice of inputs results in an RL algorithm, one that
learns a Q-function and (under some assumptions) converges to the
reward-maximizing policy. Contrastive RL (NCE) is simple: it does
not require multiple Q-values [75], target Q networks [159], data
augmentation [132, 261], or auxiliary objectives [131, 262].

3.4.6 C-learning as Contrastive Learning

C-learning [58] is a special case of contrastive RL: it learns a critic func-
tion to distinguish future goals from random goals. Compared with
contrastive RL (NCE), C-learning learns the classifier using temporal
difference learning.7 Viewing C-learning as a special case of contrastive
RL suggests that contrastive RL algorithms might be implemented
in a variety of different ways, each with relative merits. For example,
contrastive RL (NCE) is much simpler than C-learning and tends
to perform a bit better. Appendix b.5 introduces another member of
the contrastive RL family (contrastive RL (NCE + C-learning)) that
tends to yield the best performance .

3.5 experiments

Our experiments use goal-conditioned RL problems to compare con-
trastive RL algorithms to prior non-contrastive methods, including
those that use data augmentation and auxiliary objectives. We then
compare different members of the contrastive RL family, and show
how contrastive RL can be effectively applied to the offline RL setting.
Appendix b.6 contain additional experiments and visualizations.

3.5.1 Comparing to prior goal-conditioned RL methods

baselines . We compare three baselines. “HER” [146] is a goal-
conditioned RL method that uses hindsight relabeling [10] with a high-
performance actor-critic algorithm (TD3). This baseline is representa-
tive of a large class of prior work that uses hindsight relabeling [10, 139,
195, 202]. Like contrastive RL, this baseline does not assume access to
a reward function. The second baseline is goal-conditioned behavioral
cloning (“GCBC”) [30, 43, 50, 77, 152, 182, 225, 228], which trains a
policy to reach goal sg by performing behavioral cloning on trajectories
that reach state sg. GCBC is a simple method that achieves excellent

7 The objectives are subtly different: C-learning estimates the probability that policy
π(· | ·, sg) visits state s f = sg, whereas contrastive RL (NCE) estimates the probability
that any of the goal conditioned policies visit state s f .
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Figure 3.2: Environments. We show a subset of the goal-conditioned envi-
ronments used in our experiments.

results [30, 50] and has the same inputs as our method ((s, a, s f )

triplets). A third baseline is a model-based approach that fits a density
model to the future state distribution pπ(·|·)(st+ | s, a) and trains a goal-
conditioned policy to maximize the probability of the commanded
goal. This baseline is similar to successor representations [41] and
prior multi-step models [45, 106]. Both contrastive RL (Alg. 4) and
this model-based approach encode the future state distribution, but
the output dimension of this model-based method depends on the
state dimension. We, therefore, expect this approach to excel in low-
dimensional settings but struggle with image-based tasks. Where
possible, we use the same hyperparameters for all methods. We will
include additional representation learning baselines when studying
representations in the subsequent section.

tasks . We compare it to a suite of goal-conditioned tasks, mostly
taken from prior work. Four standard manipulation tasks include
fetch reach and fetch push from Plappert et al. [184] and sawyer

push and sawyer bin from Yu et al. [265]. We evaluate these tasks
both with state-based observations and (unlike most prior work)
image-based observations. The sawyer bin task poses an exploration
challenge, as the agent must learn to pick up an object from one bin
and place it at a goal location in another bin; the agent does not receive
any reward shaping or demonstrations. We include two navigation
tasks: point Spiral11x11 is a 2D maze task with image observations
and ant umaze [70] is a 111-dimensional locomotion task that presents
a challenging low-level control problem. Where possible, we use the
same initial state distribution, goal distribution, observations, and
definition of success as prior work. Goals have the same dimension
as the states, with one exception: on the ant umaze task, we used the
global XY position as the goal. We illustrate three of the tasks to the
right. The agent does not have access to any ground truth reward
function.

We report results in Fig. 3.3, using five random seeds for each
experiment and plotting the mean and standard deviation across those
random seeds. On the state-based tasks (Fig. 3.3a), most methods solve
the easiest task (fetch reach) while only our method solves the most
challenging task (sawyer bin). Our method also outperforms all prior
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Figure 3.3: Goal-conditioned RL. Contrastive RL (NCE) outperforms
prior methods on most tasks. Baselines: HER [146] is a
prototypical actor-critic method that uses hindsight relabel-
ing [10]; Goal-conditioned behavioral cloning (GCBC) [43, 77,
152, 225] performs behavior cloning on relabeled experience;
model-based fits a density model to the discounted state occu-
pancy measure, similar on [41, 45, 106].

methods on the two pushing tasks. The model-based baseline performs
best on the ant umaze task, likely because learning a model is relatively
easy when the goal is lower-dimensional (just the XY location). On
the image-based tasks (Fig. 3.3b), most methods make progress on the
two easiest tasks (fetch reach and point Spiral11x11); our method
outperforms the baselines on the three more challenging tasks. Of
particular note is the success on sawyer push and sawyer bin: while
the success rate of our method remains below 50%, no baselines
make any progress on learning these tasks. These results suggest that
contrastive RL (NCE) is a competitive goal-conditioned RL algorithm.

3.5.2 Comparing to prior representation learning methods

We hypothesize that contrastive RL may automatically learn good
representations. To test this hypothesis, we compare contrastive RL
(NCE) to techniques proposed by prior work for representation learn-
ing. These include data augmentation [132, 260, 261] (“DrQ”) and
auxiliary objectives based on an autoencoder [64, 164, 168, 262] (“AE”)
and a contrastive learning objective (“CURL”) that generates positive
examples using data augmentation, similar to prior work [131, 162,
226]. Because prior work has demonstrated these techniques in combi-
nation with actor-critic RL algorithms, we will use these techniques in
combination with the actor-critic baseline from the previous section
(“TD3 + HER”). While contrastive RL (NCE) resembles a contrastive
representation learning method, it does not include any data augmen-
tation or auxiliary representation learning objectives.

We show results in Fig. 3.4, with error bars again showing the mean
and standard deviation across 5 random seeds. While adding the
autoencoder improves the baseline on the fetch reach and adding
DrQ improves the baseline on the sawyer push, contrastive RL (NCE)
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Figure 3.4: Representation learning for image-based tasks. While adding
data augmentation and auxiliary representation objectives can
boost the performance of the TD3+HER baseline, replacing the
underlying goal-conditioned RL algorithm with one that resem-
bles contrastive representation learning (i.e., ours) yields a larger
increase in success rates. Baselines: DrQ [261] augments images
and averages the Q-values across 4 augmentations; auto encoder
(AE) adds an auxiliary reconstruction loss [64, 164, 168, 262];
CURL [131] applies RL on top of representations learned via
augmentation-based contrastive learning.

outperforms the prior methods on all tasks. Unlike these methods,
contrastive RL does not use auxiliary objectives or additional domain
knowledge in the form of image-appropriate data augmentations.
These experiments do not show that representation learning is never
useful, and do not show that contrastive RL cannot be improved with
additional representation learning machinery. Rather, they show that
designing RL algorithms that structurally resemble contrastive repre-
sentation learning yields bigger improvements than simply adding
representation learning tricks on top of existing RL algorithms.

3.5.3 Probing the dimensions of contrastive RL

Up to now, we have focused on the specific instantiation of contrastive
RL spelled out in Alg. 4. However, there is a whole family of RL
algorithms with contrastive characteristics. C-learning is a contrastive
RL algorithm that uses temporal difference learning (Sec. 3.4.6). Con-
trastive RL (CPC) is a variant of Alg. 4 based on the infoNCE ob-
jective [177] that we derive in Appendix b.4 Contrastive RL (NCE +
C-learning) is a variant that combines C-learning with Alg. b.5 (see
Appendix b.5.). The aim of these experiments are to study whether
generalizing C-learning to a family of contrastive RL algorithms was
useful: do the simpler methods achieve similar performance, and do
other methods achieve better performance?

We present results in Fig. 3.5, again plotting the mean and standard
deviation across five random seeds. Contrastive RL (CPC) outper-
forms contrastive RL (NCE) on three, suggesting that swapping one
mutual information estimator for another can sometimes improve
performance, though both estimators can be effective. C-learning
outperforms contrastive RL (NCE) on three tasks but performs worse
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Figure 3.5: Contrastive RL design decisions. Generalizing C-learning to
a family of contrastive RL algorithms allowed us to identify
algorithms that are much simpler (contrastive RL (NCE)) and that
consistently achieve higher performance (contrastive RL (NCE +
C-learning)).

on other tasks. Contrastive RL (NCE + C-learning) consistently ranks
among the best methods. These experiments demonstrate that the prior
contrastive RL method, C-learning [58], achieves good results on most
tasks; generalizing C-learning to a family of contrastive RL algorithms
resulting in new algorithms that achieve higher performance and can
be much simpler.

3.5.4 Partial Observability and Moving Cameras
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Figure 3.6: Partial observability and moving cameras. Contrastive RL can
solve partially observed tasks.

Many realistic robotics tasks exhibit partial observability, and have
cameras that are not fixed but rather attached to moving robot parts.
Our next experiment tests if contrastive RL can cope with these sorts
of challenges. To study this question, we modified the sawyer push

task so that the camera tracks the hand at a fixed distance, as if it
were rigidly mounted to the arm. This means that, at the start of the
episode, the scene is occluded by the wall at the edge of the table,
so the agent cannot see the location of the puck (see Fig. 3.6 (left)).
Nonetheless, contrastive RL (NCE) successfully handles this partial
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observability, achieving a success rate of around 35%. Fig. 3.6 (left)
shows an example rollout and Fig. 3.6 (right) shows the learning curve.
For comparison, the success rate when using the fixed static camera
was 75%. Taken together, these results suggest that contrastive RL
can cope with moving cameras and partial observability, while also
suggesting that improved strategies (e.g., non-Markovian architectures)
might achieve even better results.

3.5.5 Contrastive RL for Offline RL

Our final experiment studies whether the benefits from contrastive
RL (NCE) transfer to the offline RL setting, where the agent is prohib-
ited from interacting with the environment. We use the benchmark
AntMaze tasks from the D4RL benchmark [70], as these are goal-
conditioned tasks commonly studied in the offline setting.

We adapt contrastive RL (NCE) to the offline setting by adding an
additional (goal-conditioned) behavioral cloning term to the policy
objective (Eq. 3.8), using a coefficient of λ:

max
π(a|s,sg)

Eπ(a|s,sg)p(s,aorig,sg)

[
(1− λ) · f (s, a, s f = sg) + λ · log π(aorig | s, sg)

]
.

Note that setting λ = 1 corresponds to GCBC [30, 43, 50, 77, 152, 182,
225, 228], which we will include as a baseline. Following TD3+BC [73],
we learn multiple critic functions (2 and 5) and take the minimum
when computing the actor update. We also compare to prior offline RL
methods that eschew TD learning: (unconditional) behavioral cloning
(BC), the implementation of GCBC from [50] (which refers to GCBC
as RvS-G), and a recent method based on the transformer architecture
(DT [30]). Lastly, we compare with two more complex methods that
use TD learning: TD3+BC [73] and IQL [120]. Unlike contrastive RL
and GCBC, these TD learning methods do not perform goal relabeling.
We use the numbers reported for these baselines in prior work [50,
120].

As shown in Table 3.1, contrastive RL (NCE) outperforms all base-
lines on five of the six benchmark tasks. Of particular note are the
most challenging “-large” tasks, where contrastive RL achieves a 7%
to 9% absolute improvement over IQL. We note that IQL does not use
goal relabeling, which is the bedrock of contrastive RL. Compared
to baselines that do not use TD learning, the benefits are more
pronounced, with a median (absolute) improvement over GCBC of
15%. The performance of contrastive RL improves when increasing the
number of critics from 2 to 5, suggesting that the key to solving more
challenging offline RL tasks may be increased capacity, rather than TD
learning. Taken together, these results show the value of contrastive
RL for offline goal-conditioned tasks.
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Table 3.1: Offline RL on D4RL AntMaze [70]. Contrastive RL outperforms
all baselines in 5 out of 6 tasks. TD3+BC and IQL report results on
the -v0 tasks, but the change to -v2 has a negligible effect on TD
methods [102].

no TD uses TD

BC DT GCBC Contrastive RL + BC TD3+BC∗ IQL∗

2 nets 5 nets

umaze-v2 54.6 65.6 65.4 81.9 (±1.7) 79.8 (±1.4) 78.6 87.5

umaze-diverse-v2 45.6 51.2 60.9 75.4(±3.5) 77.6 (±2.8) 71.4 62.2

medium-play-v2 0.0 1.0 58.1 71.5(±5.2) 72.6(±2.9) 10.6 71.2

medium-diverse-v2 0.0 0.6 67.3 72.5 (±2.8) 71.5 (±1.3) 3.0 70.0

large-play-v2 0.0 0.0 32.4 41.6 (±6.0) 48.6 (±4.4) 0.2 39.6

large-diverse-v2 0.0 0.2 36.9 49.3 (±6.3) 54.1 (±5.5) 0.0 47.5

3.6 extensionsion : solving fully-general rl problems

using contrastive kernels

While contrastive RL focuses on goal-reaching problems, the underly-
ing mathematics can allow us to solve fully general RL problems. In
particularly, these contrastive representations provide an immediate
solution to the example-based control problem mentioned in Sec. 2.7.
Precisely, estimating the Q function corresponds to kernel smoothing,
where the Q function is represented non-parametrically as a reward-
weighted sum of the distances to reward-labeled states (according to
the representations) [95].

3.7 discussion

In this work, we showed how contrastive representation learning can
be used for goal-conditioned RL. This connection not only lets us
re-interpret a prior RL method as performing contrastive learning,
but also suggests a family of contrastive RL methods, which includes
simpler algorithms, as well as algorithms that attain better overall
performance. While this work might be construed to imply that RL
is more or less important than representation learning [129, 134, 216,
223], we have a different takeaway: that it may be enough to build RL
algorithms that look like representation learning. Moreoever, this work
reveals close connections between various unsupervised pretraining
methods (representation learning, model learning, offline RL, and
goal-conditioned RL), suggesting that they may largely be different
interpretation of the same method.

In summary, both C-learning and its contrastive brethren have
lifted both practical and theoretical limitations of prior work. On the
practical front, unlike prior methods, they do not require manual
specification of reward functions or distance functions, and they
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automatically suggest how relabeling hyperparameters should be
chosen. They also highlight how representation can emerge from goal-
conditioned RL. On the theoretical front, they show how hindsight
relabeling can be used in a principled manner, resulting in well-defined
value functions. Taken together, these methods underscore how data-
driven decision making algorithms are not only practically appealing,
but also open the door to theoretical inquiry.





Part II

I N F E R R I N G S O L U T I O N S T O C O M P L E X TA S K S

Directly solving difficult tasks, without any sort of plan,
can be exceedingly difficult. This section discusses RL
algorithms that infer a plan for solving a task. Like the
scaffolding of a building, this plan makes the subsequent
control problem easier, as the learned agent need only fill in
the gaps in the scaffolding. Different choices of scaffolding
result in different control algorithms. Chapter 4 uses a
coarse scaffold that consists of a sequence of waypoints
leading to a desired outcome. Chapter 5 uses a fine-grained
scaffold that models the dynamics at every time step.





4
S E A R C H O N T H E R E P L AY B U F F E R

4.1 introduction

How can agents learn to solve complex, temporally extended tasks?
Classically, planning algorithms give us one tool for learning such
tasks. While planning algorithms work well for tasks where it is easy
to determine distances between states and easy to design a local policy
to reach nearby states, both of these requirements become roadblocks
when applying planning to high-dimensional (e.g., image-based) tasks.
Learning algorithms excel at handling high-dimensional observations,
but reinforcement learning (RL) – learning for control – fails to reason
over long horizons to solve temporally extended tasks. In this work,
we propose a method that combines the strengths of planning and RL,
resulting in an algorithm that can plan over long horizons in tasks
with high-dimensional observations.

Recent work has introduced goal-conditioned RL algorithms [186,
202] that acquire a single policy for reaching many goals. In practice,
goal-conditioned RL succeeds at reaching nearby goals but fails to
reach distant goals; performance degrades quickly as the number
of steps to the goal increases [140, 161]. Moreover, goal-conditioned
RL often requires large amounts of reward shaping [34] or human
demonstrations [151, 165], both of which can limit the asymptotic
performance of the policy by discouraging the policy from seeking
novel solutions.

We propose to solve long-horizon, sparse reward tasks by decom-
posing the task into a series of easier goal-reaching tasks. We learn
a goal-conditioned policy for solving each of the goal-reaching tasks.
Our main idea is to reduce the problem of finding these subgoals to
solving a shortest path problem over states that we have previous
visited, using a distance metric extracted from our goal-conditioned
policy. We call this algorithm Search on Replay Buffer (SoRB), and
provide a simple illustration of the algorithm in Figure 4.1.

Our primary contribution is an algorithm that bridges planning and
deep RL for solving long-horizon, sparse reward tasks. We develop
a practical instantiation of this algorithm using ensembles of distri-
butional value functions, which allows us to robustly learn distances
and use them for risk-aware planning. Empirically, we find that our
method generates effective plans to solve long horizon navigation
tasks, even in image-based domains, without a map and without
odometry. Comparisons with state-of-the-art RL methods show that
SoRB is substantially more successful in reaching distant goals. We also

41
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Figure 4.1: Search on the Replay Buffer: (a) Goal-conditioned RL often
fails to reach distant goals, but can successfully reach the goal if
starting nearby (inside the green region). (b) Our goal is to use
observations in our replay buffer (yellow squares) as waypoints
leading to the goal. (c) We automatically find these waypoints by
using the agent’s value function to predict when two states are
nearby, and building the corresponding graph. (d) We run graph
search to find the sequence of waypoints (blue arrows), and then
use our goal-conditioned policy to reach each waypoint.

observe that the learned policy generalizes well to navigate in unseen
environments. In summary, graph search over previously visited states
is a simple tool for boosting the performance of a goal-conditioned
RL algorithm.

4.2 bridging planning and reinforcement learning

Planning algorithms must be able to (1) sample valid states, (2)
estimate the distance between reachable pairs of states, and (3) use
a local policy to navigate between nearby states. These requirements
are difficult to satisfy in complex tasks with high dimensional obser-
vations, such as images. For example, consider a robot arm stacking
blocks using image observations. Sampling states requires generating
photo-realistic images, and estimating distances and choosing actions
requires reasoning about dozens of interactions between blocks. Our
method will obtain distance estimates and a local policy using a RL
algorithm. To sample states, we will simply use a replay buffer of
previously visited states as a non-parametric generative model.

4.2.1 Building Block: Goal-Conditioned RL

A key building block of our method is a goal-conditioned policy
and its associated value function. We consider a goal-reaching agent
interacting with an environment. The agent observes its current state
s ∈ S and a goal state sg ∈ S . The initial state for each episode is
sampled s1 ∼ ρ(s), and dynamics are governed by the distribution
p(st+1 | st, at). At every step, the agent samples an action a ∼ π(a |
s, sg) and receives a corresponding reward r(s, a, sg) that indicates
whether the agent has reached the goal. The episode terminates as
soon as the agent reaches the goal, or after T steps, whichever occurs
first. The agent’s task is to maximize its cumulative, undiscounted,
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reward. We use an off-policy algorithm to learn such a policy, as well
as its associated goal-conditioned Q-function and value function:

Q(s, a, sg) = Es1∼ρ(s),at∼π(at|st,sg)
st+1∼p(st+1|st,at)

[
T

∑
t=1

r(st, at, sg)

]
,

V(s, sg) = max
a

Q(s, a, sg).

We obtain a policy by acting greedily w.r.t. the Q-function: π(a |
s, sg) = arg maxa Q(s, a, sg). We choose an off-policy RL algorithm
with goal relabelling [10, 110] and distributional RL [19]) not only for
improved data efficiency, but also to obtain good distance estimates
(See Section 4.2.2). We will use DQN [159] for discrete action envi-
ronments and DDPG [144] for continuous action environments. Both
algorithms operate by minimizing the Bellman error over transitions
sampled from a replay buffer B.

4.2.2 Distances from Goal-Conditioned Reinforcement Learning

To ultimately perform planning, we need to compute the shortest
path distance between pairs of states. Following Kaelbling [110], we
define a reward function that returns -1 at every step: r(s, a, sg) ≜ −1.
The episode ends when the agent is sufficiently close to the goal, as
determined by a state-identity oracle. Using this reward function and
termination condition, there is a close connection between the Q values
and shortest paths. We define dsp(s, sg) to be the shortest path distance
from state s to state sg. That is, dsp(s, sg) is the expected number of
steps to reach sg from s under the optimal policy. The value of state s
with respect to goal sg is simply the negative shortest path distance:
V(s, sg) = −dsp(s, sg). We likewise define dsp(s, a, sg) as the shortest
path distance, conditioned on initially taking action a. Then Q values
also equal a negative shortest path distance: Q(s, a, sg) = −dsp(s, a, sg).
Thus, goal-conditioned RL on a suitable reward function yields a
Q-function that allows us to estimate shortest-path distances.

4.2.3 The Replay Buffer as a Graph

We build a weighted, directed graph directly on top of states in our
replay buffer, so each node corresponds to an observation (e.g., an
image). We add edges between nodes with weight (i.e., length) equal to
their predicted distance, using dπ(s1, s2) as our estimate of the distance
using our current Q-function. While, in theory, going directly to the
goal is always a shortest path, in practice the goal-conditioned policy
will fail to reach distant goals directly (See Fig. 4.5.). We will therefore
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ignore edges that are longer than MaxDist, a hyperparameter. The
graph is thus defined as G ≜ (V , E ,W) where

V = B, E = B × B = {es1→s2 | s1, s2 ∈ B}

W(es1→s2) =

dπ(s1, s2) if dπ(s1, s2) < MaxDist

∞ otherwise.

Given a start and goal state, we temporarily add each to the graph. We
add directed edges from the start state to every other state, and from
every other state to the goal state, using the same criteria as above. We
use Dijkstra’s Algorithm to find the shortest path. See Appendix c for
details.

Algorithm 5 Inputs are the current state s, the goal state sg, a buffer of
observations B, the learned policy π and its value function V. Returns
an action a.

function SearchPolicy(s, sg,B, V, π)
sw1 , · · · ← ShortestPath(s, sg,B, V)
ds→w1 ← −V(s, sw1)
ds→g ← −V(s, sg)
if ds→w1 < ds→g or ds→g > MaxDist then

a← π(a, | s, sw1)
else

a← π(a, | s, sg)

return a

4.2.4 Algorithm Summary

After learning a goal-conditioned Q-function, we perform graph
search to find a set of waypoints and use the goal-conditioned policy
to reach each. We view the combination of graph search and the
underlying goal-conditioned policy as a new SearchPolicy, shown
in Algorithm 5. The algorithm starts by using graph search to obtain
the shortest path sw1 , sw2 , · · · from the current state s to the goal state
sg, planning over the states in our replay buffer B. We then estimate
the distance from the current state to the first waypoint, as well as
the distance from the current state to the goal. In most cases, we then
condition the policy on the first waypoint, sw1 . However, if the goal
state is closer than the next waypoint and the goal state is not too far
away, then we directly condition the policy on the final goal. If the
replay buffer is empty or there is not a path in G to the goal, then
Algorithm 5 resorts to standard goal-conditioned RL.
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4.3 better distance estimates

The success of our SearchPolicy depends heavily on the accuracy of
our distance estimates. This section proposes two techniques to learn
better distances with RL.

4.3.1 Better Distances via Distributional Reinforcement Learning

Figure 4.2: The Bellman update for distributional RL is simple when learning
distances, simply corresponding to a left-shift of the Q-values at
every step until the agent reaches the goal.

Off-the-shelf Q-learning algorithms such as DQN [159] or DDPG [144]
will fail to learn accurate distance estimates using the −1 reward
function. The true value for a state and goal that are unreachable is−∞,
which cannot be represented by a standard, feed-forward Q-network.
Simply clipping the Q-value estimates to be within some range avoids
the problem of ill-defined Q-values, but empirically we found it
challenging to train clipped Q-networks. We adopt distributional
Q-learning [19], noting that is has a convenient form when used with
the −1 reward function. Distributional RL discretizes the possible
value estimates into a set of bins B = (B1, B2, · · · , BN). For learning
distances, bins correspond to distances, so Bi indicates the event that
the current state and goal are i steps away from one another. Our
Q-function predicts a distribution Q(st, sg, at) ∈ PN over these bins,
where Q(st, sg, at)i is the predicted probability that states st and sg

are i steps away from one another. To avoid ill-defined Q-values,
the final bin, BN is a catch-all for predicted distances of at least N.
Importantly, this gives us a well-defined method to represent large
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and infinite distances. Under this formulation, the targets Q∗ ∈ PN

for our Q-values have a simple form:

Q∗ =

(1, 0, · · · , 0) if st = g

(0, Q1, · · · , QN−2, QN−1 + QN) if st ̸= g

As illustrated in Figure 4.2, if the state and goal are equivalent, then the
target places all probability mass in bin 0. Otherwise, the targets are a
right-shift of the current predictions. To ensure the target values sum
to one, the mass in bin N of the targets is the sum of bins N− 1 and N
from the predicted values. Following Bellemare, Dabney, and Munos
[19], we update our Q function by minimizing the KL divergence
between our predictions Qθ and the target Q∗:

min
θ

DKL(Q∗ ∥ Qθ) (4.1)

4.3.2 Robust Distances via Ensembles of Value Functions

Since we ultimately want to use estimated distances to perform search,
it is crucial that we have accurate distances estimates. It is challenging
to robustly estimate the distance between all |B|2 pairs of states in our
buffer B, some of which may not have occurred during training. If we
fail and spuriously predict that a pair of distant states are nearby, graph
search will exploit this “wormhole” and yield a path which assumes
that the agent can “teleport” from one distant state to another. We
seek to use a bootstrap [21] as a principled way to estimate uncertainty
for our Q-values. Following prior work [126, 179], we implement an
approximation to the bootstrap. We train an ensemble of Q-networks,
each with independent weights, but trained on the same data using
the same loss (Eq. 4.1). When performing graph search, we aggregate
predictions from each Q-network in our ensemble. Empirically, we
found that ensembles were crucial for getting graph search to work
on image-based tasks, but we observed little difference in whether
we took the maximum predicted distance or the average predicted
distance.

4.4 related work

Planning Algorithms: Planning algorithms [36, 125] efficiently solve
long-horizon tasks, including those that stymie RL algorithms (see,
e.g., Kavraki, Svestka, and Overmars [113], Lau and Kuffner [133], and
Levine et al. [138]). However, these techniques assume that we can
(1) efficiently sample valid states, (2) estimate the distance between
two states, and (3) acquire a local policy for reaching nearby states,
all of which make it challenging to apply these techniques to high-
dimensional tasks (e.g., with image observations). Our method re-



4.4 related work 47

moves these assumptions by (1) sampling states from the replay buffer
and (2,3) learning the distance metric and policy with RL. Some prior
works have also combined planning algorithms with RL [34, 62, 200],
finding that the combination yields agents adept at reaching distant
goals. Perhaps the most similar work is Semi-Parametric Topological
Memory [200], which also uses graph search to find waypoints for a
learned policy. We compare to SPTM in Section 4.5.3.

Goal-Conditioned RL: Goal-conditioned policies [110, 186, 202] take as
input the current state and a goal state, and predict a sequence of ac-
tions to arrive at the goal. Our algorithm learns a goal-conditioned pol-
icy to reach waypoints along the planned path. Recent algorithms [10,
186] combine off-policy RL algorithms with goal-relabelling to improve
the sample complexity and robustness of goal-conditioned policies.
Similar algorithms have been proposed for visual navigation [8, 86,
157, 267, 274]. A common theme in recent work is learning distance
metrics to accelerate RL. While most methods [66, 201, 255] simply
perform RL on top of the learned representation, our method explicitly
performs search using the learned metric.

Hierarchical RL: Hierarchical RL algorithms automatically learn a
set of primitive skills to help an agent learn complex tasks. One class
of methods [14, 69, 109, 121, 161, 181, 189, 231, 246] jointly learn a
low-level policy for performing each of the skills together with a
high-level policy for sequencing these skills to complete a desired task.
Another class of algorithms [46, 68, 217] focus solely on automatically
discovering these skills or subgoals. SoRB learns primitive skills that
correspond to goal-reaching tasks, similar to Nachum et al. [161].
While jointly learning high-level and low-level policies can be unstable
(see discussion in Nachum et al. [161]), we sidestep the problem by
using graph search as a fixed, high-level policy.

Table 4.1: Four classes of model-based RL methods. Dimensions in the last
column correspond to typical robotics tasks with image/lidar
observations.

model real
states

multi-
step

prediction
dimen-
sion

state-space ✓ ✓ 1000s+
latent-space ✗ ✓ 10s

inverse ✓ ✗ 10s
SoRB ✓ ✓ 1

Model Based RL: RL methods are typically divided into model-
free [207–209, 253] and model-based [144, 249] approaches. Model-
based approaches all perform some degree of planning, from predict-
ing the value of some state [159, 215], obtaining representations by
unrolling a learned dynamics model [191], or learning a policy directly
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(a) (b) (c)

Figure 4.3: Simple 2D Navigation: (Left) Two simple navigation environ-
ments. (Center) An agent that combines a goal-conditioned policy
with search is substantially more successful at reaching distant
goals in these environments than using the goal-conditioned
policy alone. (Right) A standard goal-conditioned policy (top)
fails to reach distant goals. Applying graph search on top of that
same policy (bottom) yields a sequence of intermediate waypoints
(yellow squares) that enable the agent to successfully reach distant
goals.

on a learned dynamics model [3, 39, 63, 123, 163, 173, 230]. One line
of work [6, 135, 224, 235] embeds a differentiable planner inside a
policy, with the planner learned end-to-end with the rest of the policy.
Other work [136, 250] explicitly learns a representation for use inside
a standard planning algorithm. In contrast, SoRB learns to predict the
distances between states, which can be viewed as a high-level inverse
model. SoRB predicts a scalar (the distance) rather than actions or
observations, making the prediction problem substantially easier. By
planning over previously visited states, SoRB does not have to cope
with infeasible states that can be predicted by forward models in
state-space and latent-space.

4.5 experiments

We compare SoRB to prior methods on two tasks: a simple 2D envi-
ronment, and then a visual navigation task, where our method will
plan over images. Ablation experiments will illustrate that accurate
distances estimates are crucial to our algorithm’s success.

4.5.1 Didactic Example: 2D Navigation

We start by building intuition for our method by applying it to two
simple 2D navigation tasks, shown in Figure 4.3a. The start and
goal state are chosen randomly in free space, and reaching the goal
often takes over 100 steps, even for the optimal policy. We used
goal-conditioned RL to learn a policy for each environment, and
then evaluated this policy on randomly sampled (start, goal) pairs of
varying difficulty. To implement SoRB, we used exactly the same policy,
both to perform graph search and then to reach each of the planned
waypoints. In Figure 4.3b, we observe that the goal-conditioned policy
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can reach nearby goals, but fails to generalize to distant goals. In
contrast, SoRB successfully reaches goals over 100 steps away, with
little drop in success rate. Figure 4.3c compares rollouts from the goal-
conditioned policy and our policy. Note that our policy takes actions
that temporarily lead away from the goal so the agent can maneuver
through a hallway to eventually reach the goal.

4.5.2 Planning over Images for Visual Navigation

Figure 4.4: Visual Navigation: Given an initial state and goal state, our
method automatically finds a sequence of intermediate waypoints.
The agent then follows those waypoints to reach the goal.

We now examine how our method scales to high-dimensional
observations in a visual navigation task, illustrated in Figure 4.4.
We use 3D houses from the SUNCG dataset [220], similar to the
task described by Shah et al. [212]. The agent receives either RGB
or depth images and takes actions to move North/South/East/West.
Following Shah et al. [212], we stitch four images into a panorama, so
the resulting observation has dimension 4× 24× 32× C, where C is
the number of channels (3 for RGB, 1 for Depth). At the start of each
episode, we randomly sample an initial state and goal state. We found
that sampling nearby goals (within 4 steps) more often (80% of the
time) improved the performance of goal-conditioned RL. We use the
same goal sampling distribution for all methods. The agent observes
both the current image and the goal image, and should take actions
that lead to the goal state. The episode terminates once the agent is
within 1 meter of the goal. We also terminate if the agent has failed to
reach the goal after 20 time steps, but treat the two types of termination
differently when computing the TD error (see Pardo et al. [180]). Note
that it is challenging to specify a meaningful distance metric and local
policy on pixel inputs, so it is difficult to apply standard planning
algorithms to this task.

On this task, we evaluate four state-of-the-art prior methods: hind-
sight experience replay (HER) [10], distributional RL (C51) [19], semi-
parametric topological memory (SPTM) [200], and value iteration net-
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Figure 4.5: Visual Navigation: We compare our method (SoRB) to prior work
on the visual navigation environment (Fig. 4.4), using RGB images
(Left) and depth images (Right) . We find that only our method
succeeds in reaching distant goals. Baselines: SPTM [200], C51 [19],
VIN [235], HER [10]. Transparent lines depict individual random
seeds.

works (VIN) [235]. SoRB uses C51 as its underlying goal-conditioned
policy. For VIN, we tuned the number of iterations as well as the num-
ber of hidden units in the recurrent layer. For SPTM, we performed
a grid search over the threshold for adding edges, the threshold
for choosing the next waypoint along the shortest path, and the
parameters for sampling the training data. In total, we performed over
1000 experiments to tune baselines, more than an order of magnitude
more than we used for tuning our own method. See Appendix c for
details.

We evaluated each method on goals ranging from 2 to 20 steps from
the start. For each distance, we randomly sampled 30 (start, goal) pairs,
and recorded the average success rate, defined as reaching within 1

meter of the goal within 100 steps. We then repeated each experiment
for 5 random seeds. In Figure 4.5, we plot each random seed as a
transparent line; the solid line corresponds to the average across the 5

random seeds. While all prior methods degrade quickly as the distance
to the goal increases, our method continues to succeed in reaching
goals with probability around 90%. SPTM, the only prior method that
also employs search, performs second best, but substantially worse
than our method.

4.5.3 Comparison with Semi-Parametric Topological Memory

To understand why SoRB succeeds at reaching distant goals more
frequently than SPTM, we examine the two key differences between
the methods: (1) the goal-conditioned policy used to reach nearby goals
and (2) the distance metric used to construct the graph. While SoRB
acquires a goal-conditioned policy via goal-conditioned RL, SPTM
obtains a policy by learning an inverse model with supervised learning.
First, we compared the performance of the RL policy (used in SoRB)
with the inverse model policy (used in SPTM). In Figure 4.6a, the solid
colored lines show that, without search, the policy used by SPTM is
more successful than the RL policy, but performance of both policies
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(a) Goal-Conditioned Policy (b) Distance Predictions

Figure 4.6: SoRB vs SPTM: Our method and Semi-Parametric Topological
Memory [201] differ in the policy used and how distances are
estimated. We find (Left) that both methods learn comparable
policies, but (Right) our method learns more accurate distances.
Transparent lines depict individual random seeds.

degrades as the distance to the goal increases. We also evaluate a
variant of our method that uses the policy from SPTM to reach each
waypoint, and find (dashed-lines) no difference in performance, likely
because the policies are equally good at reaching nearby goals (within
MaxDist steps). We conclude that the difference in goal-conditioned
policies cannot explain the difference in success rate.

The other key difference between SoRB and SPTM is their learned
distance metrics. When using distances for graph search, it is critical
for the predicted distance between two states to reflect whether the
policy can successfully navigate between those states: the model
should be more successful at reaching goals which it predicts are
nearby. We can naturally measure this alignment using the area under
a precision recall curve. Note that while SoRB predicts distances in
the range [0, T], SPTM predicts whether two states are reachable, so
its predictions will be in the range [0, 1]. Nonetheless, precision-recall
curves1 only depend on the ordering of the predictions, not their
absolute values. Figure 4.6b shows that the distances predicted by
SoRB more accurately reflect whether the policy will reach the goal,
as compared with SPTM. The average AUC across five random seeds
is 22% higher for SoRB than SPTM. In retrospect, this finding is not
surprising: while SPTM employs a learned, inverse model policy, it
learns distances w.r.t. a random policy.

4.5.4 Better Distance Estimates

We now examine the ingredients in SoRB that contribute to its accurate
distance estimates: distributional RL and ensembles of value functions.
In a first experiment, evaluated a variant of SoRB trained without
distributional RL. As shown in Figure 4.7a, this variant performed

1 We negate the distance prediction from SoRB before computing the precision recall
curve because small distances indicate that the policy should be more successful.
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(a) Distributional RL

(b) Ensembles

Figure 4.7: Better Distance Estimates: (Left) Without distributional RL, our
method performs poorly. (Right) Ensembles contribute to a
moderate increase in success rate, especially for distant goals.

worse than the random policy, clearly illustrating that distributional
RL is a key component of SoRB. The second experiment studied
the effect of using ensembles of value functions. Recalling that we
introduced ensembles to avoid erroneous distance predictions for
distant pairs of states, we expect that ensembles will contribute most
towards success at reaching distant goals. Figure 4.7b confirms this
prediction, illustrating that ensembles provide a 10 – 20% increase
in success at reaching goals that are at least 10 steps away. We run
additional ablation analysis in Appendix c.

4.5.5 Generalizing to New Houses

We now study whether our method generalizes to new visual nav-
igation environments. We train on 100 SUNCG houses, randomly
sampling one per episode. We evaluated on a held-out test set of 22

SUNCG houses. In each house, we collect 1000 random observations
and fill our replay buffer with those observations to perform search.
We use the same goal-conditioned policy and associated distance
function that we learned during training. As before, we measure the
fraction of goals reached as we increase the distance to the goal. In
Figure 4.8, we observe that SoRB reaches almost 80% of goals that
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Figure 4.8: Does SoRB Generalize? After training on 100 SUNCG houses,
we collect random data in held-out houses to use for search in
those new environments. Whether using depth images or RGB
images, SoRB generalizes well to new houses, reaching almost
80% of goals 10 steps away, while goal-conditioned RL reaches
less than 20% of these goals. Transparent lines correspond to
average success rate across 22 held-out houses for each of three
random seeds.

are 10 steps away, about four times more than reached by the goal-
conditioned RL agent. Our method succeeds in reaching 40% of goals
20 steps away, while goal-conditioned RL has a success rate near
0%. We repeated the experiment for three random seeds, retraining
the policy from scratch each time. Note that there is no discernible
difference between the three random seeds, plotted as transparent
lines, indicating the robustness of our method to random initialization.

4.6 extensions

Figure 4.9: Developing a variant
of SoRB for real-
world outdoor visual
navigation [211].

On the empirical side, we
worked together with collabora-
tors to develop a version of SoRB
that could drive a small robot
(Fig. 4.9) around a small out-
door campus, given only an im-
age of the desired location [211].
We demonstrated applications in-
cluded contact-free pizza deliv-
ery and autonomous mail deliv-
ery.

While the SoRB algorithm
worked well in practice, from a
theoretical perspective there re-
mained a few open questions.
First, SoRB requires an ϵ-ball for
defining whether the agent has
reached the goal state or not.
Specifying such balls requires
some intuition about what metrics make sense for the given task,
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and require tuning a hyperparameter ϵ. Second, SoRB does not take
into account the distribution of the waypoints; if the replay buffer
contains a non-uniform distribution of observations, then the graph
will be biased towards containing certain types of observations, and
the planning procedure does not take that distribution into account.

In subsequent work [271], we lift these two limitations by providing
a probabilistic treatment of SoRB. This required using C-learning
(Chapter 2) to learn the edges of the graph. In the end, we can prove
that this new method achieve even better empirical results while
retaining stronger theoretical guarantees.

4.7 discussion

We presented SoRB, a method that combines planning via graph
search and goal-conditioned RL. By exploiting the structure of goal-
reaching tasks, we can obtain policies that generalize substantially
better than those learned directly from RL. In our experiments, we
show that SoRB can solve temporally extended navigation problems,
traverse environments with image observations, and generalize to new
houses in the SUNCG dataset. Broadly, we expect SoRB to outperform
existing RL approaches on long-horizon tasks, especially those with
high-dimensional inputs. In addition, while the planning algorithm we
use is simple (namely, Dijkstra), we believe that the key idea of using
distance estimates obtained from RL algorithms for planning will open
doors to incorporating more sophisticated planning techniques into
RL.

One way of interpretating SoRB (see [271]) is that it infers a coarse
set of waypoints leading from one state to another. In the next chapter
we describe an alternative parametrizatoin, where we attempt to infer
the dense sequence of observations leading to high-reward states.
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J O I N T M O D E L - P O L I C Y O P T I M I Z AT I O N F O R
M O D E L - B A S E D R L

5.1 introduction

Much of the appeal of model-based RL is that model learning is a
simple and scalable supervised learning problem. Unfortunately, the
accuracy of the learned model does not directly correlate with whether
the model-based RL algorithm will receive high reward [61, 127]. For
example, a model might make small mistakes in critical states that
cause a policy to take suboptimal actions. Alternatively, a model with
large errors may yield a policy that attains high return if the model
errors occur in states that the policy never visits.

The underlying problem is that dynamics models are trained differ-
ently from how they are used. Typical model-based methods train a
model using data sampled from the real dynamics (e.g., using maxi-
mum likelihood), but apply these models by using data sampled from
the learned dynamics [42, 91, 105, 252]. Prior work has identified this
objective mismatch issue [61, 127, 150]: the model is trained using one
objective, but the policy is trained using a different objective. Designing
an objective for model training that is guaranteed to improve the
expected reward remains an open problem. This work aims to answer
the following question: How should we train a dynamics model so that it
produces high-return policies when used for model-based RL?

In this work, we propose a model-based RL algorithm where the
model and policy are jointly optimized with respect to the same ob-
jective. Our objective is a lower bound on the expected return under
the true environment dynamics; a slightly more complicated version
of this lower bound becomes tight under certain assumptions. Struc-
turally, our algorithm resembles a generative adversarial network (a
GAN), in that the model is trained using a discriminator that distin-
guishes between real and fake transitions. This same discriminator is
included in the objective for the policy, and both the model and policy
are jointly trained to maximize reward and minimize discriminator
accuracy. Thus, the model and policy cooperate to produce realistic and
high-reward trajectories. Our method stands in contrast to standard
model-based RL methods, where it is more common to pit the model
against the policy [15, 171, 197]. An consequence of maximizing
the lower bound is that the dynamics model does not learn the
true dynamics, but rather learns optimistic dynamics that facilitate
exploration.

55
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The main contribution of this work is an algorithm, Mismatched no
More (MnM), for model-based RL that provably maximizes a lower
bound on expected reward. Importantly, this bound becomes tight at
optimality under certain assumptions. To the best of our knowledge,
this is the first model-based RL objective that is a global lower bound
on expected return, and that involves optimizing the model and policy
using the same objective. Our algorithm has the unique property
of jointly optimizing the policy and model using the same objective.
Across a range of tasks, we demonstrate that our method is competitive
with prior state-of-the-art methods on benchmark tasks; on certain
hard exploration tasks, our method outperforms prior methods based
on maximum likelihood estimation.

5.2 related work

Model-based RL methods typically fit a dynamics model to observed
transitions, and then apply an RL method to that learned model. Most
of these methods use maximum likelihood to fit the dynamics model,
and then use RL to maximize the expected return under samples from
that model [39, 42, 91, 105, 252]. The observation that this maximum
likelihood objective is not aligned with the RL objective has been
noted in prior work [61, 127, 150, 234, 275]. This issue is referred to
as the objective mismatch problem: the model and policy (or planner)
are optimized using different objectives. This problem arises in almost
all model-based RL approaches, including those that train the model
to predict the value function [175, 204] or that perform planning [39,
204].

One strategy for mitigating this problem is to modify the model
training to improve model accuracy under multi-step rollouts [12,
13, 61, 107, 234, 244]. A second strategy is penalize the policy for
taking transitions where the model is inaccurate [115, 150, 221, 263,
266]. Similar to all these prior methods, our approach will also use a
modified reward function to train the policy, but it will also modify
how the model is trained such that the model and policy optimize the
same objective. A third strategy is to directly optimize the model such
that it produces good policies [6, 40, 170, 176, 224], as theoretically
analyzed in Grimm et al. [82]. While our aim is the same as these
prior methods, our approach will not require differentiating through
unrolled model updates or optimization procedures.

Our work builds on prior work that proposes model-based RL
objectives that are lower bounds on the true, expected returns. Kearns
and Singh [114] provide a lower bound that holds globally, but is only
computable in tabular settings. Luo et al. [150] provide a lower bound
that can be efficiently estimated, but which only holds for nearby
policies and models. Our lower bound combines the strengths of these
prior works, providing a lower bound that holds globally and can
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be efficiently estimated in MDPs with continuous states and actions.
Unlike any lower bounds from prior work, ours mends the objective
mismatch problem.

Our theoretical derivation builds on prior work that casts model-
based RL as a two-player game between a model-player and a policy-
player [15, 171, 192, 196]. However, whereas prior work pits model and
policy compete against one another, our formulation will result in a
cooperative game, wherein the model and policy players cooperate in
optimizing the same objective (a lower bound on the expected return).
Our approach, though structurally resembling a GAN, is different
from prior work that simply replaces a maximum likelihood model
with a GAN model [16, 31, 124].

The most similar prior work is VMBPO [37]. The mechanics of our
method are similar, also learning a dynamics model using a classifier
that distinguishes real versus generated rollouts. However, while
our method maximizes a lower bound on expected return, VMBPO
maximizes a different, risk-seeking objective, which is an upper bound
on expected return. This different objective can be expressed as the
expected return plus the variance of the return, so VMBPO has the
undesirable property of preferring policies that receive slight lower
return if the variance of the return is much larger (see Appendix d.1.1).
Indeed, most of the components of our method, including classifiers
and GAN-like models, have been used in prior work, main contribu-
tion of our work is a precise recipe for combining these components
in a way that provably maximizes expected return.

5.3 a unified objective for model-based rl

Notation. We focus on the Markov decision process with states st,
actions at, initial state distribution p0(s0), positive reward function
r(st, at) > 0 , and dynamics p(st+1 | st, at). Our aim is to learn a control
policy πθ(at | st) with parameters θ that maximizes the expected
discounted return:

max
θ

Eπθ

[ ∞

∑
t=0

γtr(st, at)

]
. (5.1)

We use transitions (st, at, rt, st+1) collected from the (real) environment
to train the dynamics model qθ(st+1 | st, at), and use transitions
sampled from this learned model to train the policy. To simplify
notation, we will define a trajectory τ to be the sequence of states
and actions visited in an episode: τ ≜ (s0, a0, s1, a1, · · · ). We then
define R(τ) ≜ ∑∞

t=0 γtr(st, at) as the discounted return of a trajectory.
Finally, we define two distributions over trajectories. First, pπ(τ) is the
distribution over trajectories when policy πθ interacts with dynamics
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p(s′ | s, a); qπ(τ) is the distribution over trajectories when policy πθ

interacts with the learned dynamics qθ(st+1 | st, at):

pπ(τ) = p0(s0)
∞

∏
t=0

p(st+1 | st, at)πθ(at | st),

qπ(τ) = p0(s0)
∞

∏
t=0

qθ(st+1 | st, at)πθ(at | st).

Desiderata. Our aim is to design an objective L(θ) that can be used
to jointly optimize both the policy (πθ(at | st)) and the dynamics model
(q(st+1 | st, at)), and which is a lower bound on the expected return in
the true environment.

An objective for model-based RL. We now introduce an objective
that achieves these aims. Our objective will be the policy’s reward
when interacting with the learned model, but using a different reward
function. The new reward function augments the task reward with
an additional term that measures the difference between the learned
model and the real environment. We define our objective

L(θ) ≜ Eqπθ (τ)

[ ∞

∑
t=0

γtr̃(st, at, st+1)

]
, (5.2)

where the modified reward function is defined as

r̃(st, at, st+1) ≜ (1−γ) log r(st, at)+ log
(

p(st+1 | st, at)

q(st+1 | st, at)

)
− (1−γ) log(1−γ).

(5.3)

This objective maximizes an augmented reward under the learned
dynamics. The augmented reward function r̃ penalizes the policy
for taking transitions that are unlikely under the true dynamics model,
similar to prior work [52, 263]. Later, we will show that we can estimate
this augmented reward without knowing the true environment dynamics
by using a GAN-like classifier. We will optimize this lower bound
with respect to both the policy πθ(at | st) and the dynamics model
qθ(st+1 | st, at). For the policy, this optimization entails performing
RL to maximize the modified reward using samples from the learned
model; the only difference from prior work is the modification to the
reward function. Training the dynamics model using this objective is
very different from standard maximum likelihood training, and in-
stead resembles a GAN. The model is optimized to sample trajectories
that both have high reward (i.e., log r is large) and are similar to real
dynamics (i.e., log p

q is large). This objective differs from VMBPO [37]
by taking the log(·) of the original reward functions; our experiments
demonstrate that excluding this component invalidates our lower
bound and results in learning suboptimal policies.
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Our objective has two properties that make it particularly useful.
First, the model and the policy are trained using exactly the same
objective: updating the model not only increases the objective for the
model, but also increases the objective for the policy. Note that this
is very different from prior work, where training the model to be
more accurate (increase likelihood) can decrease the policy’s expected
return under that model. Second, our objective is a lower bound on the
expected return. This property gives us a guarantee on how well the
learned policy will perform when deployed on the real environment.
To state this result formally, we will take the logarithm of the expected
return. Of course, maximizing the log(·) of the expected return is
equivalent to maximizing the expected return.

Theorem 3. The following bound holds for any dynamics q(st+1 | st, at)

and policy π(at | st):

log Eπ

[ ∞

∑
t=0

γtr(st, at)

]
≥ L(θ).

The proof is presented in Appendix d.1.3. Note that the expected
return under the learned model, which most prior model-based RL
methods use to train the policy, is not a lower bound on the expected
return. To the best of our knowledge, this is the first global (unlike Luo
et al. [150]) and efficiently-computable (unlike Kearns and Singh [114])
lower bound for model-based RL.

Sec. 5.4 will introduce an algorithm to maximize this lower bound.
While this lower bound may not be tight, experiments in Sec. 5.5
demonstrate that optimizing this first lower bound yields policies that
achieve high reward across a wide range of tasks.

tightening the lower bound. We now introduce a modifica-
tion to our lower bound that does make the bound tight. This new
lower bound will be more complex than the one introduced above and
we have not yet successfully designed an algorithm for maximizing it.
Nonetheless, we believe that presenting the bound may prove useful
for the design of future model-based RL algorithms.

We will use Lγ(θ) to denote this new lower bound. In addition
to the policy and dynamics, this bound will also depend on a time-
varying discount, γθ(t), in place of the typical γt term. Similar learned
discount factors have been studied in previous work on model-free
RL [198]. We define this objective as follows:

Lγ(θ) ≜ Eqπθ (τ)

[ ∞

∑
t=0

γθ(t)r̃γ(st, at, st+1)

]
, (5.4)
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where the augmented reward is now defined as

r̃γ(st, at, st+1) ≜ log r(st, at) +
1− Γθ(t− 1)

γθ(t)
log
(

p(st+1 | st, at, st−1, at−1, · · · )
qθ(st+1 | st, at, st−1, at−1, · · · )

)
+ log

(
γt

γθ(t)

)
,

and Γθ(t) = ∑t
t′=0 γθ(t′) is the CDF of the learned discount function

(i.e., γθ(t) is a probability distribution over t.). This new lower bound,
which differs from our main lower bound by the learnable discount
factor, does provide a tight bound on the expected return objective:

Lemma 4. Let an arbitrary policy π(at | st) be given. The objective Lγ(θ) is
also a lower bound on the expected return objective, log Eπ

[
∑∞

t=0 γtr(st, at)
]
≥

Lγ(θ), and this bound becomes tight at optimality:

log Eπ

[ ∞

∑
t=0

γtr(st, at)

]
= max

qπ(τ),γθ(t)
Lγ(θ).

The proof is presented in Appendix d.1.4. One important limitation
of this result is that the learned dynamics that maximize this lower
bound to make the bound tight may be non-Markovian. Intriguingly,
this analysis suggests that using non-Markovian models, such as
RNNs and transformers, may accelerate learning on Markovian tasks.
This work does not propose an algorithm for optimizing this more
complex lower bound.

the optimal dynamics are optimistic . We now return to
analyzing the simpler lower bound (L(θ) in Eq. 5.2). In stochas-
tic environments, the dynamics model that optimizes this lower
bound is not equal to the true environment dynamics. Rather, it
is biased towards sampling trajectories with high return. Ignoring
parametrization constraints, the dynamics model that optimizes our
lower bound is q∗(τ) = p(τ)R(τ)∫

p(τ′)R(τ′)dτ′
(proof in Appendix d.1.4.). We

hypothesize that the optimism in the dynamics model will accelerate
policy optimization, a hypothesis we test in Sec. 5.5.1.

Would the optimistic dynamics overestimate the policy’s return,
violating Lemma 3? This is not quite what our method does. Rather,
our method estimates the augmented reward using the optimistic
dynamics model, and the reward augmentation compensates for the
optimism in the dynamics model.

5.4 mismatched no more

The previous section presented a single (global) lower bound (L from
Eq. 5.2) for jointly optimizing the policy and the dynamics model.
In this section, we develop a practical algorithm for optimizing this
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policy Learned 
dynamics model

policy Learned 
dynamics model

policy Learned 
dynamics model… 

Classifier

Figure 5.1: Mismatched No More is a model-based RL algorithm that
learns a policy, dynamics model, and classifier. The classifier
distinguishes real transitions from model transitions. The policy
and dynamics model are jointly optimized to sample transitions
that yield high return and look realistic, as estimated by the
classifier.

lower bound. We call our method Mismatched no More (MnM)
because the policy and model optimize the same objective, thereby
resolving the objective mismatch problem noted in prior work. The
main challenge in optimizing this bound is that the augmented
reward function depends on the transition probabilities of the real
environment, p(st+1 | st, at), which are unknown. We address this
challenge by learning a classifier (Sec. 5.4.1), and then describe the
precise update rules for the policy, dynamics model, and classifier
(Sec. 5.4.2).

5.4.1 Estimating the Augmented Reward Function

To estimate the augmented reward function, which depends on the
transition probabilities of the real environment, we learn a classifier
that distinguishes real transitions from fake transitions. This approach
is similar to GANs [79] and similar to prior work in RL [52, 263]. We
use Cϕ(st, at, st+1) ∈ [0, 1] to denote the classifier. For an optimal clas-
sifier, we can use the classifier’s predictions to estimate the augmented
reward function:

r̃(st, at, st+1) = log r(st, at) + log
Cϕ(st, at, st+1)

1− Cϕ(st, at, st+1)︸ ︷︷ ︸
≈log p(st+1|st,at)−log qθ(st+1|st,at)

. (5.5)

The approximation above reflects function approximation error in
learning the classifier.

We now present our complete method, which trains three com-
ponents: a classifier, a policy, and a dynamics model. Our method
alternates between (1) updating the policy (by performing RL using
model experience with augmented rewards) and (2) updating the
dynamics model and classifier (using a GAN-like objective). In de-
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scribing the loss functions below, we use the superscripts (·)real and
(·)model to denote transitions that have been sampled from the true
environment dynamics or the learned dynamics function. To reduce
clutter, we omit the superscripts when unambiguous.

5.4.2 Updating the Model, Policy, and Classifier

updating the policy. The policy is optimized to maximize the
augmented reward on transitions sampled from the learned dynamics
model. While this optimization can be done using any RL algorithm,
including on-policy methods, we will focus on an off-policy actor-critic
method.

We define the Q function as sum of augmented rewards under the
learned dynamics model:

Q(st, at) ≜ E π(at|st),
qθ(st+1|st ,at)

[
∞

∑
t′=t

γt′−tr̃(st′ , at′) | st = st, at = at

]
. (5.6)

We approximate the Q function using a neural network Qψ(st, at) with
parameters ϕ. We train the Q function using the TD loss on transitions
sampled from the learned dynamics model:

LQ(st, at, rt, smodel
t+1 ; ψ) =

(
Qψ(st, at)− ⌊yt⌋sg

)2 , (5.7)

where ⌊·⌋sg is the stop-gradient operator and yt = r̃(st, at, smodel
t+1 ) +

γEπ(at+1|smodel
t+1 )

[
Qψ(smodel

t+1 , at+1)
]
. The augmented reward, r̃, is esti-

mated using the learned classifier. To estimate the corresponding
value function, we use a 1-sample approximation: Vψ(st) = Qψ(st, at ∼
πθ(at | st)). The policy is trained to maximize the expected future
(augmented) return, as estimated by the Q function:

max
θ
Lπ(st; θ) ≜ Eπθ(at|st)

[
Q̃ψ(st, at)

]
. (5.8)

In our implementation, we regularize the policy by adding an addi-
tional entropy regularizer. Following prior work [74], we maintain two
Q functions and two target Q functions, use the minimum of the two
target Q functions to compute the TD target.

updating the classifier . We train the classifier to distinguish
real versus model transitions using the standard cross entropy loss:

max
ϕ
LC(sreal

t , areal
t ,sreal

t+1, smodel
t+1 ; ϕ) ≜ log Cϕ(sreal

t , areal
t , sreal

t+1)

+ log
(

1− Cϕ(sreal
t , areal

t , smodel
t+1 )

)
. (5.9)

Note that the real transition (sreal
t , areal

t , sreal
t+1) and model transition

(sreal
t , areal

t , smodel
t+1 ) have the same initial state and initial action.
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Algorithm 6 Mismatched no More (MnM) is an algorithm for model-
based RL. The method alternates between training the policy on
experience from the learned dynamics model with augmented rewards
and updating the model+classifier using a GAN-like loss. Updates are
gradient steps with the Adam optimizer.

1: while not converged do
2: Sample experience from learned model and modify rewards

using the classifier (Eq. 5.5).
3: Update policy and Q function using the model experience and

augmented rewards (Eq.s 5.8 and 5.7).
4: Update model and classifier using GAN-like losses (Eq.s 5.9

and 5.10).
5: (Infrequently) Sample experience from real model.
6: return policy πθ(at | st).

updating the dynamics model . To optimize the dynamics
model, we rewrite the lower bound in terms of a single transition
(derivation in Appendix d.1.6):

Lq(sreal
t , areal

t ; θ) = Esmodel
t+1 ∼qθ(st+1|sreal

t ,areal
t )

[
Vψ(smodel

t+1 ) + log
Cϕ(sreal

t , areal
t , smodel

t+1 )

1− Cϕ(sreal
t , areal

t , smodel
t+1 )

]
.

(5.10)

The approximation above reflects approximation error in learning
the optimal classifier. This approximation is standard in prior work
on GANs [79] and adversarial inference [44, 48]. The procedure
for optimizing the dynamics model and the classifier resembles a
GAN [79]: the classifier is optimized to distinguish real transitions
from model transitions, and the model is updated to fool the classifier
(and increase rewards). However, our method is not equivalent to simply
replacing a maximum likelihood model with a GAN model. Indeed, such
an approach would not optimize a lower bound on expected return.
Rather, our model objective includes an additional value term and our
policy objective includes an additional classifier term. These changes
enable the model and policy to optimize the same objective, which is
a lower bound on expected return.

algorithm summary. We summarize the method in Alg. 6 and
provide an illustration in Fig. 5.1. Implementing MnM on top of a
standard model-based RL algorithm is straightforward. First, create an
additional classifier network. Second, instead of using the maximum
likelihood objective to train the model, use the GAN-like objective in
Eq. 5.10 to update both the model and the classifier. Third, add the
classifier’s logits to the predicted rewards (Eq. 5.5). Following prior
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work [105], we learn a neural network to predict the true environment
rewards.

5.5 experiments

We present two sets of experiments. Our first set of experiments
studies the importance of different components of MnM. Second, we
study how MnM compares with prior model-based RL algorithms
on challenging, robotic control tasks. To compare policies learned
by different algorithms, we will evaluate the policies using the true
environment dynamics, not the learned dynamics model.

5.5.1 Understanding the Lower Bound and the Learned Dynamics

In this section, we begin by studying the seemingly contradictory
attributes of our method: optimistic dynamics and pessimistic policies,
and end by confirming that together these components optimize an
increasingly tight lower bound on the expected return.

Our theory suggests that MnM should work best in settings with
stochastic dynamics and challenging exploration requirements, as the
dynamics model should tilt the true dynamics to make the stochasticity
more favorable for solving the task. We use a 10x10 gridworld with
highly stochastic dynamics and a sparse reward function. The results,
shown in Fig. 5.2a (Left), show that MnM outperforms both Q-learning
and VMBPO. In line with our theory, the dynamics learned by MnM
(Fig. 5.2a (Right)) alter the environment stochasticity to lead the agent
towards the goal, increasing the probability of collecting high-reward
experience. Of course, we use the true environment dynamics, not the
optimistic dynamics model, for evaluating the policies. While VMBPO
also learns optimistic dynamics, it omits log-transformation of the
reward function (which encourages pessimistic behavior), a difference
that has a large effect on this task.

Our augmented reward function contains two crucial components,
(1) the classifier term and (2) the logarithmic transformation of the
reward function. We test the importance of the classifier term in
correcting for inaccurate models. To do this, we limit the capacity of the
MnM dynamics model so that it makes “low-resolution” predictions,
forcing all states in 3× 3 blocks to have the same dynamics. We will
use the gridworld shown in Fig. 5.2b, which contains obstacles that
occur at a finer resolution than the model can detect. When the “low
resolution” dynamics model makes predictions for states near the
obstacle, it will average together some states with obstacles and some
states without obstacles. Thus, the model will (incorrectly) predict that
the agent always has some probability of moving in each direction,
even if that direction is actually blocked by an obstacle. However,
the classifier (whose capacity we have not limited) detects that the
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(a) Stochastic Gridworld (b) Inaccurate Models

Figure 5.2: Two Didactic Experiments. (Left) We apply MnM to a navigation
task with transition noise that moves the agent to neighboring
states with equal probability. MnM solves this task more quickly
than Q-learning and VMBPO. The dynamics learned by MnM are
different from the real dynamics, changing the transition noise
(blue arrows) to point towards the goal. (Right) We simulate
function approximation by a learning model that is forced to
make the same predictions for groups of 3× 3 states, resulting in
a model that is inaccurate around obstacles. The classifier term
compensates for this function approximation error by penalizing
the policy for navigating near obstacles.

Figure 5.3: Testing for risk seeking behavior: On a simple 3-state MDP with
stochastic transition in one state (red arrows), MnM converges to
the reward-maximizing policy while VMBPO learns a strategy
with lower rewards and higher variance (as predicted by theory).

dynamics model is inaccurate in these states and so the augmented
reward is much lower at these states. Thus, MnM is able to solve this
task despite the inaccurate model; an ablation of MnM that removes
the classifier term attempts to navigate through the wall and fails to
reach the goal.

We then test the importance of the logarithmic transformation by
comparing MnM to VMBPO, which includes the classifier term but
omits the logarithmic transformation. We hypothesize that VMBPO’s
deviation from our lower bound will cause it to exhibit risk seeking
behavior. To test this hypothesis, we use the 3-state MDP in Fig. 5.3
(top) where numbers indicate the reward at each state. While moving
to the right state yields slightly higher rewards, “wind” knocks the
agent out of this state with probability 50% so the reward-maximizing
strategy is to move to the left state. While MnM MnM learns the
reward-maximizing strategy, VMBPO learns a policy that goes to the
right state and receives lower returns (with much higher variance).
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Figure 5.4: Comparing objectives: We apply value iteration to the gridworld
from Fig. 5.2a to analytically compute various objectives. As
predicted by our theory, the MnM objective is a lower bound on
the expected return, whereas the VMBPO objective overestimates
the expected return.

Figure 5.5: Environments: Our experiments included tasks from four bench-
marks: (clockwise from top-left) OpenAI Gym, DM Control,
Metaworld, and ROBEL.

Finally, we study how the MnM objective compares to alternative
objectives. We use the gridworld from Fig. 5.2a and use a version of
MnM based on value iteration to avoid approximation error. Plotting
the MnM objective in Fig. 5.4, we observe that it is always a lower
bound on the (log) expected return, as predicted by our theory.
Ablations of MnM to omit the reward augmentation or even just the
log transformation (i.e., VMBPO) overestimate the expected return.

5.5.2 Comparisons On Robotics Tasks

Our next experiments use continuous-control robotic tasks to answer
two questions. We first investigate whether MnM performs at least
comparably with prior work. We then study tasks with sparse rewards
and more challenging exploration, where we suspect the optimistic
dynamics learned by MnM may be beneficial. We illustrate a subset
of the environments in Fig. 5.5. One detail of note is that we omit the
reward augmentation (Eq. 5.3) for MnM during these experiments, as
it hinders exploration leading to lower returns. We use MBPO [105]
as a baseline for model-based RL because it achieves state-of-the-art
results and is a prototypical example of model-based RL algorithms
that use maximum likelihood models.

Our first comparison uses three locomotion tasks from the OpenAI
Gym benchmark [26], which has become the standard benchmark
for model-based RL algorithms. Thes tasks have dense rewards and
pose no significant exploration challenge, so we do not expect MnM
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Figure 5.6: Comparison on Robotics Tasks: We compare MnM to MBPO and
SAC on simulated control tasks. On the benchmark locomotion
tasks (top left), MnM performs comparably with MBPO. On many
of the other tasks with sparse rewards that pose an exploration
challenge, MnM outperforms both MBPO and the model-free
baseline. These experiments suggest that maximizing a well
defined bound on expected return, as done by our method, can
lead to improved performance on difficult tasks. Transparent lines
depict individual random seeds.

to outperform prior methods. The results (Fig. 5.6 (top left)) show
that MnM performs roughly on par with MBPO. For all the plots in
Fig. 5.6, the dark line indicates the average across random seeds, each
of which is shown as a transparent line. For the tasks comparing to
MBPO, we shade one standard deviation around the mean instead of
showing separate learning curves, as these are not available for the
MBPO baseline.

Tasks with sparse rewards, complex contact dynamics, and those
requiring hard exploration often present a challenge for model-based
RL algorithms, which are liable to exploit inaccuracies in the learned
dynamics model. Our next experiment evaluates MnM on control tasks
used in prior work that demonstrate these properties. These tasks the
sparse-reward cartpole task from the DM Control benchmark [236],
four manipulation tasks from the Metaworld benchmark [265], and
four dexterous manipulation tasks from the ROBEL benchmark [4].
The results shown in Fig. 5.6 indicate that the complex environment
dynamics of these tasks can cause prior model-based algorithms
(MBPO) to perform worse than model-free algorithms (SAC), both in
terms of asymptotic performance and sample complexity. Nonetheless,
we observe that MnM frequently outperforms all prior methods
and, more importantly, it consistently does well across all tasks. We
include ablation experiments, including a comparison to VAML [61],
in Appendix d.2.
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Figure 5.7: Model exploitation: The very large Q values of MBPO suggest
model exploitation, which our method appears to avoid. Each
line depicts a separate random seed.

MnM Dynamics:

Real Dynamics:

Figure 5.8: Optimistic Dynamics: (Left) On the Pusher-v2 task, the MnM
dynamics model makes the puck move towards the puck move
towards the gripper before being grasped. (Right) On the
HalfCheetah-v2 task, the MnM dynamics model helps the agent
stay upright after tripping.

To investigate the benefits of MnM over prior model-based methods,
we logged the Q values throughout training and visualized them for
the metaworld-drawer-open-v2 task in Fig. 5.7. For fair comparison,
we use Q values corresponding to just the task reward, omitting the
logarithmic transformation and classifier term typically used by MnM.
Fig. 5.7 shows that MnM yields Q values that are more accurate and
more stable than MBPO. This figure suggests that MBPO may be
exploiting inaccuracies in the learned model.

Finally, we visualize the dynamics learned by MnM on two robotic
control tasks. These tasks have deterministic dynamics, so our theory
would predict that an idealized version of MnM would learn a dynam-
ics model exactly equal to the deterministic dynamics. However, our
implementation relies on function approximation (neural networks) to
learn the dynamics, and the limited capacity of function approximators
makes otherwise-deterministic dynamics appear stochastic. On the
Pusher-v2 task, the MnM dynamics cause the puck to move towards
the robot arm even before the arm has come in contact with the
puck. While this movement is not physically realistic, it may make
the exploration problem easier. On the HalfChetah-v2 task, the MnM
dynamics increase the probability that the agent remains upright after
tripping, likely making it easier for the agent to learn how to run. We
expect that the implicit stochasticity caused by function approximation
to be especially important for real-world tasks, where the complexity
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of the real dynamics often dwarfs the capacity of the learned dynamics
model.

5.6 extending mnm to latent-space models

In subsequent work [78], we extended MnM to better handle high-
dimensional settings by developing a similar lower bound for latent-
space models. The key to this construction was to treat both the
observations and their representations as part of the latent variable,
which is inferred by maximizing an evidence lower bound. Impor-
tantly, instead of inferring this entire latent variable, which would
entail predicting high-dimensional observation, we used ideas similar
to adversarial inference [44, 48] to optimize this bound without ever
having to reconstruct the observations (i.e., our method does not
require a decoder). Results showed that this method not only achieves
good result, but does so at significantly lower computational costs
than MnM and other model-based methods.

5.7 discussion

The main contribution of this work is an approach to model-based
RL where the policy and dynamics model are jointly optimized using
the same objective. Unlike prior work, our objective is a global lower
bound on the standard expected return objective. Our approach not
only tells users how to train their dynamics model, but also guarantees
to them that updating their model (using our objective) will result
in a better policy. We therefore believe that this joint optimization will
ease and accelerate the design of future model-based RL algorithms.
We suspect that the tools presented in this work may prove useful
for solving tasks that require extensive exploration or long-horizon
planning.





6
O U T L O O K

Taken together, the main message of this thesis is to think about
decision making problems not in terms of scalar utility maximization,
as suggested by the standard MDP formalism, but in terms of data
and random variables. Outcomes can be specified via observations
(Chapter 2) or sets of observations (Sec. 2.7). In essence, we use
data to specify what at desired outcome looks like. This framing is
practically useful, allowing a means for non-expert users to convey
their intentions to ML systems (just snap a photo!). Moreover, it
makes it easy to incorporate ideas and machinery from other areas of
machine learning to accelerate and extend these methods. For example,
Chapter 3 shows how contrastive learning ideas developed in other
domains can readily be adapted into high-performance RL algorithms.
More broadly, this framing allows us to use tools from probabilistic
inference to reason about how to reach a desired outcome. What are the
states and actions that lead from here to there? This was the question
we explored in Part ii of the thesis.

As I write this, in the Spring of 2023, the machine learning commu-
nity sits at a peculiar juncture: large language models have demon-
strated such excellent results, yet require such high compute budgets,
that many researchers are rethinking how to conduct research. How
can academics build GPU clusters large enough to run these exper-
iments? Do students need to be more highly trained in software
engineering and computer systems to manage such experiments?
Without large compute resources individually, should academics pool
their resources into large, multi-institution collaborations? Should
academics leave the large-scale training to industrial labs, and focus
instead on different questions entirely (e.g., trust, dataset curation)?

Within the RL community, there are debates about whether language
modeling techniques can be directly used to solve sequential decision
making problems. Our preliminary analysis [59] suggests that it can (in
theory), as long as these methods are normalized properly to handle
hindsight bias. Regardless of their precise form, it seems likely that the
next generation of RL algorithms are going to be ones that leverage
massive datasets and massive compute. Likely, they will be built in
a two-stage fashion, with compute-intensive training done once (in
industry?) and lightweight, domain-specific adaptation performed
for each downstream task (in academia?). The algorithms presented
in Part i of this thesis are particularly amenable to this two-stage
decomposition: contrastive representations are fit on large quantities
of reward-free data, and then used to represent value functions using
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one (or a handful) of observations from desired outcomes. If scaled
appropriately, these might be called “contrastive foundation models.”
Unlike existing foundation models for CV and NLP, such contrastive
foundation models might actually understand time. What effect does
making a decision have? Why do certain objects only move when
touched? Understanding time (and its close connection with causality)
may not only yield better reinforcement learning methods, but also
may provide representations that enable better supervised learning.
Representations with a causal understanding of the world may be
less likely to pick up on spurious features, and those representations
trained with temporal difference learning may make better predictions
about the distant future.

Scaling these methods, though, will likely require more than just
increasing the dataset size and batch size. For one, sequences of obser-
vations (i.e., videos) are much cheaper to collect than action-labeled
videos, so we likely will need to figure out how to extend these meth-
ods to make use of mixtures of action-free and action-labeled videos.
Second, the recent large language models have demonstrated how
large corpora of text contain vast amounts of information about the
physical world; figuring out how to distill or embed such knowledge
into contrastive foundation models remains an open question. Third,
and finally, solving decision-making problems from data requires, well,
data. Unlike language modeling, where even multi-lingual models
only have to contend with tens of different languages, the vast number
of possible decision making problems (from robotics to chemistry to
medicine) means that solving many decision making problems will
require active data collection. There has been much excellent work
on active learning and intelligent exploration, but I think the key
challenge here may be more societal than technical: collecting the scale
of data needed for training decision-making systems tomorrow will
likely require that these systems be widely deployed today. How can
we construct decision-making tools that are actually useful (or at least
not worse than their unlearned counterparts), so that we can start
collecting the data for tomorrow’s experiments? By making it easier
for users to apply RL algorithms to real-world problems, I hope that
this thesis takes a step towards this goal.
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a
L E A R N I N G T O A C H I E V E G O A L S V I A R E C U R S I V E
C L A S S I F I C AT I O N

a.1 a connection between maximizing probabilities and

minimizing distances

The overall objective of C-learning is to maximize the likelihood of
the goal state under the discounted state occupancy measure; it is
about maximizing a probability (density). This stands in contrast to
prior work on stochastic shortest path problems, where the aim is to
minimize the expected distance to the goal. Our motivation for using
probabilities, rather than distances, is that distances can be ill-defined
in settings where there is some probability of never reaching the goal.
However, in settings where the goal is reached with probability one,
we can directed relate these two objectives; this section explains this
connection.

Assume an infinite horizon, tabular MDP. Assume that the com-
manded commanded goal state is an absorbing state; once the agent
reaches the goal, it remains there indefinitely. Finally, assume that the
expected time to reach the goal is finite for every policy. One way to
ensure this condition is to assume that the MDP is ergodic, and to
restrict the class of policies to those that add a bit of noise to their
actions. Define ∆ as a random variable denoting the expected number
of steps to reach the goal; by construction, E[∆] is finite.

We can now use ∆ to express the maximum probability objective:

max
π
Lprob(π) = pπ(·|·,g(st+ = g | s, a) (maximum probability)

= (1− γ)Eπ

[
∞

∑
t=0

γtδ(st = g)

]

= (1− γ)E∆

[
∞

∑
t=∆

γt

]

=����(1− γ)E∆

[
γ∆

���1− γ

]
= E∆

[
γ∆
]

.

The shortest path objective can be expressed simply as

max
π
Ldist(π) = E∆[−∆]. (shortest path)
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We can use Jensen’s inequality to relate (the logarithm of) the
maximum probability objective to the shortest path objective:

logLprob(π) ≥ log(1/γ) ·E∆ [−∆] = log(1/γ) · Ldist(π).

This inequality becomes tight when the policy always takes the same
number of steps to reach the goal (e.g., deterministic policy with
deterministic dynamics); when this happens, finding the shortest path
is equivalent to the maximum probability objective.

In more general settings, this inequality means that the shortest
path objective is a lower bound on maximum probability objective. In-
tuitively, this makes sense: by incorporating the logarithm, the shortest
path objective effectively corresponds to a risk-sensitive objective [155].
For example, consider choosing between policy A (50% chance of
reaching the goal in 2 steps, 50% chance of taking 100 steps to reach
the goal) and policy B (always reaches the goal in 10 steps). For a
reasonable discount of γ = 0.9, the maximum probability objective
would prefer strategy A1, whereas the shortest path objective would
prefer strategy B.2

Should users prefer the maximum probability objective or the short-
est path objective? The maximum probability objective is practically
appealing because it avoids the need to manually define when the
goal is reached, suggests algorithms where an important hyperparam-
eter (the relabeling ratio) is determined by the theory, and suggests
new goal-conditioned algorithms based on contrastive learning. The
maximum probability objective is also theoretically appealing because
it remains well defined in continuous settings, and in settings where
the goal may never be reached. However, the analysis above shows
that the maximum probability objective can be seen as a risk-seeking
version of the the shortest path objective, assigning considerably lower
weight to outcomes where the goal is never reached.

a.2 a bellman equation for c-learning and convergence

guarantees

The aim of this section is to show that off-policy C-learning converges,
and that the fixed point corresponds to the Bayes-optimal classifier.
This result guarantees that C-learning will accurate evaluate the future
state density of a given policy. We then provide a policy improvement
theorem, which guarantees that goal-conditioned C-learning converges
to the optimal goal-conditioned policy.

1 Lprob(A) = (1− 0.9)(0.92 + 0.9100) = 0.081;Lprob(B) = (1− 0.9)0.910 = 0.035.
2 Ldist(A) = − 1

2 (2 + 100) = −51;Ldist(B) = −10.
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a.2.1 Bellman Equations for C-Learning

We start by introducing a new Bellman equation for C-learning,
which will be satisfied by the Bayes optimal classifier. While actually
evaluating this Bellman equation requires privileged knowledge of
the transition dynamics and the marginal state density, if we knew
these quantities we could turn this Bellman equation into a convergent
value iteration procedure. In the next section, we will show that the
updates of off-policy C-learning are equivalent to this value iteration
procedure, but do not require knowledge of the transition dynamics
or marginal state density. This equivalence allows us to conclude that
C-learning converges to the Bayes-optimal classifier.

Our Bellman equation says that the future state density function
fθ induced by a classifier Cθ should satisfy the recursive relationship
noted in Eq. 2.4.

Lemma 5 (C-learning Bellman Equation). Let policy π(at | st), dynamics
function p(st+1 | st, at), and marginal distribution p(st+) be given. If a
classifier Cθ is the Bayes-optimal classifier, then it satisfies the follow identity
for all states st, actions at, and potential future states st+:

Cπ
θ (F = 1 | st, at, st+)

Cπ
θ (F = 0 | st, at, st+)

= (1−γ)
p(st+1 = st+ | st, at)

p(st+)
+γEp(st+1 |st ,at),

π(at+1 |st)

[
Cπ

θ (F = 1 | st+1, at+1, st+)

Cπ
θ (F = 0 | st+1, at+1, st+)

]
(a.1)

Proof. If Cθ is the Bayes-optimal classifier, then f π
θ (st+ | st, at) =

pπ
+(st+ | st, at). Substituting the definition of fθ (Eq. 2.2) into Eq. 2.4,

we obtain a new Bellman equation:

This Bellman equation is similar to the standard Bellman equation
with a goal-conditioned reward function rst+(st, at) = p(st+1 = st+ |
st, at)/p(st+), where Q functions represent the ratio f π

θ (st+ | st, at) =
pπ
+(st+ | st, at). However, actually computing this reward function to

evaluate this Bellman equation requires knowledge of the densities
p(st+1 | st, at) and p(st+), both of which we assume are unknown to
our agent.3 Nonetheless, if we had this privileged information, we
could readily turn this Bellman equation into the following assignment
equation:

Cπ
θ (F = 1 | st, at, st+)

Cπ
θ (F = 0 | st, at, st+)

←(1− γ)
p(st+1 = st+ | st, at)

p(st+)

+ γEp(st+1 |st ,at),
π(at+1 |st)

[
Cπ

θ (F = 1 | st+1, at+1, st+)

Cπ
θ (F = 0 | st+1, at+1, st+)

]
(a.2)

3 Interestingly, we can efficiently estimate this reward function by learning a next-state
classifier, qθ(F | st, at, st+1), which distinguishes st+1 ∼ p(st+1 | st, at) from st+1 ∼
p(st+1) = p(st+). This classifier is different from the future state classifier used in
C-learning. The reward function can then be estimated as rst+ (st, at) =

qθ(F=1|st ,at ,st+)
qθ(F=0|st ,at ,st+)

.
If we learned this next state classifier, we estimate the future state density and learn
goal-reaching policies by applying standard Q-learning to this reward function.
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Lemma 6. If we use a tabular representation for the ratio Cπ
θ (F=1|st,at,st+)

Cπ
θ (F=0|st,at,st+)

,
then iterating the assignment equation (Eq. a.2) converges to the optimal
classifier.

Proof. Eq. a.2 can be viewed as doing value iteration with a goal-
conditioned Q function parametrized as Q(st, at, st+) =

Cπ
θ (F=1|st,at,st+)

Cπ
θ (F=0|st,at,st+)

and a goal-conditioned reward function rst+(st, at) = p(st+1=st+|st,at)
p(st+)

.
We can then employ standard convergence proofs for Q-learning to
guarantee convergence [104, Theorem 1].

a.2.2 Off-Policy C-learning Converges

In this section we show that off-policy C-learning converges to the
Bayes-optimal classifier, and thus recovers the true future state density
function. The main idea is to show that the updates for off-policy
C-learning have the same effect as the assignment equation above
(Eq. a.2), without relying on knowledge of the dynamics function or
marginal density function.

Lemma 7. Off-policy C-learning results in the same updates to the classifier
as the assignment equations for the C-learning Bellman equation (Eq. a.2)

Proof. We start by viewing the off-policy C-learning loss (Eq. 2.10)
as a probabilistic assignment equation. A given triplet (st, at, st+) can
appear in Eq. 2.10 in two ways:

1. We sample a “positive” st+ = st+1, which happens with proba-
bility (1− γ)p(st+1 = st+ | st, at), and results in the label y = 1.

2. We sample a “negative” st+, which happens with probability
(1 + γw)p(st+) and results in the label y = γw

γw+1 .

Thus, conditioned on the given triplet containing st+, the expected
target value y is

E[y | st, at, st+] =
(1− γ)p(st+1 = st+ | st, at) · 1 + E

[
�����(1 + γw)p(st+) · γw

���γw+1

]
(1− γ)p(st+1 = st+ | st, at) + E [(1 + γw)p(st+)]

=
(1− γ) p(st+1=st+|st,at)

p(st+)
+ γE[w]

(1− γ) p(st+1=st+|st,at)
p(st+)

+ γE[w] + 1
. (a.3)

Note that w is a random variable because it depends on st+1 and
at+1, so we take its expectation above. We can write the assignment
equation for C as

Cπ
θ (F = 1 | st, at, st+)← E[y | st, at, st+].
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Noting that the function C
1−C is strictly monotone increasing, the

assignment equation is equivalent to the following assignment for the
ratio Cπ

θ (F=1|st,at,st+)
Cπ

θ (F=0|st,at,st+)
:

Cπ
θ (F = 1 | st, at, st+)

Cπ
θ (F = 0 | st, at, st+)

← E[y | st, at, st+]

1−E[y | st, at, st+]
= (1−γ)

p(st+1 = st+ | st, at)

p(st+)
+γE[w].

The equality follows from substituting Eq. a.3 and then simplifying.
Substituting our definition of w, we observe that the assignment
equation for off-policy C-learning is exactly the same as the assignment
equation for the C-learning Bellman equation (Eq. a.1):

Cπ
θ (F = 1 | st, at, st+)

Cπ
θ (F = 0 | st, at, st+)

←(1− γ)
p(st+1 = st+ | st, at)

p(st+)

+ γ

[
Cπ

θ (F = 1 | st+1, at+1, st+)

Cπ
θ (F = 0 | st+1, at+1, st+)

]
.

Since the off-policy C-learning assignments are equivalent to the
assignments of the C-learning Bellman equation, any convergence
guarantee that applies to the later must apply to the former. Thus,
Lemma 6 tells us that off-policy C-learning must also converge to the
Bayes-optimal classifier. We state this final result formally:

Corollary 7.1. If we use a tabular representation for the classifier, then
off-policy C-learning converges to the Bayes-optimal classifier. In this case,
the predicted future state density (Eq. 2.2) also converges to the true future
state density.

a.2.3 Goal-Conditioned C-Learning Converges

In this section we prove that the version of policy improvement done
by C-learning is guaranteed to improve performance. We start by
noting a Bellman optimality equation for goal-conditioned C-learning,
which indicates whether a goal-conditioned policy is optimal:

Lemma 8 (C-learning Bellman Optimality Equation). Let dynamics
function p(st+1 | st, ca), and marginal distribution p(st+) be given. If a
classifier Cθ is the Bayes-optimal classifier, then it satisfies the follow identity
for all states st, actions at, and goals g = st+:

Cπ
θ (F = 1 | st, at, st+)

Cπ
θ (F = 0 | st, at, st+)

=(1− γ)
p(st+1 = st+ | st, at)

p(st+)

+ γEp(st+1 |st ,at)

[
max
at+1

Cπ
θ (F = 1 | st+1, at+1, st+)

Cπ
θ (F = 0 | st+1, at+1, st+)

]
.

(a.4)

We now apply the standard policy improvement theorem to C-
learning.
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Lemma 9. If the estimate of the future state density is accurate, then updating
the policy according to Eq. 2.9 guarantees improvement at each step.

Proof. We use π to denote the current policy and π′ to denote the
policy that acts greedily w.r.t. the current density function:

π′(at | st, st+) = 1(at = arg max
a

pπ(st+ | st, at))

The proof is similar to the standard policy improvement proof for
Q-learning.

pπ(st+ | st) = Eπ(at |st ,st+)[p
π(st+ | st, at)]

= Eπ(at |st ,st+)[(1− γ)p(st+1 = st+ | st, at) + γpπ(st+ | st+1, at+1)]

≤ Eß′(at |st ,st+)[(1− γ)p(st+1 = st+ | st, at) + γpπ(st+ | st+1, at+1)]

= Eπ′(at |st ,st+)[(1− γ)p(st+1 = st+ | st, at)

+ E p(st+1 |st ,at),
π(at+1 |st+1 ,st+)

[γ((1− γ)p(st+1 = st+ | st+1, at+1) + γpπ(st+ | st+2, at+2))]]

≤ Eπ′(at |st ,st+)[(1− γ)p(st+1 = st+ | st, at)

+ E p(st+1 |st ,at),
ß′(at+1 |st+1 ,st+)

[γ((1− γ)p(st+1 = st+ | st+1, at+1) + γpπ(st+ | st+2, at+2))]]

· · ·

≤ pπ′ (st+ | st)

Taken together with the convergence of off-policy C-learning, this
proof guarantees that goal-conditioned C-learning converges to the
optimal goal-reaching policy in the tabular setting.

a.3 mixing td c-learning with mc c-learning

Recall that the main challenge in constructing an off-policy proce-
dure for learning the classifier was getting samples from the future
state distribution of a new policy. Recall that TD C-learning (Alg. 3)
uses importance weighting to estimate expectations under this new
distribution, where the importance weights are computed using the
learned classifier. However, this approach can result in high-variance,
especially when the new policy has a future state distribution that is
very different from the background distribution. In this section we
describe how to decrease the variance of this importance weighting
estimator at the cost of increasing bias.

The main idea is to combine TD C-learning with MC C-learning.
We will modify off-policy C-learning to also use samples p̂(st+ | st, at)

from previous policies as positive examples. These samples will be
sampled from trajectories in the replay buffer, in the same way that
samples were generated for MC C-learning. We will use a mix of
these on-policy samples (which are biased because they come from a
different policy) and importance-weighted samples (which may have
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higher variance). Weighting the TD C-learning estimator by λ and the
MC C-learning estimator by (1− λ), we get the following objective:

λEp(st+1|st,at),p(st+)[(1− γ) log C(F = 1 | st, at, st+1) + log C(F = 0 | st, at, st+)

+ γw log C(F = 1 | st, at, st+)

+ (1− λ)Ep̂(ŝt+|st,at),p(st+)[log C(F = 1 | st, at, ŝt+) + log C(F = 0 | st, at, st+)]

This method is surprisingly easy to implement. Given a batch of B
transitions (st, at), we label λ

2 B with the next state st+1, 1
2 B with a

random state st+ ∼ p(st+), and 1−λ
2 B with a state sampled from the

empirical future state distribution p̂(st+ | st, at). To make sure that
each term in the loss above receives the correct weight, we scale each
of the terms by the inverse sampling probability:

(Next states):
2
�λB

(�λ(1− γ) log C(F = 1 | st, at, st+1)

(Random states):
2
B
((�λ + 1−�λ) log C(F = 0 | st, at, st+) + λγw log C(F = 1 | st, at, st+))

(Future states):
2

����(1− λ)B����(1− λ) log C(F = 1 | st, at, st+)

Without loss of generality, we scale each term by B
2 . Since each of these

terms is a cross entropy loss, we can simply implement this loss as a
weighted cross entropy loss, where the weights and labels are given in
the table below.

Fraction of batch Label Weight

Next states λ
2 1 1− γ

Future states 1−λ
2 1 1

Random states 1
2

λγw
1+λγw (1 + λγw)

On many tasks, we observed that this approach performed no
differently than TD C-learning. However, we found this strategy to
be crucial for learning some of the sawyer manipulation tasks. In our
experiments we used λ = 0.6 for the Sawyer Push and Sawyer Drawer
tasks, and used λ = 1 (i.e., pure TD C-learning) for all other tasks.

a.4 additional experiments

comparing c-learning and c-learning for future state

density estimation Fig. a.1 shows the results of our compar-
ison of C-learning and Q-learning on the “continuous gridworld”
environment, in both the on-policy and off-policy setting. In both
settings, off-policy C-learning achieves lower error than Q-learning.
As expected, Monte Carlo C-learning performs well in the on-policy
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(a) On Policy (b) Off Policy

Figure a.1: We use C-learning and Q-learning to predict the future state
distribution. (Right) In the on-policy setting, both the Monte
Carlo and TD versions of C-learning achieve significantly lower
error than Q-learning. (Right) In the off-policy setting, the TD
version of C-learning achieves lower error than Q-learning, while
Monte Carlo C-learning performs poorly, as expected.

setting, but poorly in the off-policy setting, motivating the use of
off-policy C-learning.

Figure a.2: The performance of Q-learning (blue line) is sensitive to the
relabeling ratio. Our analysis accurately predicts that the optimal
relabeling ratio is approximately λ = 1

2 (1 + γ). Our method,
C-learning, does not require tuning this ratio, and outperforms Q-
learning, even with the relabeling ratio for Q-learning is optimally
chosen.

additional results on predicting the goal sampling

ratio To further test Hypothesis 2, we repeated the experiment
from Fig. 2.2 across a range of values for γ. As shown in Fig. a.2, our
Hypothesis accurately predicts the optimal goal sampling ratio across
a wide range of values for γ.
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a.5 predictions from c-learning

Figures a.3 and a.4 visualizes additional predictions from the C-
learning model in Sec. 2.6. In each image, the top half shows the
current state and the bottom half shows the predicted expected future
state. Animations of these results can be found on the project website.

(a) HalfCheetah-v2, γ = 0.9

(b) HalfCheetah-v2, γ = 0.9

(c) Ant-v2, γ = 0.5

(d) Ant-v2, γ = 0.9

(e) Ant-v2, γ = 0.99

Figure a.3: Predictions from C-learning
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(a) Walker2d-v2, γ = 0.5

(b) Walker2d-v2, γ = 0.9

(c) Walker2d-v2, γ = 0.99

(d) Hopper-v2, γ = 0.5

(e) Hopper-v2, γ = 0.9

Figure a.4: More Predictions from C-learning
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C O N T R A S T I V E L E A R N I N G A S
G O A L - C O N D I T I O N E D R E I N F O R C E M E N T
L E A R N I N G

b.1 additional related work

Figure b.1: Connecting related work. This work helps draw connections
between prior work, filling in a missing link.

Our work is also related to unsupervised skill discovery [1, 35, 54,
80, 94, 130, 213], in that the algorithm learns multiple policies by inter-
acting in the environment without a reward function. Both these skill
learning algorithms and our contrastive algorithm optimize a lower
bound on mutual information. Indeed, prior work has discussed the
close connection between mutual information and goal-conditioned
RL [35, 248]. The key challenge in making this connection is grounding
the skills, so that each skill corresponds to a specific goal-conditioned
policy. While the skills can be grounded by manually-specifying
the critic used for maximizing mutual information [35], manually-
specifying the critic for high-dimensional tasks (e.g., images) would
be challenging. Our work takes a different approach to grounding,
one based on reasoning directly about continuous probabilities. In the
end, our method will learn skills that each corresponds to a specific
goal-conditioned policy and will be scalable to high-dimensional tasks.

Fig. b.1 highlights some of the connections between related work.
Prior work has thoroughly explained how many representation learn-
ing methods correspond to a lower bound on mutual information [153,
187]. Prior work in RL has proposed unsupervised skill learning
algorithms using similar mutual information objectives [1, 54, 80], and
more recent work has connected these unsupervised skills learning
algorithms to goal-reaching. The key contribution of this effort is to
connect representation learning to goal-conditioned RL.

85
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b.2 discussion of the representations as a model

In contrastive RL, the critic predicts two representations ϕ(s), ψ(g)
whose inner product corresponds to the (goal-conditioned) value
function. One way of thinking about these representations is that they
form a sort of implicit model.1

One potential concern with these sorts of simple latent-space models
is that they might fail to capture highly non-linear dynamics. In theory
this is no object: if a non-linear latent-space model would perform
better, we can construct an equivalent critic that does use a linear latent-
space model (together with more expressive representations). One way
of viewing this is that it pushes all of the representational burden
onto the representations – it effectively turns the entire planning
problem into a representation learning problem. From a practical
perspective, our approach is appealing because representations are
often pre-trained: large compute budgets can be spent on pre-training
powerful representations on very large datasets, such that the resulting
representations can be used in a compute-efficient manner (only inner
products required).

Seen as a latent-space model, another potential concern with this
form of a critic is that it does not explicitly capture the stochasticity of
the dynamics – it only models the expected future representation,
not the full distribution over future outcomes. One argument in
favor of this is that only the expectation (not the full distribution) is
required for selecting actions. However, it seems plausible that a proper
distributional estimate might be easier to learn, or might be learned
with higher fidelity (reminiscent of the success of distributional value
functions for standard reward-maximization problems [19]). We leave
this investigation to future work.

b.3 proofs

b.3.1 Q-function are equivalent to the discounted state occupancy measure

This section proves Proposition 1. We start by recalling the definition
of the discounted state occupancy measure (Eq. 3.4):

p(st+ = sg) = (1− γ)
∞

∑
t=0

γt pπ(·|·,sg)
t (st = sg). (b.1)

1 This can be made precise by parameterizing ϕ(s) = Aψ(s) + b; the matrix A and
vector b now exactly correspond to a (linear) model of the representations.
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We first analyze the term for t = 0, and then analyze the term for
t > 0. The probability of visiting a state at time t = 0 is just the initial
state distribution:

pπ(·|·,sg)
0 (st = sg) = p0(s0 = sg).

We can now rewrite Eq. b.1 as

p(st+ = sg) = (1− γ)p0(s0 = sg) + (1− γ)
∞

∑
t=1

γt pπ(·|·,sg)
t (st = sg).

(b.2)

For t > 1, we can write the term as follows:

pπ(·|·,sg)
t (st = sg) = E

p
π(·|·,sg)
t−1 (st−1)π(at−1|st−1,sg)

[
pt(st = sg | st−1, at−1)

]
= E

p
π(·|·,sg)
t−1 (st−1),π(at−1|st−1,sg)

[
p(st = sg | st−1, at−1)

]
= Eτ∼π(τ|st)

[
p(st = sg | st−1, at−1)

]
.

In the second line, we have used the Markov property to say that
the probability of visiting sg at time t depends only on dynamics,
p(st+1 | st, at). In the third line, we have rewritten the expectation over
trajectories, using st−1 and at−1 and the t− 1th state-action pair in the
trajectory. Substituting this into Eq. b.2, we get

p(st+ = sg) = (1− γ)p0(s0 = sg) + (1− γ)
∞

∑
t=1

γtEτ∼π(τ|sg)

[
p(st = sg | st−1, at−1)

]
= (1− γ)p0(s0 = sg) + (1− γ)

∞

∑
t=0

γtEτ∼π(τ|sg)

[
p(st+1 = sg | st, at)

]
= (1− γ)p0(s0 = sg) + (1− γ)Eτ∼π(τ|sg)

[
∞

∑
t=0

γt p(st+1 = sg | st, at)

]

= Eτ∼π(τ|sg)

[
(1− γ)p0(s0 = sg) + (1− γ)

∞

∑
t=0

γt p(st+1 = sg | st, at)

]

= Eτ∼π(τ|sg)

[
∞

∑
t=0

γtrg(st, at)

]
.

On the second line, we have changed the bounds of the summation
to start at 0, and changed the terms inside the summation accordingly.
On the third line, we applied linearity of expectation to move the
summation inside the expectation. On the fourth line, we applied
linearity of expectation again to move the term for t = 0 inside the
expectation. Finally, we substituted the definition of rg(s, a) to obtain
the desired result.
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b.3.2 Contrastive RL is Policy Improvement

This section proves the Contrastive RL (NCE) corresponds to policy
improvement, yielding policies with higher rewards at each iteration
(Lemma 2).

Proof. The main idea of the proof is to relate the Q-values for the
average policy to the Q-values for the goal-conditioned policy. We do
this by employing the result from [59, Appendix C.2], where ϵ is the
parameter for filtered relabeling (Sec. 3.4.5):∣∣∣Qβ(·mid·,e)(s, a, e)−Qβ(·|·,e′)(s, a, e)

∣∣∣ ≤ ϵ.

This result means that we are doing policy improvement with ap-
proximate Q-values. Then, [20, Lemma 6.1] tells that doing policy
improvement using approximate Q-values gives us approximate policy
improvement:

Eπ′(τ|sg)

[
∞

∑
t=0

γtrsg(st, at)

]
≥ Eπ(τ|sg)

[
∞

∑
t=0

γtrsg(st, at)

]
− 2γϵ

1− γ
,

for all goals sg ∈ {sg | pg(sg) > 0}.

b.4 contrastive rl (cpc)

In this section, we derive a version of contrastive RL based on the
infoNCE objective [177]. Compared with the NCE objective used in
contrastive RL (NCE), this objective uses a categorical cross entropy
loss instead of a binary cross entropy loss. We replace Eq. 3.7 with the
following infoNCE objective [177]:

max
f

E
(s,a)∼p(s,a),s(1)f ∼pπ(·|·)(st+|s,a)

s(2:B)
f ∼p(s f )

[
log p(1)

]
,

where p(1) is the first coordinate of the softmax over the critic:

p = SoftMax([ f (s, a, s(1)f ), · · · , f (s, a, s(b)f )]).

The optimal critic for the infoNCE loss satisfies [153, 177, 187]

f ∗(s, a, s f ) = log

(
pπ(·|·)(st+ = s f | s, a)

p(s f )c(s, a)

)
,

where c(s, a) is an arbitrary function. Thus, there are many optimal
critics. Choosing actions that maximize the critic f ∗ does not necessar-
ily correspond to choosing actions that maximize the probability of
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the future state. Thus, we need to regularize c(s, a) so that it does not
depend on a. We do this by introducing a regularizer, based on [241]:

min
f

E
s(1:B)

f ∼p(s f )
LogSumExp([ f (s, a, s(1)f ), · · · , f (s, a, s(b)f )])2.

To provide some intuition for this regularizer, consider applying
this regularizer to an optimal critic:

LogSumExp([ f ∗(s, a, s(1)f ), · · · , f ∗(s, a, s(b)f )])2

=

(
log

1
c(s, a) ∑

s f

pπ(·|·)(st+ = s f | s, a)
p(s f )c(s, a)

)2

=

log ∑
s f∈s(1:B)

f

pπ(·|·)(st+ = s f | s, a)
p(s f )

− log c(s, a)


2

≈

log ∑
s f∈s(2:B)

f

pπ(·|·)(st+ = s f | s, a)
p(s f )

− log c(s, a)


2

≈
(

log Es f∼p(s f )

[
pπ(·|·)(st+ = s f | s, a)

p(s f )

]
− log c(s, a)

)2

= (− log c(s, a))2 .

In the third line we ignore the positive term; this is reasonable if the
batch size is large enough. In the third line we replaced the sum with
an expectation; this is biased because log(·) is not a linear function.
Thus, this regularizer (approximately) regularizes c(s, a) to be close to
1 for all states and actions. By reducing the dependency of c(s, a) on
the actions a, we can ensure that actions that maximize the critic do
maximize the probability of reaching the desired goal. In practice, we
add this regularizer with the infoNCE objective, using a coefficient of
1e-2 on the regularizer.

b.5 contrastive rl (nce + c-learning)

In this section we describe contrastive RL (NCE + C-learning) the
combined NCE + C-learning method used in Sec. 3.5.3 (Fig. 3.5). Math-
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ematically, the NCE + C-learning objective is a simple, unweighted
sum of the C-learning objective and the NCE objective:

L( f ) =(1− γ)E(s,a)∼p(s,a),s+f ∼p(st+1|st ,at)
[log σ( f (s, a, s+f ))]

+ γE sg∼pg(sg),(st ,at)∼p(s,a),
st+1∼p(st+1|st ,at),at+1∼π(at+1|st+1,sg)

[
p(st+ = sg | st, at)

p(s f = sg)︸ ︷︷ ︸
≈exp( f (st+1,at+1,sg))

log σ( f (s, a, s f = sg))

]

+ Esg∼pg(sg),(s,a)∼p(s,a)
[
log(1− σ( f (s, a, sg))

]
+ E(s,a)∼p(s,a),s+f ∼p(st+ |st ,at)

[log σ( f (s, a, s+f ))] + E(s,a)∼p(s,a),s−f ∼p(s f )
[log(1− σ( f (s, a, s−f )))].

While we could use half the batch to compute each of the loss terms,
we can increase the effective sample size by being careful with how
the terms are estimated. First, we note that the first two terms of each
loss are similar – sample a future state (either the next state or a future
state) and label it as a positive. We can thus combine these two terms
by sampling from a mixture of these two distributions,

p̃(s f | st, at) =
1− γ

1 + 1− γ
p(st+1 = s f | st, at)+

1
1 + 1− γ

p(st+ = s f | st, at),

and scaling the resulting loss by 1 + 1− γ = 2− γ:

L1( f ) ≜(1− γ)E(s,a)∼p(s,a),s+f ∼p(st+1|st,at)
[log σ( f (s, a, s+f ))]

+ E(s,a)∼p(s,a),s+f ∼p(st+|st,at)
[log σ( f (s, a, s+f ))]

=(2− γ)E(s,a)∼p(s,a),s+f ∼ p̃(s f |st,at)
[log σ( f (s, a, s+f ))]

This trick increases the effective sample size by 96% (130 → 256, as
measured using [116]).

Both losses also contain terms that are an expectation over random
goals. We can likewise combine those terms:

L2( f ) ≜γE sg∼pg(sg),(st ,at)∼p(s,a),
st+1∼p(st+1|st ,at),at+1∼π(at+1|st+1,sg)

[
⌊exp( f (st+1, at+1, sg))⌋sg log σ( f (s, a, s f = sg))

]
+ Esg∼pg(sg),(s,a)∼p(s,a)

[
log(1− σ( f (s, a, sg))

]
+ E(s,a)∼p(s,a),s−f ∼p(s f )

[log(1− σ( f (s, a, s−f )))]

= γE sg∼pg(sg),(st ,at)∼p(s,a),
st+1∼p(st+1|st ,at),at+1∼π(at+1|st+1,sg)

[
⌊exp( f (st+1, at+1, sg))⌋sg log σ( f (s, a, s f = sg))

]
+ 2Esg∼pg(sg),(s,a)∼p(s,a)

[
log(1− σ( f (s, a, sg))

]
.

Note that estimating the first term in L2 requires sampling an action
for each next state and goal pair. This prohibits us from using the
same outer product trick as in Sec. 3.4.4 to estimate this term. While
we could still use that trick to estimate the second term in L2, we
found that doing so hurt performance. We hypothesize that the reason
is that this creates an imbalance in the gradients – some goals are
labeled as negatives but are not also labeled as positives. Thus, we do
not use the outer product trick for this method. The final objective is
L( f ) = L1( f ) + L2( f ).
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b.6 additional experiments

(a) Nine-Room environment.
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(b) Linear probe experiment.

Figure b.2: Linear regression with the learned features. Contrastive RL can
produce better features for predicting the shortest-path distance,
indicating that the learned features have captured highly non-
linear information about the environment dynamics.

b.6.1 Linear regression with the learned features

To study the learned representations in isolation we take the state-
action representations ϕ(s, a) trained on the image-based point NineRooms

task, and run a linear probe [5, 93] experiment to see whether the
representations have learned to encode task-relevant information (the
shortest path distance to the goal).

We use the task of nine-room navigation and run Contrastive RL
and TD3+HER on it. We visualize the environment in Fig. b.2a and the
agent randomly initialized in one of the nine rooms is commanded to
go to the goal position. We dump the replay buffer during training as
the dataset and run a linear regression to predict the shortest distance
between the agent and the goal. Note that this shortest path distance
is not the Euclidean distance since there are walls blocking the way.
Fig. b.2b shows that features learned by contrastive RL can predict
this distance better than all baselines.

As shown in Fig. b.2b, contrastive RL (NCE) learns representations
that achieve lower test error than those learned by TD3+HER and by
a random CNN encoder.

b.6.2 When is contrastive learning better than learning a foreward model?

In Fig. 3.3a, we observed that the model-based baseline performed
well on the ant umaze task, but poorly on many of the other tasks. One
explanation is that the model-based approach will perform well when
the goal is relatively low-dimensional, and that contrastive learning
will be more useful in settings with higher-dimensional goals. We
tested this experiment on the 7-dimensional sawyer push environment.
We applied both contrastive RL and the model-based baseline to
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Figure b.3: Contrasive learning outperforms a forward model when the goal
is 4-dimensional or larger. Error bars show the standard deviation
across 5 random seeds.
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Figure b.4: Goals used for the actor loss. Goals are either sampled from the
distribution over future states or from a distribution of random
states. Error bars show the standard deviation across 5 random
seeds.

versions of this task where the goal was varied from 1-dimensional
to 7-dimensional. Note that changing the goal dimension changes
the task: a 1-dimensional goal corresponds to moving the gripper to
the correct X position, whereas a 7-dimensional goal corresponds to
moving the object and gripper to the correct poses. We measured the
Euclidean distance to the goal (↓ is better). We show results in Fig. b.3.
As expected, higher-dimensional goals are a bit more challenging to
achieve. What we are really interested in is the gap between the model-
based approach and the contrastive RL, which opens up starting
with a 4-dimensional goal. Altogether, this experiment provides some
evidence that contrastive RL may be preferred over a forward model,
even for tasks with very low dimensional goals.

b.6.3 Goals used in the actor loss

In theory, the distribution of goals for the actor loss (Eq. 3.8) does not
affect the optimal policy, as long as the distribution has full support. In
our experiments, we sampled these goals randomly, in the same way
that we sampled negative examples for contrastive learning. We ran an
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Figure b.5: Transferring representations to solve new tasks. After training
the representations on one task for 1M environment steps, we
used them to initialize a new agent for solving a new task.

ablation experiment to study this decision, and show results in Fig. b.4.
These results show that sampling future goals consistently performs
poorly, perhaps because it results in only training the policy on how
to reach “easy” goals. A mixture of future goals and random goals
works much better, but the best results seem to come from training on
only random goals.

b.6.4 Transferring representations to solve new tasks

In this experiment, we studied whether the representations learned
by contrastive RL (NCE) for one task might be useful for solving
another task. We started by training contrastive RL (NCE) on three
image-based tasks: fetch push, sawyer push, and sawyer bin. The
observations for all tasks look different and the sawyer and fetch tasks
have different robots. The two sawyer tasks look the most similar
because they both come from the metaworld [265] benchmark suite.
We used the representations learned for each of these tasks to initialize
a second contrastive RL agent, which we used to solve this same set of
tasks. We were primarily interested in transfer – do the representations
from one task help in learning to solve another task? Intuitively, even
if the tasks are different, a good representation will capture some
structural properties (e.g., identifying the robot arm, and identifying
objects), which should transfer across the task.

We show results in Fig. b.5. After training on the first task for
1M environment steps, we used the learned representation as ini-
tialization for solving the new task. On the fetch push task, we see
little benefit from using pretrained representations, perhaps because
the task is relatively easy. On the sawyer push, we see the largest
benefit from pretraining the representations on the same task as the
target task. More interestingly, we see a small benefit from taking
the representations learned on the sawyer bin task and using those
to solve the sawyer push. On the most challenging task, sawyer bin,
using representations pretrained on either fetch push or sawyer bin

can accelerate the solving of this task. Taken together, these results
suggest that transferring the representations from one task to another
is sometimes useful.
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b.6.5 Robustness to Environment Perturbations

Figure b.6: Perturbations to the image-based fetch push environment.

We ran an preliminary experiment to study whether the image-
based policies learned by contrastive RL (NCE) were robust to per-
turbations in the environment. We took an agent trained on the
fetch push with image-observations, and evaluated the agent on four
variants of the environment (see Fig. b.6):

• Original environment, without modification;

• Object color changed from black to red;

• Table color changed from white to yellow;

• Initial arm position moved towards the camera.

In each setting, we evaluate the success rate over 20 trials, and repeated
5 times to compute standard deviations (for a total of 100 trials). The
learned agent was robust to the object color, with the success rate
changing from 78± 5% to 73± 10%. The agent was also robust to
the change in initial position (87± 6%). However, changing the table
color caused the agent to fail (0± 0%), perhaps because the table color
consumes a large fraction of the image pixels.

b.6.6 Additional figures

This section presents additional figures.

• Fig. b.7 compares contrastive RL (NCE) with varying values of
the filtering parameter ϵ, described in Sec. 3.4.5.

• Fig. b.8 – This plot shows a TSNE embedding of the state-action
representations ϕ(s, a) for one trajectory of the bin picking task.
This experiment uses image observations.

• Fig. b.9 – This plot shows a TSNE embedding of the state-action
representations from the same bin picking task. We sampled
states and actions using a trained agent. After computing the
TSNE embedding, we used RasterFairy [117] to rectify the em-
beddings to a grid.
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Figure b.7: Filtered relabeling. We filter the relabeled experience so that the
agent only trains on experience where the probability under
the commanded goal is similar to the probability under the
actually-reached goal. While such filtering is required to prove
convergence, these results suggest that good performance can be
achieved without this filtering step.

• Fig. b.10 – A TSNE embedding of image representations from
the point Spiral11x11 task.

• Fig. b.11 – Using the same representations for the point Spiral11x11

task, we measure the similarity between the critic gradients when
evaluated at the same state but different goals, ⟨ ∂ f

∂s |(s,g),
∂ f
∂s |(s,g′)⟩.

Figure b.8: Visualizing the learned representations. (Top) We show five
observations from the bin picking task, as well as the goal image.
(Bottom) A TSNE embedding of the image representations ϕ(s, a)
learned by Contrastive RL (NCE). Note that different parts of the
task (e.g., reaching, picking, placing) are well separated in the
learned representation space.
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Figure b.9: Visualizing the image representations learned by our method
on the sawyer bin. We compute a TSNE embedding of the
representations, and then align the embeddings to a grid using
RasterFairy [117].

(a) (b)

(c) untrained encoder (d) contrastive RL (NCE) (e) TD3 + HER

Figure b.10: TSNE embedding of representations ϕ(s, a). (a) Using the point
Spiral11x11 task, (b) we generated image observations at 270

locations throughout the maze. We computed the state-action
representations of these images, using action = (0, 0). (c, d,
e) A TSNE embedding of these representations reveals that
the untrained encoder does not capture the structure of the
environment, whereas both our method and the TD3 + HER
baseline do capture the maze structure.
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(a) Random neural net-
work

(b) C-learning (c) contrastive RL (NCE)

Figure b.11: Analyzing the gradients. We plot the cosine similarity between
the (normalized) gradients of the critic function with respect
to the goal images. An untrained network has high gradient
similarity, meaning that updates to one state/task affect the
networks predictions at many other states/tasks, a phenomenon
that prior work has identified as being detrimental to learning [2,
122, 259, 264]. Our method converges to a network where
gradients at one state have a low similarity with gradients at
other states. A similar plot showing gradients with various state
inputs shows a similar effect.





c
S E A R C H O N T H E R E P L AY B U F F E R

c.1 efficient shortest path computation

Our policy solves a shortest path problem every time it recomputes
a new waypoint. Naïvely running Dijkstra’s algorithm to compute a
shortest path among the states in our active set B requires O(|B|2)
queries of our value function. While the search algorithm itself is fast,
it is expensive to evaluate the value function on each pair of states at
every time step. In our implementation (Algorithm 7), we amortize
this computation across many calls to the policy. We periodically
periodically evaluate the value function on each pair of nodes in the
replay buffer, and then used the Floyd Warshall algorithm to compute
the shortest path between all pairs. This takes O(|B|3) time, but only
O(|B|2) calls to the value function. Let D ∈ R|B|×|B| be the resulting
matrix storing the shortest path distances between all pairs of states in
the active set. Now, given a start state s and goal state g, the shortest
path distance is

dsp(s, g) = min
(

min
u,v∈T

d(s, u) + D[u, v] + d(v, g), d(s, g)
)

This computation requires O(|B|) calls to the value function, substan-
tially better than the O(|B|2) calls required with the naïve implemen-
tation.

c.2 environments

We used two simple navigation environments, Point-U and Point-
FourRooms, shown in Figure 4.3a. In both environments, the obser-
vations are the location of the agent, s = (x, y) ∈ R2. The agent’s
actions a = (dx, dy) ∈ [−1, 1]2 are added to the agents current
position at every time step. We tuned the environments so that the
goal-conditioned algorithm (which we will use as a baseline) would
perform as well as possible. Observing that the agent would get
stuck at corners, we modified the environment to automatically add
Gaussian noise to the agents action. The resulting dynamics were

st+1 = proj(st + at + ϵt) where ϵt ∼ N (0, σ2)

where proj() handles collisions with walls by projecting the state to
the nearest free state. We used σ2 = 1.0 for Point-U, and σ2 = 0.1 for
the (larger) Point-FourRooms environment.

99
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Algorithm 7 Inputs are the current state s, the goal state g, the replay
buffer B, and the value function V. Returns the length and first
waypoint of the shortest path.

function ShortestPath(s, sg,B, V)
// Matrices: Dπ, DB→B , Ds→sg ∈ R|B|×|B|

// Vectors: Ds→B , DB→g ∈ R|B|

Dπ ← −V(B,B) ▷ cached
DB→B ← FloydWarshall(Dπ) ▷ cached
Ds→B ← −V(s,B)
DB→g ← −V(B, g)
Ds→g ← Ds→B + DB→B + (DB→g)

T

sw1 ← arg min
u,v∈B

Ds→g

return sw1

c.2.1 Visual Navigation

We ran most experiments on SUNCG house
0bda523d58df2ce52d0a1d90ba21f95c. We repeated all experiments
on SUNCG house 0601a680273d980b791505cab993096a, with nearly
identical results. We manually choose houses using the following
criteria (1) single story, (2) no humans, and (3) included multiple
rooms to make planning challenging. During training, we sampled
“nearby” goal states (within 4 steps) for 80% of episodes, and sampled
goals uniformly at random for the remaining 20% of episodes. We
tuned these parameters to make goal-conditioned RL work as well as
possible. We implemented goal-relabelling [10, 110], choosing between
the (1) originally sampled goal, the (2) current state, and (3) a future
state in the same trajectory, each with probability 33%. The agent’s
actions space was to move North/South/East/West. Observations
were panoramic images, created by concatenating the first-person
views from each of the cardinal directions. We used ensembles of
3 value functions, each with entirely independent weights. For all
neural networks conditioned on both the current observation and the
goal observation, we concatenated the current observation and goal
observation along their last channel. For RGB images, this resulted
in an input with dimensions H ×W × 6. For depth images, the
concatenated input had dimension H ×W × 2.

c.3 ablation experiments

Because SoRB plans over a fixed replay buffer, one potential concern
is that performance might degrade if the replay buffer is too small. To
test this concern, we ran an experiment varying the size of the replay
buffer. As shown in Figure c.1b, decreasing the replay buffer by a factor
of 10x led to no discernible drop on performance. While we do expect



c.3 ablation experiments 101

(a) Maximum edge length

(b) Replay buffer size

Figure c.1: Sensitivity to Hyperparameters: (Top) When constructing our
graph, we ignore edges that are longer than some distance,
MaxDist. We find that this hyperparameter is important to the
success of our method. (Bottom) While we used a buffer of 1000

observations for most of our experiments, decreasing the buffer
size has little effect on the method’s success rate.

performance to drop if we further decrease the size of the replay buffer,
the requirement of storing 100 states (even high-resolution images)
seems relatively minor. In a second ablation experiment, we varied
the MaxDist hyperparameter that governs when we stop adding new
edges to the graph. As shown in Figure c.1a, SoRB is sensitive to
this hyperparameter, with values too large and too smaller leading
to worse performance. When the MaxDist parameter is too small,
graph search fails to find a path to the goal state. As we increase
MaxDist, we increase the probability of underestimating the distance
between pairs of states. We expect that improvements in uncertainty
quantification in RL will improve the stability of our method w.r.t. this
hyperparameter.





d
J O I N T M O D E L - P O L I C Y O P T I M I Z AT I O N F O R
M O D E L - B A S E D R L

d.1 proofs and additional analysis

d.1.1 VMBPO Maximizes an Upper Bound on Return

While MnM aims to maximize the (log) of the expected return, VMBPO
aims to maximize the expected exponentiated return:

MnM: log Eπ

[
∞

∑
t=0

γtr(st, at)

]
, VMBPO: log Eπ

[
eη ∑∞

t=0 γtr(st,at)
]

,

where η > 0 is a temperature term used by VMBPO. Note that maxi-
mizing the log of the expected return, as done by MnM, is equivalent
to maximizing the expected return, as the function log(·) is monotone
increasing. However, maximizing the log of the expected exponentiated
return, as done by VMBPO, is not equivalent to maximizing the
expected return. Rather, it corresponds to maximizing a sum of the
expected return and the variance of the return [155, Page 272]:

1
η

log Eπ

[
eη ∑∞

t=0 γtr(st ,at)
]
= Eπ

[
∞

∑
t=0

γtr(st, at)

]
+

η

2
Varπ

[
∞

∑
t=0

γtr(st, at)

]
+O(η2).

Thus, in environments with stochastic dynamics or rewards (e.g.,
the didactic example in Fig. 5.3), VMBPO will prefer to receive lower
returns if the variance of the returns is much higher. We note that
the expected exponentiated return is an upper bound on the expected
return:

log Eπ

[
eη ∑∞

t=0 γtr(st,at)
]
≥ ηEπ

[
∞

∑
t=0

γtr(st, at)

]
.

This statement is a direct application of Jensen’s inequality. The bound
holds with a strict inequality in almost all MDPs. The one exception is
trivial MDPs where all trajectories have exactly the same return. Of
course, even a random policy is optimal for these trivial MDPs.

d.1.2 Helper Lemmas

We start by introducing a simple identity that will help handle discount
factors in our analysis.
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Lemma 10. Define p(H) = Geom(1− γ) as the geometric distribution.
Let discount factor γ ∈ (0, 1) and random variable xt be given. Then the
following identity holds:

Ep(H)

[
H

∑
t=0

xt

]
=

∞

∑
t=0

γtxt.

The proof involves substituting the definition of the Geometric
distribution and then rearranging terms.

Proof.

Ep(H)

[
H

∑
t=0

xt

]
= (1− γ)

∞

∑
H=0

γH
H

∑
t=0

xt

= (1− γ)
(
x0 + γ(x0 + x1) + γ2(x0 + x1 + x2) + · · ·

)
= (1− γ)

(
x0(1 + γ + γ2 + · · · ) + x1(γ + γ2 + · · · ) + · · ·

)
= (1− γ)

(
x0

1
1− γ

+ x1
γ

1− γ
+ x2

γ2

1− γ
+ · · ·

)
=

∞

∑
t=0

γtxt.

The second helper lemma describes how the discounted expected
return objective can be written as the expected terminal reward of a
mixture of finite-length episodes.

Lemma 11. Define p(H) = Geom(1− γ) as the geometric distribution,
and p(τ | H) as a distribution over length-H episodes. We can then write
the expected discounted return objective as follows:

Ep(τ|H=∞)

[
∞

∑
t=0

γtr(st, at)

]
=

1
1− γ

Ep(H)

[
Ep(τ|H=H) [r(sH, aH)]

]
=

1
1− γ

∫∫
p(H)p(τ | H = H)r(sH, aH)dτdH.

Proof. The first identity follows from the definition of the geometric
distribution. The second identity writes the expectations as integrals,
which will make future analysis clearer.
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d.1.3 Proof of Lemma 3

Proof.

log Eπ

[
∞

∑
t=0

γtr(st, at)

]
(a)
= log

1
1− γ

∫∫
p(H)p(τ | H = H)r(sH , aH)dτdH

= log
∫∫

p(H)
p(τ | H = H)

qθ(τ | H = H)
qθ(τ | H = H)r(sH , aH)dτdH − log(1− γ)

(b)
≥
∫

p(H)

(
log

∫ p(τ | H = H)

qθ(τ | H = H)
qθ(τ | H = H)r(sH , aH)dτ

)
dH − log(1− γ)

(c)
≥
∫∫

p(H)qθ(τ | H = H) (log p(τ | H = H)− log qθ(τ | H = H) + log r(sH , aH)) dτdH − log(1− γ)

(d)
=
∫∫

p(H)qθ(τ | H = H)

((
H

∑
t=0

log p(st+1 | st, at) +(((((log πθ(at | st)− log qθ(st+1 | st, at)−(((((log πθ(at | st)

)
+ log r(sH , aH)

)
dτdH

− log(1− γ)

(e)
=
∫∫

p(H)qθ(τ | H = ∞)

((
H

∑
t=0

log p(st+1 | st, at)− log qθ(st+1 | st, at)

)
+ log r(sH , aH)

)
dτdH − log(1− γ)

( f )
=
∫

qθ(τ)
∫

p(H)

((
H

∑
t=0

log p(st+1 | st, at)− log qθ(st+1 | st, at)

)
+ log r(sH , aH)

)
dHdτ − log(1− γ)

(g)
=
∫

qθ(τ)Ep(H)

[(
H

∑
t=0

log p(st+1 | st, at)− log qθ(st+1 | st, at)

)
+ log r(sH , aH)

]
dτ − log(1− γ)

(h)
=
∫

qθ(τ)
∞

∑
t=0

γt (log p(st+1 | st, at)− log qθ(st+1 | st, at) + (1− γ) log r(sH , aH)) dτ − log(1− γ)

(i)
= Eqθ (τ)

[
∞

∑
t=0

γt (log p(st+1 | st, at)− log qθ(st+1 | st, at) + (1− γ) log r(sH , aH)− (1− γ) log(1− γ))

]
.

For (a), we applied Lemma 11. For (b), we applied Jensen’s inequality.
For (c), we applied Jensen’s inequality again. For (d), we substituted
the definitions of pθ(τ | H) and qθ(τ | H). For (e), we noted that
the term inside the summation only depends on the first H steps
of the trajectory, so collecting longer trajectories will not change the
result. This allows us to rewrite the integral as an expectation using
a single infinite-length trajectory. For (f), we recalled the definition
qθ(τ) = qθ(τ = H = ∞) and swap the order of integration. For (g),
we express the inner integral over p(H) as an expectation. For (h), we
applied the identity from Lemma 10. For (i), we moved the constant
log(1 − γ) back inside the integral and rewrote the integral as an
expectation. We have thus obtained the desired result.

d.1.4 Proof of Lemma 4

Before presenting the proof of Lemma 3 itself, we show how we
derived the lower bound in this more general case. While this step is
not required for the proof, we include it because it sheds light on how
similar lower bounds might be derived for other problems. We define
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γθ(H) to be a learned distribution over horizons H. We then proceed,
following many of the same steps as for the proof of Lemma 3.

log Eπ

[
∞

∑
t=0

γtr(st, at)

]
(a)
= log

∫∫ p(τ, H)

qθ(τ, H)
qθ(τ, H)r(sH , aH)dτdH − log(1− γ)

(b)
≥
∫∫

qθ(τ, H) (log p(τ, H)− log qθ(τ, H) + log r(sH , aH)dτ) dH − log(1− γ) (d.1)

(c)
=
∫ ∞

∑
H=0

γθ(H)qθ(τ | H)

((
H

∑
t=0

log p(st+1 | st, at)− log qθ(st+1 | st, at)

)
+ log p(H)− log γθ(H) + log r(sH , aH)dτ

)
− log(1− γ)

(d)
=
∫

qθ(τ | H = ∞)
∞

∑
H=0

γθ(H)

((
H

∑
t=0

log p(st+1 | st, at)− log qθ(st+1 | st, at)

)
+ log p(H)− log γθ(H) + log r(sH , aH)dτ

)
− log(1− γ)

(e)
=
∫

qθ(τ)
∞

∑
H=0

γθ(H)

((
H

∑
t=0

log p(st+1 | st, at)− log qθ(st+1 | st, at)

)
+ log p(H)− log γθ(H) + log r(sH , aH)dτ

)
− log(1− γ)

( f )
= Eqθ (τ)

[
∞

∑
H=0

γθ(H)

((
H

∑
t=0

log p(st+1 | st, at)− log qθ(st+1 | st, at)

)
+����log(1− γ) + H log γ− log γθ(H) + log r(sH , aH)

)]
−����log(1− γ)

(g)
= Eqθ (τ)

[
∞

∑
H=0

(
∞

∑
t=H

q(t)

)
(log p(sH+1 | sH , aH)− log qθ(sH+1 | sH , aH)) + γθ(H) (H log γ− log γθ(H) + log r(sH , aH))

]
(h)
= Eqθ (τ)

[
∞

∑
H=0

(
1−

H−1

∑
t=0

q(t)

)
(log p(sH+1 | sH , aH)− log qθ(sH+1 | sH , aH)) + γθ(H) (H log γ− log γθ(H) + log r(sH , aH))

]
(i)
= Eqθ (τ)

[
∞

∑
H=0

(1− Γθ(H − 1)) (log p(sH+1 | sH , aH)− log qθ(sH+1 | sH , aH)) + γθ(H) (H log γ− log γθ(H) + log r(sH , aH))

]
(j)
= Eqθ (τ)

[
∞

∑
H=0

γθ(H)

(
1− Γθ(H − 1)

γθ(H)
(log p(sH+1 | sH , aH)− log qθ(sH+1 | sH , aH)) + H log γ− log γθ(H) + log r(sH , aH)

)]
.

For (a), we applied Lemma 11 and multiplied the integrand by
qθ(τ|H=H)γθ(H)
qθ(τ|H=H)γθ(H)

= 1. For (b), we applied Jensen’s inequality. For (c),
we factored p(τ, H) = p(τ, H)p(H) and qθ(τ, H) = q(τ | H)γθ(H).
Note that under the joint distribution p(τ, H), the horizon H ∼
p(H) = Geom(1− γ) is independent of the trajectory, τ. For (d), we
rewrote the expectation as an expectation over a single infinite-length
trajectory and simplified the summand. For (e), we recall the definition
qθ(τ) = qθ(τ = H = ∞). For (f), we rewrote the integral as an
expectation and wrote out the definition of the geometric distribution,
p(H). For (g), we regrouped the difference of dynamics terms. For (h),
we noted used the fact that ∑H−1

t=0 γθ(t) + γ∞
t=Hγθ(t) = 1. For (i), we

substituted the definition of the CDF function. For (j), we rearranged
terms so that all were multiplied by the discount γθ(H). Thus, we
have obtained the desired result. We now prove Lemma 4, showing
that Eq. 5.4 becomes tight at optimality.

Proof.

Lγ(θ)
(a)
=
∫∫

qθ(τ, H) (log p(τ, H)− log qθ(τ, H) + log r(sH , aH)dτ) dH − log(1− γ)

(b)
=
∫∫

qθ(τ)γθ(H | τ) (log p(τ) + log p(H)− log qθ(τ)− log γθ(H | τ) + log r(sH , aH)dτ) dH − log(1− γ)

(d.2)

For (a), we undo some of the simplifications above, going back to
Eq. d.1 For (b), we factor qθ(τ, H) = qθ(τ)γθ(H | τ) and p(τ, H) =
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p(τ)p(H). At this point, we can solve analytically for the optimal
discount distribution, γθ(H | τ):

γ∗θ (H | τ) =
p(H)r(sH, aH)

∑∞
H′=0 p(H′)r(sH′ , aH′)

=
p(H)r(sH, aH)

(1− γ)R(τ)
(d.3)

In the second equality, we substitute the definition of R(τ). We then
substitute Eq. d.3 into our expression for Lγ(θ) and simplify the
resulting expression.

Lγ(θ) =
∫∫

qθ(τ)γθ(H | τ) (log p(τ) +����log p(H)− log qθ(τ)−����log p(H)−(((((log r(sH , aH)

+����log(1− γ) + log R(τ) +(((((log r(sH , aH)dτ
)

dH −����log(1− γ)

=
∫∫

qθ(τ)γθ(H | τ) (log p(τ)− log qθ(τ) + log R(τ)dτ) dH

=
∫

qθ(τ) (log p(τ)− log qθ(τ) + log R(τ)) dτ.

In the final line we have removed the integral over H because none of
the integrands depend on H. At this point, we can solve analytically
for the optimal trajectory distribution, qθ(τ):

q∗(τ) =
p(τ)R(τ)∫

p(τ′)R(τ′)dτ′
. (d.4)

We then substitute Eq. d.4 into our expression for Lγ(θ), and simplify
the resulting expression:

Lγ(θ) =
∫

qθ(τ)

(
����log p(τ)−����log p(τ)−����log R(τ) + log

∫
p(τ′)R(τ′)dτ′ +����log R(τ)

)
dτ

= log
∫

p(τ)R(τ)dτ = log Eπ

[
∞

∑
t=0

γtr(st, at)

]
.

We have thus shown that the lower bound Lγ becomes tight when
we use the optimal distribution over trajectories qθ(τ) and optimal
learned discount γθ(H | τ).

d.1.5 A lower bound for goal-reaching tasks.

Many RL problems can be better formulated as goal-reaching prob-
lems, a formulation that does not require defining a reward function.
We now introduce a variant of our method for goal-reaching tasks.
Using ρπ(st+) to denote the discounted state occupancy measure of
policy π, we define the goal-reaching objective as maximizing the
probability density of reaching a desired goal sg:

max
θ

log ρπθ (st+ = sg). (d.5)

We refer the reader to [57] for a more detailed discussion of this
objective. For simplicity, we assume that the goal is fixed, noting that
the multi-task setting can be handled by conditioning the policy on
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the commanded goal. Similar to Lemma 3, we can construct a lower
bound on the goal-conditioned RL problem:

Lemma 12. Let initial state distribution p1(s1), real dynamics p(st+1 |
st, at), reward function r(st, at) > 0, discount factor γ ∈ (0, 1), and goal g
be given. Then the following bound holds for any dynamics q(st+1 | st, at)

and policy π(at | st):

log pπθ (st+ = sg) ≥ Eqπθ (τ)

[
∞

∑
t=0

γtr(st, at)

]
,

where r̃g(st, at, st+1) ≜ (1 − γ) log p(st+1 = sg | st, at) + log p(st+1 |
st, at)− log q(st+1 | st, at).

The proof, presented below, is similar to the proof of Lemma 3.
The first term in the reward function, the log probability of reaching
the commanded goal one time step in the future, is similar to prior
work [198]. The correction term log p− log q incentivizes the policy to
avoid transitions where the model is inaccurate, and can be estimated
using a separate classifier. One important aspect of this goal-reaching
problem is that it is entirely data-driven, avoiding the need for any
manually-designed reward functions.

Proof.

log ρπθ (st+ = sg)
(a)
= log

∫∫
p(H)p(τ | H = H)p(sg | sH , aH )dτdH

= log
∫∫

p(H)
p(τ | H = H)

qθ (τ | H = H)
qθ (τ | H = H)

p(sg | sH , aH )

qθ (sg | sH , aH )
qθ (sg | sH , aH )dτdH − log(1− γ)

(c)
≥
∫∫

p(H)qθ (τ | H = H)
(
log p(τ | H = H)− log qθ (τ | H = H) + log p(sg | sH , aH )− log qθ (sg | sH , aH )

)
dτdH − log(1− γ)

(d)
=
∫∫

p(H)qθ (τ | H = ∞)

(
H
∑
t=0

log p(st+1 | st , at)− log qθ (st+1 | st , at)

)
+ log p(sg | sH , aH )− log qθ (sg | sH , aH )dτdH − log(1− γ)

(d)
=
∫

qθ (τ)
∫

p(H)

(
H
∑
t=0

log p(st+1 | st , at)− log qθ (st+1 | st , at)

)
+ log p(sg | sH , aH )− log qθ (sg | sH , aH )dHdτ − log(1− γ)

(d)
=
∫

qθ (τ)
∞

∑
t=0

γt (log p(st+1 | st , at)− log qθ (st+1 | st , at) + (1− γ)(log p(sg | st , at)− log qθ (sg | st , at)
)

dτ − log(1− γ)

(d)
= Eqθ (τ)

[
∞

∑
t=0

γt (log p(st+1 | st , at)− log qθ (st+1 | st , at) + (1− γ)(log p(sg | st , at)− log qθ (sg | st , at) + (1− γ) log(1− γ)
)]

.

Similar to the more complex lower bound presented in Eq. 5.4, this
lower bound on goal-reaching can be modified (by learning a discount
factor) to become a tight lower bound. The resulting objective would
resemble a model-based version of the algorithm from Rudner et al.
[198].

d.1.6 Derivation of Model Objective (Eq. 5.10)

Our lower bound depends on entirely trajectories sampled from the
learned dynamics. In this section, we show how the same objective
can be expressed as an expectation of transitions. This expression is
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easier to optimize, as it does not require backpropagating gradients
through time. We start by writing our lower bound, conditioned on a
current state st.

E π(at|st),
qθ(st+1|st ,at)

[
∞

∑
t′=t

γt′−tr̃(st′ , at′) | st

]
= E π(at|st),

qθ(st+1|st ,at)

[r̃(st, at, st+1) + γV(st+1) | st]

(a)
= E π(at|st),

qθ(st+1|st ,at)

[
(1− γ) log r(st, at) + log

Cϕ(st, at, st+1)

1− Cϕ(st, at, st+1)

−(1− γ) log(1− γ) + γV(st+1) | st]

In (a), we substituted the definition of the augmented return. For the
purpose of optimizing the dynamics model, we can ignore all terms
that do not depend on st+1. Removing these terms, we arrive at our
model training objective (Eq. 5.10)

d.2 additional experiments

Figure d.1: Alternative Model Learning Objectives: Using the
DClawScrewFixed-v0 task, we compare MnM and MBPO [105]
to two additional model learning objectives suggested in
the literature, VAML [61] and value-weighted maximum
likelihood [127]. MnM (our method) outperforms these
alternative approaches.

We compare MnM to a number of alternative model learning
methods. MBPO [105] uses a standard maximum likelihood model.
We implement a version of VAML [61], which augments the maximum
likelihood loss with an additional temporal difference loss; the model
should predict next states that have low Bellman error. Finally, we
compare to a variant of the MBPO maximum likelihood model that
weights transitions based on the Q values, an idea discussed (but
not actually implemented) in Lambert et al. [127]. We implement this
value weighting method by computing the Q values for the current
states and computing a softmax over the batch dimension to obtain
per-example weights.



110 joint model-policy optimization for model-based rl

Figure d.2: Ablation Experiments: Compared with MBPO (orange line),
MnM uses a GAN-like model (red line) with a model optimism
term and modifies the reward function.

We use the DClawScrewFixed-v0 task for this experiment. The re-
sults, shown in Fig. d.1, show that MnM outperforms these alternative
approaches. We observe that the value-weighting performs slightly
better than the standard maximum likelihood model, while the VAML
method performs noticeable worse.

We next run an ablation experiment to study the importance of a
few key design decisions. We compare MnM with ablations that omit
the reward augmentation and the model optimism term. The results
shown in Fig. d.2 indicate that most of the benefit of MnM comes from
using a GAN-like model. Because the dynamics of these tasks are
nearly deterministic, it is not surprising that the optimistic dynamics
and the reward augmentation have only a small effect.

Figure d.3: MnM trains stably. Despite resembling a GAN, the MnM
dynamics model trains stably, with the validation MSE decreas-
ing steadily throughout training. Different colors correspond to
different random seeds of MnM. The dashed line corresponds to
the minimum validation MSE of a maximum likelihood dynamics
model.

With the implementation details described in [55], we found that
the MnM dynamics model trained stably, despite resembling a GAN.
In Fig. d.3, we plot the validation MSE of the MnM model throughout
training, observing that it decreases monotonically. Different lines
correspond to different random seeds, and the dashed line corresponds
to the minimum MSE of a maximum likelihood model (a MBPO
model). Note that the MnM model is not trained with this MSE
objective, but with the GAN-like objective in Eq. 5.10. It is therefore
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not surprising that MnM does not perform as well on this objective as
the maximum likelihood model.
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