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A B S T R A C T

Artificial Intelligence (AI) researchers often disagree about the best strategy
to train a machine learning system, but there is one belief that is generally
agreed upon: humans are still much better learners than machines. Unlike
AI systems, humans do not learn challenging new tasks (e.g., solving dif-
ferential equations) from scratch, by looking at independent and identically
distributed examples. Instead, humans often follow sequences of steps that
allow them to incrementally build up the necessary skills for performing
these new tasks. Curriculum Learning (CL) is a line of work that tries to in-
corporate this human approach to learning into machine learning, with the
hope that machines trained in this manner can learn faster and perform bet-
ter. However, biological brains are different than silicon brains, and are not
trained by using gradient descent, which has become the norm in machine
learning. So, can we expect human learning strategies to work for comput-
ers, too? Evidence from various studies in the past two decades suggests
that CL can indeed benefit machine learning in some cases, while in oth-
ers it may in fact hinder performance (Elman, 1993; Rohde and Plaut, 2003;
Bengio et al., 2009; Bojar et al., 2017b). In this thesis we aim to discover
the problem settings in which different forms of CL are beneficial, and the
types of benefits they provide. We posit the following statement:

thesis statement : AI systems that learn like humans, starting with easy
problems and gradually tackling more and more difficult ones, have the po-
tential to reach better local optima and/or converge faster. Furthermore,
the learning benefits gained using a curriculum depend on the choice of cur-
riculum, the size and type of data, and the model architecture.

In this work, we provide evidence for this statement, as well as investigate
what types of data and models can benefit from CL. We start by introducing
a definition of CL and identifying three broad categories of CL methods. We
further provide a literature review of the main CL approaches in the past
three decades. Moreover, we propose new CL methods and apply them to
a variety of models and problem settings, from teaching an LSTM to solve
basic arithmetic problems, to neural machine translation using Transform-
ers, image classification using convolutional neural networks, and compo-
sitional multitask learning problems. Through these experiments, we ob-
served that CL can be very beneficial in certain settings (e.g., on sequential
data such as sentences) if well-designed, but it can also harm the efficiency
of learning if performed poorly (e.g., if the curriculum spends too much
time on easy problems). Finally, we conduct analyses to understand why
CL leads to the observed effects.
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1
I N T R O D U C T I O N

The field of artificial intelligence (AI) has witnessed an impressive leap
in the last decade. Machines are now able to perform tasks never before
thought to be possible, such as driving cars or interacting with humans
in natural language. However, these advances were only possible through
large data collection efforts. Humans, on the other hand, are very good at
learning new skills efficiently using incredibly small amounts of supervi-
sion. Inspired by this, AI researchers have often attempted to create models
that resemble the way the human brain works, with notable examples be-
ing convolutional neural networks (LeCun et al., 2015) and various forms
of attention mechanisms (e.g., Vaswani et al., 2017). However, one key dif-
ference between human learning and machine learning (ML) that is often
overlooked lies not in the model architecture, but in the way in which they
learn. Unlike most ML systems, humans do not learn difficult new tasks
(e.g., solving differential equations) entirely from scratch by looking at inde-
pendent and identically distributed examples. Instead, new skills are often
learned progressively, starting with easier tasks and gradually becoming
able to tackle harder ones. For example, students first learn to perform ad-
dition, multiplication, differentiation, and solving simple equations, before
starting to learn about differential equations. Thus, we can think of human
learning as often being aided by a curriculum, which may either be provided
by a teacher or chosen directly by the student.

Curriculum learning (Elman, 1993; Bengio et al., 2009) is a line of work
in machine learning that attempts to devise learning strategies inspired by
human learning, in which concepts are learned in the order of difficulty,
from easy to hard. This relies on the assumption that, similar to humans,
machines trained in this manner can learn faster or perform better. However,
biological brains are different than silicon brains, and are not trained by
using gradient descent, as it has become the norm in machine learning.
So, can we expect human learning strategies to work for computers, too?
Two decades after this idea was originally proposed (Elman, 1993), there
is increasingly more evidence that curriculum learning can indeed improve
learning (e.g., Bengio et al., 2009; Jiang et al., 2015; Pentina et al., 2015; Jiang
et al., 2018; Zhou and Bilmes, 2018; Wu et al., 2021), by helping the model
learn faster (e.g., Krueger and Dayan, 2009; Platanios et al., 2019; Li et al.,
2020) or reach better final performance (e.g., Bengio et al., 2009; Jiang et al.,
2015; Sachan and Xing, 2016; Platanios et al., 2019). However, there is also
evidence that curriculum learning does not benefit learning, or in some
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cases it even harms the performance of the model (e.g., Rohde and Plaut,
1999, 2003; Avramova, 2015; Bojar et al., 2017b). Even more, taking certain
curriculum learning methods that work successfully for one problem and
applying them to another, often does not result in benefits for the new
problem. Therefore, when and how to make curriculum learning work is
still far from being understood.

In this thesis, we pose the following questions:

1. What exactly is curriculum learning?

2. When is curriculum learning useful? Does it work only for certain
types of data, or only for certain models?

3. What kinds of benefits can curriculum learning bring to the learning
process (e.g., better performance, faster convergence)?

4. How does a curriculum learning affect the optimization process, and
why does it sometimes work and sometimes not?

In this work we attempt to address these questions. More concretely, our
goal is to better understand in what problem settings curriculum learning
is beneficial, as well as the types of curriculum learning strategies that are
appropriate for each situation. Additionally, we propose new curriculum
learning methods targeted at certain properties of the data, the models or
the tasks at hand, from teaching an LSTM (Hochreiter and Schmidhuber,
1997) to solve basic arithmetic problems, to neural machine translation us-
ing Transformers (Vaswani et al., 2017), image classification using convolu-
tional neural networks, and compositional multitask learning problems. We
tackle the above questions empirically through extensive experimentation
using various datasets and models, as well as analytically, with the goal
of predicting which new learning settings could also benefit from using
curriculum learning.

Moreover, we believe that one of the reasons why curriculum learning is
not well understood is the lack of a common formal language in which to
describe the various approaches. Each new approach to curriculum learn-
ing has its own interpretation of what easy and hard are measuring, as well
as which component of the learning pipeline to modify in order to incorpo-
rate a curriculum (e.g., the data, the loss, or the model architecture). There-
fore, as a first step, we introduce a formalism that allows us to describe both
the existing and proposed approaches in a unified way, as well as compare
curriculum learning with other related fields, such as transfer learning and
continual learning.

Furthermore, to answer the questions above, we consider not only the
takeaways from our own experiments, but also the results obtained so far by
the entire community. Using the formalism mentioned above, we will put
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together and categorize the existing curriculum learning literature in the
first curriculum learning survey. We believe that having a compiled version
of the developments in curriculum learning over the past two decades will
benefit not only the work in this thesis, but also future work in the field.

We propose the following statement:

thesis statement : AI systems that learn like humans, starting with easy
problems and gradually tackling more and more difficult ones, have the po-
tential to reach better local optima and/or converge faster. Furthermore,
the learning benefits gained using a curriculum depend on the choice of cur-
riculum, the size and type of data, and the model architecture.

In the rest of the thesis, we provide evidence for this statement, as well
as further details on the model types and data that can benefit from cur-
riculum learning. We discovered that different problem settings can ben-
efit more from different types of curricula. For instance, for problems on
sequential data—be it natural language, numerical data, or simple as se-
quences of bits—we found input space curricula (that is, curricula that sched-
ule when the training samples are shown to the model) to be consistently
beneficial, providing faster convergence speeds and often better perfor-
mance (Chapter 4). Our analysis into why this is the case (Chapter 6) sug-
gests that curricula that correlate with sequence length can reduce the gra-
dient noise, as well as widen the local minima in the loss landscape early
on during training. On the other hand, for tasks of compositional nature,
we found that task space curricula can significantly improve performance
(Chapter 5). However, we also discovered some settings where curriculum
learning is not improving, or even harming the learning process. For exam-
ple, curricula that are too long can in fact perform worse than the baseline
(e.g., Section 4.5). At the same time, curricula that are otherwise successful
when training a model from scratch may have no impact when applied to
pretrained models (Section 6.5).

In summary, this thesis aims to further our understanding about curricu-
lum learning, as well as propose new methods appropriate for different situ-
ations. We hope that the methods and analyses presented in this thesis will
provide useful insights for practical applications and for future research in
the field.
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1.1 thesis overview

This thesis is structured in the following main chapters:

1. What is Curriculum Learning: We introduce a definition of curriculum
learning that allows us to formally describe existing and proposed cur-
riculum learning approaches under a unified framework. We then use
this definition to categorize the main lines of work in curriculum learn-
ing. Note that when this work was performed, it was the first attempt
at unifying existing approaches under a common framework. Finally,
we also provide a comparison of curriculum learning to other learning
paradigms, such as transfer learning and active learning.

2. Literature Survey: We review the curriculum learning literature, from
the early ideas that started in the fields of psychology and cognitive
neuroscience, to state-of-the-art machine learning methods.

3. Curriculum in Input Space: We propose curriculum learning methods
in which the curriculum acts as a filter on the data, deciding when each
training example is presented to the learner based on its difficulty. We ap-
ply these to multiple problems (e.g., machine translation, multimodal im-
age understanding, learning arithmetics) using a variety of data modali-
ties (e.g., text, images, and numbers in the form of digit sequences).

4. Curriculum in Task Space: We introduce curriculum learning methods
that consider a series of learning tasks with increasing difficulty. This
can be done in the context of learning a single task, or learning multiple
tasks together. For single task learning, we propose a curriculum learn-
ing method that can automatically create a series of auxiliary tasks—
which are not explicitly provided—as intermediate goals. For multitask
learning, where multiple tasks are provided, we show that by leveraging
their relationships and learning them in a particular order defined by a
curriculum, we can improve their performance.

5. Understanding Curriculum Learning – A Case Study on Sequential
Data: In this chapter we focus on understanding the effect of curriculum
learning on the optimization process. We consider problems involving
sequences as the target problem setting because such problems have
consequences for multiple application areas, and curriculum learning
has already proven to work well for them. Using several case studies,
we analyse the model gradients and visualize the loss landscapes, and
attempt to explain the effects that we observe when using curriculum
learning. Moreover, we propose a conjecture which can help us decide
for future problems whether a length-based curriculum can be helpful
in that setting.
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1.2 background

We now provide a brief overview of the field and clarify what kind of
approaches fit under our definition of “curriculum learning” in this thesis.

The ideas behind curriculum learning originated in the field of cogni-
tive neuroscience. Inspired by the process of language development in chil-
dren, Elman (1993) was among first advocates for the “importance of start-
ing small” when training artificial neural networks. In this early work,
he trained a simplified language model using a recurrent neural network
(RNN), and showed that the network was only able to learn when the train-
ing process was guided using a curriculum. This idea was later disputed
by Rohde and Plaut (1999, 2003), who showed contradictory results and
argued that in fact, “less is less”. Afterwards, these ideas remained mainly
unexplored until the influential paper of Bengio et al. (2009) that coined the
term curriculum learning and lead the way to a rediscovery of these earlier
ideas, introducing them to the machine learning community. In the next
decade, a multitude of curriculum learning methods were proposed. While
all these approaches attempted to train models to solve problems in order
of difficulty, “from easy to hard”, what was being scored by difficulty and
how the scoring was performed could vary significantly. For example, one
line of work focused on presenting the training examples the model in a
particular order, while the objective function the model is optimizing was
kept fixed throughout training (e.g., Bengio et al., 2009; Jiang et al., 2015,
2018; Wang et al., 2018; Zhou and Bilmes, 2018; Platanios et al., 2019). Other
approaches allowed the learner to see all the training examples through-
out learning, but they made the learning goal of the model incrementally
more difficult with time (Florensa et al., 2017; Saxena et al., 2019; Dogan
et al., 2020; Stretcu et al., 2020). A less explored direction is one that al-
ters the model during training, where the some of the model’s features
could purposefully be disabled to force the model to “start small”. For in-
stance, Elman (1993) trained a simple RNN language model by limiting the
amount of memory the network has in the early stages of training, and al-
lowing it to get larger and larger with every training phase. This was an
attempt to replicate the fact that, when children learn their first language
starting at a few months of age, their brain is simultaneously undergoing
some changes, and their memory and attention span is growing during this
time. Along the same lines, Sinha et al. (2020) proposed a curriculum learn-
ing approach for image understanding that controls the amount of texture
information that a convolutional neural network (CNN) is able to represent
during training.

While all these different learning strategies are intuitive for humans, it is
not entirely clear why curriculum learning would benefit a machine learn-
ing model. In fact, a few publications have reported that anti-curriculum ap-
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proaches (i.e., training on hard examples first) sometimes work better than
the reverse (Mermer and Amasyali, 2017). Moreover, in active learning, a
field closely related to curriculum learning, many approaches suggest tack-
ling what can be considered the “hardest” samples first, such as those for
which the model has the highest uncertainty, or those that are closest to
the decision boundary (Fu et al., 2013). These observations, coupled with
the limited amount of theoretical analyses of curriculum learning (Gong
et al., 2016; Weinshall et al., 2018; Hacohen and Weinshall, 2019), raise the
question of whether “easy first” is indeed the right policy.

Moreover, as seen from all examples above, there is no consensus on a
definition of curriculum learning and what objective it should optimize. For
this reason, one of the contributions of this thesis consists of introducing a
formal definition of curriculum learning and its variants, and describing
and comparing existing approaches in terms of a common terminology. We
discuss this next.



2
W H AT I S C U R R I C U L U M L E A R N I N G ?

Curriculum learning can be described informally as a strategy for training
machine learning systems on incrementally more difficult learning tasks,
similar to how we would teach a human. While this idea is intuitive, it is
vague with respect to several aspects. What exactly is a learning task? How
do we define incrementally more difficult tasks and how do we transition
between them? In fact, different approaches in the literature have found
different interpretations of curriculum learning, and it is important to have
a common language to describe and compare them.

In this chapter, we propose some definitions along with some notation
that allow us to define curriculum learning formally. We then use these
definitions to describe several categories of curriculum learning which we
have identified in the field.

2.1 definitions

We start by introducing definitions and terminology that allow us to for-
mally describe existing and proposed curriculum learning methods. To the
best of our knowledge, this is the first attempt to unify all the existing cur-
riculum learning approaches under a common terminology. We then use
this terminology in the next chapter to survey the main lines of work in the
curriculum learning literature.

Consider a learning task where the goal is to learn the function fθ : X→
Y that operates on an arbitrary feature space X, projects to an arbitrary
target domain Y, and has trainable parameters θ. To train f, we are provided
with the training dataset D = {(x1,y1), ..., (xN,yN)} containing N training
examples with xi ∈ X and yi ∈ Y, for i ∈ {1, ...,N}. For simplicity, we denote
the set of training examples as two tensors, X and Y, that contain all of the
training inputs and outputs, respectively, stacked along the first dimension.
Moreover, we denote the marginal probability distribution of the inputs by
P(X), the marginal probability distribution of the labels by P(Y), and the
labels conditional distribution by P(Y|X).

Using this notation, we define a learning task as:

T = {Y,P(Y|X)}, (2.1)

and the input domain it operates on as:

D = {X,P(X)}. (2.2)

7
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Notation Description

X input/feature space
Y output/targets space
P(X) inputs marginal distribution
P(Y) labels marginal distribution
P(Y|X) labels conditional distribution
T learning task; T = {Y,P(Y|X)}
D input domain; D = {X,P(X)}
D training dataset; D = {(xi,yi)|i = 1..N}

f prediction function; fθ : X→ Y

θ parameters of function f
L learning context; L = (D,T,D, fθ)

Table 2.1: Summary of notations used in our definitions.

We will refer to all of these components together as the learning context,
denoted as:

L = (D,T,D, fθ) (2.3)

Table 2.1 summarizes these definitions. Let us further ground these def-
initions using a concrete example. Consider an image classification task
where the goal is to classify the main object shown in the image (e.g., such
as in the CIFAR-10 dataset (Krizhevsky, Hinton, et al., 2009)). In this case, X
represents the space of images, Y represents the space of labels, the dataset
D contains example pairs of images and their corresponding labels, and
fθ is the neural network that is trained to solve the task. Moreover, P(X)
represents the probability of each input image to appear in the dataset,
and P(Y|X) represents that probability of a label assignment given an input
image.

Having established our notation, we can now formally define curriculum
learning, as follows:

Definition 2.1. Given a target domain DT and a learning task TT , curricu-
lum learning aims to improve the learning of the target predicting function
fθT operating over DT , using knowledge acquired by learning a series of
K functions, fθ1 ,..., fθK , operating on domains D1, ...,DK and solving tasks
T1, ...,TK, respectively. The domains D1, ...,DK, tasks T1, ...,TK and func-
tions fθ1 ,..., fθK , are typically derived from DT , TT , and fθT , respectively.

Definition 2.2. We refer to the functions fθ1 ,..., fθK as auxiliary functions,
because their sole purpose is to aid the learning of the target function fθT .

We illustrate this definition graphically in Figure 2.1. Note that the cur-
riculum learning literature includes a variety of approaches for deriving
the auxiliary functions, and it is possible, depending on the approach, that
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fT
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Figure 2.1: Graphic illustration of the curriculum learning definition.

either fθ1 = fθ2 = ... = fθK , or T1 = T2 = ... = TK, or D1 = D2 = ... = DK.
In the next section, we categorize existing approaches based on which of
these components are changed and which are kept fixed. Moreover, in or-
der to decide on the sequence of auxiliary tasks, functions and domains,
the method may use various kinds of information:

1. Data properties, such as sentence length (e.g., Platanios et al., 2019),
word frequency (e.g., Bengio et al., 2009), etc.

2. Model properties, such as iteration number, history of validation ac-
curacy, various learning signals (e.g., Graves et al., 2017).

3. Importance of each sample to current model, such as the loss on each
sample in self-paced learning (e.g., Kumar et al., 2010).

4. Domain knowledge directly encoded by the model designer (e.g., in
deciding how to measure the sample difficulty or how to generate the
auxiliary tasks).

2.2 categorization of curriculum learning methods

There are two main dimensions of comparison when discussing curriculum
learning (CL) methods:

I. Learning Context: Different methods may keep fixed or change differ-
ent components of the learning context L = (D,T,D, fθ). Thus, one
way to categorize CL methods is by grouping them in terms of the
components they modify. To this end, we define 3 such categories:

a) curriculum in input space, which modifies the inputs domain, pro-
gressively training the model on domains D1, ...,DK before fi-
nally training it on the target domain DT .

b) curriculum in task space, which modifies the task, progressively
training on tasks T1, ...,TK before training on the target task TT .

c) curriculum in model space, which modifies the learning function,
progressively training the functions fθ1 , ..., fθK before training the
target function fθT .



10 what is curriculum learning?

Model

Loss Function

Sample Input
Data

Sample Output

Predictions

Loss

Modified Model

Model

Loss Function

Sample Input
Data

Sample Output

Predictions

Loss

Curriculum

Model

Loss Function

Sample Input
Data

Sample Output

Predictions

Loss

Modified Output
Curriculum

Model

Loss Function

Sample Input
Data

Sample Output

Predictions

LossCurriculum

Curriculum in Input Space

No Curriculum

Curriculum in Task Space

Curriculum in Model Space

Figure 2.2: A comparison of the main types of curriculum learning approaches.
This illustration is meant to showcase the main characteristics of these three types
of curriculum approaches, but there can be exceptions. For instance, a curriculum
in task space may also produce small modifications to the model architecture (e.g.,
the output layer), to be able to handle the modified targets. Similarly, different
types of curriculum may also modify the loss function.

Figure 2.2 provides an illustration of these categories. Of course, it is
possible for a CL method to modify multiple of the above components
simultaneously (e.g., Saxena et al., 2019), but such approaches are not
common.

II. Human Supervision: Different methods rely to different extents on hu-
man decisions. We can categorize the existing methods based on how
much human effort is required for the creation of the auxiliary tasks,



2.3 comparison with related fields 11

which can range from completely hand-crafted (i.e., a human has to de-
cide what all the components of the learning task are), to completely
automated (i.e., everything is generated automatically). For instance, in
our object recognition example, the user might decide which images
are easy and which are hard based on their own intuition (e.g., im-
ages with fewer background objects are easier), and how exactly the
images will be presented to the learner based on their difficulty. Alter-
natively, the image difficulties, as well as they way they are presented
to the learner, can be automatically inferred from the data, using met-
rics independent of the domain or task at hand (e.g., the difficulty can
be the loss of the model on a particular example).

In the next chapter, use the first criteria of comparison—learning context—
to structure our discussion on existing and proposed curriculum learn-
ing approaches. When discussing each category, we will also mention the
amount of human supervision required for each approach.

2.3 comparison with related fields

Curriculum Learning (CL) is often confused with other learning strategies,
such as transfer learning or continual learning. Therefore, it is useful to
understand the relationships between CL and such other methods. We now
enumerate the closest related fields, and discuss their similarities to and
differences from CL:

• Curriculum Learning (CL): Based on the previous definitions, we can
see CL as a way of pretraining a model on an altered version of the
original learning context before training on the target setup of interest.

• Transfer Learning (TL): Similar to CL, Transfer Learning (TL) is also
a pretraining strategy. However, unlike CL, in TL the pretraining is
typically done using an additional source dataset, whereas CL has no
access to extra data.

• Continual Learning (ContL): Similar to a curriculum in input space,
ContL does not train the model on the whole target dataset at once,
but rather subsets of the data are presented at different points in time.
However, unlike CL, the model is forced to see different slices of the
data at different points in time in a way that not controlled by the
model designer or by a curriculum. Instead, the data flow is controlled
by the outside world, and thus it may not be sorted by difficulty. Ad-
ditionally, the most successful curricula in input space do not slice
the data in non-overlapping batches. As training progresses, they typ-
ically allow the model to sample harder and harder examples, while
always having access to the easier ones. This is not the case for ContL.
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Figure 2.3: A comparison between curriculum learning and other related learning
strategies.

• Active Learning (AL): Similar to CL, AL also trains a model on in-
crementally more data. However, the goal of AL is very different. AL
typically starts with a few labeled data, and the model asks for labels
for the examples that would be most informative to its learning pro-
cess at that point in time. On the other hand, CL has access to all of
the labeled target dataset from the beginning and can plan on how to
use it, but it cannot ask for more labels or data.

• Self-Supervised Learning (SL): Similar to CL, SL also introduces
some auxiliary tasks whose only purpose is to help the target task
train better. These tasks are also created from altering the target dataset
(e.g. predicting the relative position of image patches in image un-
derstanding (Doersch et al., 2015)). However, unlike CL, SL is not
concerned with establishing the relative difficulties of these auxiliary
tasks and scheduling them from easy to hard.
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• Self-Training (ST): ST is used in the context of semi-supervised learn-
ing, where the model has access to both labeled and unlabeled data.
The model is trained on the available labeled data and is then used to
make predictions on unlabeled data. Some of these predictions (e.g.,
the most confident ones) are used to self-label some the unlabeled
samples, and the process is repeated. While this bears some similar-
ity to CL, ST does not use the notion of auxiliary tasks, and is not
concerned with scheduling tasks or samples by difficulty.

These comparisons are depicted graphically in Figure 2.3.





3
L I T E R AT U R E R E V I E W

In this chapter, we provide an overview of the field of curriculum learning
since its beginnings. We focus on the motivations behind this idea, which
started in the field of cognitive neuroscience, as well as on the main curricu-
lum learning methods that have shaped the field. We shape the discussions
around the categories of curriculum learning methods identified in Sec-
tion 2.2. We cover methods and ideas proposed in the past three decades.
Since this area now includes hundreds of publications, this survey is not
meant to be exhaustive, but rather will focus on the main ideas that have
shaped the field. We hope that this survey will inform and inspire future
research in curriculum learning and related areas.

This survey consists of the following main components:

• A discussion on cognitive science ideas that have sparked interest
in applying human learning strategies to machine learning systems
(Section 3.1).

• A description of the curriculum learning methods that have shaped
the field and provided inspiration for the approaches that followed,
which we group by category: input space (Section 3.2), task space
(Section 3.3) and model space (Section 3.4).

Note that this survey does not cover curriculum learning approaches for
reinforcement learning (RL), since the work included in the rest of the thesis
focuses on supervised and semi-supervised learning. However, curriculum
learning was shown to be successful in several RL settings (e.g., Florensa
et al., 2017; Narvekar et al., 2017; Svetlik et al., 2017; Fournier et al., 2018;
Sukhbaatar et al., 2018). For more on this, we refer the reader an excellent
blog post providing an overview of curricula for RL, at Weng (2020).

3.1 the early debate between "less is more" and "less is less"

The ideas behind curriculum learning started very early, in the field of cog-
nitive neuroscience, when Newport (1988, 1990) put forward the idea that
children are better able to learn languages than adults because they have
fewer cognitive resources available to them. This inspired Elman, also a psy-
cholinguist, to test this idea using recurrent neural networks. Inspired by
the process of language development in children, Elman (1993) was among
of the earliest advocates for the "importance of starting small" when train-

15
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ing artificial neural networks, at least as far as language modeling is con-
cerned. In this work, he trained a simplified language model using a recur-
rent neural network, and showed that the network was only able to learn
when the training process was guided using a curriculum. More specifically,
this curriculum involved 5 stages, where the early stages train the model
only on sentences with a simple grammatical structures, and with every
phase, it transitioned towards more complicated ones1. In our terminology,
this approach contains 5 auxiliary functions, in which the data distribution
P(X) is modified to be biased towards easy sentences first and towards diffi-
cult sentences later, where the difficulty of a sentence was computed based
on a hand-crafted rule.

In contrast to these results, Rohde and Plaut (1999) found using a similar
setup that a language model can achieve similar performance as in the case
of Elman (1993) without “starting small” in terms of data or memory. In
fact, they found that starting small can actually hinder the model perfor-
mance when the learned language is made more realistic by introducing
graded semantic constraints. In a later work (Rohde and Plaut, 2003), the
same authors argue against the “less is more” theory proposed by earlier
research, and provide counter arguments for why this may not be the case
for language modeling. Importantly, while Rohde and Plaut (2003) disagree
about the benefits of curriculum learning in language modeling, they do ac-
knowledge that such an approach might be beneficial in other language
tasks, such as language comprehension—this was later shown to be true by
Bengio et al. (1994), Lin et al. (1998) and others.

In summary, early work on this topic has shown contradictory evidence
regarding the benefits of curriculum learning. It is important to note though
that most of the early work has focused on various language tasks, and the
difficulty of the training examples, as well as the way they were presented
to the learner were predefined by the authors.

3.2 curriculum in input space

This category includes the curriculum learning (CL) strategies that modify
the input domain D = {X,P(X)} of the learning function. These approaches
alter the domain by either changing the input space X in a way that makes
the examples "easier" in some sense (e.g., blur the images), or they change
the distribution P(X) of the training data (e.g., images that are considered
easier have higher probability of being sampled in the beginning of train-
ing). Most existing supervised and semi-supervised CL approaches lie in
this category.

1In the same work, Elman also experimented with increasing the model capacity, which
we discuss in Section 3.4
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One of the most influential publications on CL in input space, which
provided inspiration for the work that followed, was the work of Bengio
et al. (2009). Although the idea of “starting small” had been put forward
more than a decade before, “curriculum learning” became known under
this name and gained attention in the machine learning community with
this publication. In this work, Bengio et al. considered a formulation of
curriculum learning in which the learning task T and function fθ do not
change, but the input distribution P(X) does. This is done by starting with
a P(X) that puts emphasis only on the easy samples, and slowly transitions
towards the target data distribution, allowing the model to train on more
and more difficult examples. Their results using this strategy suggested that
this type of curriculum regularizes the model, leading to a lower generaliza-
tion error for the same training error, as well as bringing improvements in
convergence speed. The benefits gained with curriculum learning seemed
very promising, but in this case both the sample sample difficulties and the
way the authors changed P(X) with time was manually decided. Therefore,
this left a very important question unanswered: how can we design curricula
for new problems?

This question has been answered in many different ways by the line of
work that followed, which we discuss next. But first, we start by introducing
the main components of curricula in input space, which are present in most
approaches in this category.

3.2.1 The Structure of Curricula in Input Space

The methods proposed by Bengio et al. (2009), as well as the line of work
that followed on curriculum methods in input space, consist of two main
components:

1. Difficulty – each sample is assigned difficulty score, which can be
hand-crafted or computed automatically. Hand-crafted difficulties are
defined by humans based on some properties of the data or prob-
lem at hand (e.g., shorter sentences are considered easier than long
sentences), while automatic difficulties could be based on model per-
formance metrics (e.g., loss function value for that sample).

2. Schedule (or Pacing function) – the sample difficulties are used to
define a schedule which decides when each sample is presented to the
learner. Typically, the samples are scheduled from easy to difficult, but
the schedule needs to specify more precisely at which iteration and
for how long the model can train on a sample. In other words, the
schedule specifies the domain D from which batches of examples are
sampled are at every training iteration. The schedule can be predefined
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before training, or it can be computed on the fly and adjusted according
to the progress of the learner.

The work that followed proposed multiple ways of defining the sam-
ple difficulty and schedule. We further categorize input space approaches
based on the level of human-decision making they require, from hand-
crafted curricula, to automated curricula and self-paced learning.

3.2.2 Hand-Crafted Curricula

Hand-crafted approaches often rely on some property of the data or the
specific problem at hand in order to define the sample difficulty scores.
Because of this, we will focus the discussion around different application
areas and problem settings. We include in this category the approaches that
are specific to a single data type (e.g., sentences) or problem setting (e.g.,
noisy or imbalanced data), and would not be as broadly applicable as the
automated approaches discussed later in Section 3.2.3 and Section 3.2.4.

nlp. Hand-crafted difficulty metrics are generally very common in natural
language processing (NLP), where intuitive metrics often work well. Some
common difficulty metrics include sentence length (Spitkovsky et al., 2010;
Platanios et al., 2019), the frequency of words in the training dataset where
the samples containing only very common words are easier (Bengio et al.,
1994; Platanios et al., 2019), and the specificity of the word semantics from
the most semantically generic to the most specific words (Caubrière et al.,
2019). Moreover, when applying curriculum learning to domain adaptation
for neural machine translation, Zhang et al. (2019) estimate the sample dif-
ficulty based on its distance to the in-domain data. In another NLP appli-
cation, Goldberg and Elhadad (2010) perform dependency parsing accord-
ing to a curriculum, starting from easy attachment decisions to harder and
harder ones, instead of simply going left to right.

computer vision. In one of the early attempts to apply curriculum learn-
ing to image problems, Bengio et al. (2009) performed a toy experiment
where the task was to classify geometric shapes into classes. They used as
difficulty the variability of different classes of shapes (i.e., easy classes have
less degrees of variability, occupying a small volume in the input space),
and showed that a simple 2-stage curriculum using this difficulty criteria
was able to generalize better. More recent approaches attempted to discover
curriculum learning approaches that can improve performance on common
benchmark datasets, such as CIFAR-10 or CIFAR-100 (Krizhevsky, Hinton, et
al., 2009). Wu et al. (2021) performed an extensive experimental analysis,
considering 3 types of sample difficulty metrics: loss value of a reference
model on each sample, learned epoch/iteration, and c-score (Jiang et al.,
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2020). However, their analysis concluded that curriculum learning provides
benefits only in the presence of noisy labels or when the budget of training
iterations is limited, and not in standard training. On the other hand, other
approaches applied to different computer vision problems report more suc-
cess with curriculum learning. For instance, Ionescu et al. (2016) used the
human response time at solving a visual search task as sample difficulty
metric in weakly supervised object localization. This approach requires
extra efforts and costs for collecting human annotations, and so Li et al.
(2017b) proposed to use the agreement between segmentation masks and
detection bounding boxes. Furthermore, Wang et al. (2018) used curricu-
lum learning when training a ranking model for person re-identification,
where they prioritize negative samples based on their distances to the an-
chor when using a triplet loss. Other examples of computer vision applica-
tions where curriculum learning has been successfully applied are medical
images (e.g., Tang et al., 2018; Oksuz et al., 2019) and visual concept learn-
ing (Li et al., 2020).

noisy data . Curriculum learning has also proved to be useful in noisy
data settings. For example, Lotfian and Busso (2019) improved the perfor-
mance of a speech emotion recognition system with a curriculum that uses
the disagreement between human evaluators as measure of difficulty. This
relied on the intuition that samples that are ambiguous for humans are
also ambiguous for the model. Along similar lines, Jiang et al. (2018) used a
curriculum that first focuses samples that are likely to be correctly labeled.
This showed improved performance for image classification problems with
noisy labels. Another similar approach was proposed by Guo et al. (2018b).
The applications mentioned above considered noise in the label space. How-
ever, Braun et al. (2017) successfully used a curriculum when dealing with
noise in the input space. They improved the performance of automatic speech
recognition systems using a simple multi-stage curriculum using the signal-
to-noise ratio of the input as difficulty.

imbalanced data . Wang et al. (2019b) proposed a curriculum learning
approach for handling classification problems with imbalanced data. Their
approach alters the data distribution from imbalanced to balanced, improv-
ing the accuracy on two attribute analysis datasets, CelebA (Liu et al., 2015)
and RAP (Li et al., 2016a).

All in all, this variety of curriculum learning methods and applications
showcases how curriculum learning can have a broad impact across many
areas of machine learning, and how intuitive difficulty metrics often work
well. Of course, ideally we should not rely on human intuition for defining
the curriculum, both because it may be hard to propose relevant difficulty
metrics for certain applications, and because difficulties based on human in-
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tuition may not be optimal. Thus, we next discuss approaches that attempt
to define the curriculum automatically.

3.2.3 Automated Curricula

Automated curriculum learning methods aim to learn a curriculum along
with the model parameters, which would require less human decision-
making. There have been efforts to automate both the choice of difficulty
metric and the pacing function, in a way that makes them more generally
applicable to more problem settings and data types.

In one line of work, Graves et al. (2017) introduced a non-stationary multi-
armed bandit algorithm for determining the curriculum. The algorithm is
provided with signals about the learning efficiency of the model (e.g., the
rate of increase in prediction accuracy, the rate of increase in network com-
plexity), and predicts the distribution of the data from which to sample the
next batch of training samples. This strategy was able to accelerate learning
for a language modeling problem and the bAbI dataset (Weston et al., 2016).

A common strategy for designing automated curriculum methods is us-
ing a teacher-student architecture. Such approaches formulate learning as
an interaction between a “student” model and a “teacher” model. The stu-
dent is the model whose parameters we aim to optimize, and the teacher is
an auxiliary network that assists the student network in order to improve
its learning process. In terms of our notation in Section 2.1, the teacher
is a trainable model that outputs the training data distribution P(X) for
the student model at each step during the student’s training process. For
example, Matiisen et al. (2019) proposed a teacher-student approach, in
which a teacher model gives tasks to a student model, while also learn-
ing what makes makes the student learn better. The tasks were prioritized
such that the student model would make the fastest progress (i.e., those
tasks with the steepest learning curve), while at the same time the student
revisited already learned tasks that were being forgotten (i.e. those whose
learning curve slope is negative). The framework was formulated as a par-
tially observable Markov decision process (Kaelbling et al., 1998), where the
reward is the change in a performance criterion (i.e., the improvement in
learner’s performance) from one step to the next. This method was applied
on two different kinds of applications: learning to add decimal numbers
with LSTMs (Hochreiter and Schmidhuber, 1997) and learning to navigate
in a Minecraft environment. The tasks from which the teacher had to choose
were manually defined: in the addition experiment, the tasks correspond to
the number of digits in the operands that the student needs to learn to add;
in the Minecraft experiment, the tasks are different mazes in which the
agent needs to learn to navigate. Along similar lines, Fan et al. (2018) pro-
posed a teacher-student method in which a reinforcement learning agent
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teacher decides the data, loss function, and hypothesis space to train a stu-
dent model. The teacher is updated using reward signals from the student
(e.g., the accuracy on a validation set). This strategy was shown to achieve
almost the same accuracy as a baseline without curriculum on benchmark
image datasets, using less training data and fewer training iterations. More-
over, the work of Jiang et al. (2018), which discussed earlier in the context of
noisy data, is also a teacher-student approach where the teacher provides
the sample weights for training a student model.

It is important to note that the teacher-student curriculum learning meth-
ods are closely related to “machine teaching” (Zhu, 2015; Liu et al., 2017;
Zhu et al., 2018), which also relies on the interaction between a teacher
and a student model, but goal is different. In machine teaching, the goal
is generally to select a minimal subset of training data (or other measures
of “teaching effort”) that enough to train an accurate student model fast.
In such cases, there is often a trade-off between student performance and
teaching effort. Moreover, a common assumption in machine teaching is
that the teacher already knows the optimal model parameters, and tries to
guide the student guide the student towards these by examples. However, in
curriculum learning the teacher does not know the optimal solution, and
the cost associated to using all the training data not considered. Instead, the
emphasis lies on how to schedule the training data to improve the perfor-
mance of the learner.

3.2.4 Self-Paced Learning

Self-Paced Learning (SPL) is a line of work inspired by curriculum learning,
but which challenges the idea that sample are universally “easy” or “hard”.
Instead, in SPL the difficulty of the sample depends on the model chosen
to solve this task and also, importantly, on the current knowledge of the
learner. Thus, the curriculum should not be defined a priori before starting
to train the model, but it should adapt to the current capabilities of the
model. This direction has become known as “self-paced learning” (SPL), after
the work of Kumar et al. (2010).

Since this work has been the inspiration for a long series of self-paced
learning methods, we discuss the proposed idea in more detail. To allow
the model to choose its own “pace”, Kumar et al. (2010) considered that the
difficulty of the samples at a particular step during training should be given
by the how difficult it is for the model to predict its target output correctly
at that point during training. Concretely, the difficulty of a training example
i at a particular step t during training is defined as the loss value for sample
i, using the current estimation of the function parameters θ (e.g., this could
be the mean squared error between the predicted value and the true value).
This idea is formulated using a latent variable model whose parameters are
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optimized jointly with the curriculum using the following mixed-integer
program:

(θ∗, v∗) = arg min
θ∈Rd,v∈{0,1}N

(
r(θ) +

N∑
i=1

viL(f(xi,yi; θ),yi) −
1

K

N∑
i=1

vi

)
(3.1)

where f, x,y,N and θ are defined in Section 2.1, L is a loss function, r(.) is
a regularization function, K is a weight that determines the number of sam-
ples to be considered at the current training step, and vi is a variable that
specifies whether sample i is easy enough to be included in training at step
t. The optimization problem is solved using an alternative search strategy.
In a first stage, the parameters θ are fixed and Equation 3.1 is solved for
v. The solution can be computed in closed form: vi = δ(f(xi,yi; θ) < 1

K),
where δ(.) is the indicator function. In the second stage, v is fixed and
Equation 3.1 is solved for θ. The value of K is decreased with every iter-
ation, such that when K approaches 0, all samples are included in train-
ing. In terms of our definitions from Section 2.1, Kumar et al.’s approach
to self-paced learning modifies the training data domain by altering P(X)
with every iteration of training. At every iteration, P(X) assigns probability
0 to the samples considered difficult, and distributes the probability mass
uniformly among the samples considered easy. By increasing K iteratively,
P(X) approaches a uniform distribution. The authors tested their approach
using a latent structural Support Vector Machines (SVM) model on four
types of problems (object localization, noun phrase co-reference, motif find-
ing and handwritten digit recognition), and showed improvements in the
final performance and the number of iterations it took the model to reach
that performance.

An important observation is that in self-paced learning, the notion of
sample difficulty is dynamic (i.e., it is not fixed at the beginning of training,
but it changes with time) and is in some sense independent of the problem
at hand (i.e., signals such prediction confidence or loss do not depend on
the nature of the data). However, the way in which the sample difficulties
are used is more or less predefined, and is not adjusted depending on the
progress of the learner.

Building on the work of Kumar et al. (2010), Jiang et al. (2014b) proposed
an improvement to self-paced learning based on the intuition that the cur-
riculum should not only prioritize easy samples, but it should also ensure
some amount of “diversity” in the examples presented to the learner. This
is implemented using an additional regularization term in the loss func-
tion that encourages the curriculum to select samples that belong to differ-
ent clusters. The sample clustering is done one before training, using any
clustering algorithm (in the paper, the authors use k-means and spectral
clustering). The proposed approach was evaluated on three datasets: a mul-
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timedia event detection dataset and two video action recognition datasets.
The results reported by Jiang et al. (2014b) show improvements over the
SPL approach of Kumar et al. (2010) in terms of final performance.

Moreover, Jiang et al. (2015) pointed out that both hand-crafted curricula
and SPL have their advantages and disadvantages. On one hand, a hand-
crafted curriculum (e.g. using sentence length as difficulty score) is rigid
and does not adapt to the current knowledge of the learner, but it allows
us to incorporate domain knowledge into the curriculum. On the other
hand, SPL is adaptive to the progress of the learner, but under the formu-
lations of Kumar et al. (2010) and Jiang et al. (2014b), it does not provide a
way to utilize any domain knowledge. To mitigate these issues, Jiang et al.
(2015) proposed a model that combines the benefits of the two approaches,
by modifying the objective function in Equation 3.1 to incorporate prior
knowledge. This method was tested on a matrix factorization dataset and
a multimedia event detection dataset, and showed boosts in performance
and convergence speed compared to the baseline curriculum learning and
SPL methods.

Several other approaches have been proposed, which we describe briefly.
Li et al. (2016b) aimed to overcome the sensitivity to initialization of other
SPL methods by introducing a multi-objective formulation, and using an
evolutionary algorithm to optimize the two objectives simultaneously. Zhang
et al. (2015) proposed a modification to the SPL with diversity method of
Jiang et al. (2014b) by using a norm that is easier to optimize, and applied
it to co-saliency detection. Avramova (2015) provided some interesting in-
sights into the types of samples that a model finds easy or hard as train-
ing progresses, when training a convolutional neural network using SLP
or SPL with diversity. Fan et al. (2017) pointed out a limitation of the SPL
approaches described so far. All these approaches can expressed using the
following common formulation:

(θ∗, v∗) = arg min
θ∈Rd,v∈{0,1}N

(
r(θ) +

N∑
i=1

viL(f(xi,yi; θ),yi) + g(λ, vi)

)
(3.2)

where g(λ, vi) that depends on the specific SPL method of choice, λ is a
parameter that controls the learning pace (corresponding to 1

K in Equa-
tion 3.1), and the rest of the terms have the same interpretation as in Equa-
tion 3.1. As Fan et al. (2017) pointed out, the specific form of the regularizer
g(λ, vi) needs to be specified explicitly, and choosing it manually might re-
sult in sub-optimal results. Thus, Fan et al. (2017) proposed an implicit
regularizer whose minimizer function can be derived based on convex con-
jugacy, using the dual of a robust loss function. For details, we refer the
reader to the original publication. Results on three types of problems (ma-
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trix factorization, clustering and classification) show improvements in per-
formance compared to SPL methods that use explicit regularizers.

Inspired by the SPL methods described so far, several other approaches
have been introduced that adapt these techniques to specific problem set-
tings. For example, Zhao et al. (2015) adapted the SPL method proposed
by Kumar et al. (2010) for the task of matrix factorization. This idea was in-
spired by Kumar et al. (2010), but the authors proposed a different version
of the self-paced regularizer g(.) in Equation 3.2, which allows the sam-
ple weights to take “soft” (continuous) values, as opposed to the “hard”
(binary) sample weighting used by Kumar et al. (2010).

Similarly, Xu et al. (2015) also proposed a soft SPL approach for a differ-
ent application, multi-view clustering. In this setting, each sample is repre-
sented though multiple sets of features (i.e. views), but the goal is to create
a clustering that is unique across all views. In this case, Xu et al. (2015)
assigned the notions of easy and hard not just to samples, but also to views.
Moreover, they also redefined the regularizer g(.) in Equation 3.2 to allow
for “soft” sample weights.

Along the same lines, Jiang et al. (2014a) also introduced a modification
of the SPL method of Kumar et al. (2010), adapted for multimedia retrieval.
Their approach focused on the task of reranking search results using multi-
ple data modalities. Therefore, SPL was adapted to weigh not only samples,
but also different modalities. Moreover, similar to the approaches before,
Jiang et al. (2014a) also proposed a “soft” SPL version.

Ma et al. (2017) proposed a SPL strategy for co-training. In this setting,
two classifiers are trained on different views of the same data and provide
each other labels for the unlabeled data. Similar to the SPL of Kumar et al.
(2010), the training examples are allowed in the training process based on
their current loss. Each classifier has its own binary vector indicating which
samples are easy enough to be currently considered for training (i.e., those
for which the corresponding loss value is lower than a threshold), but the
two vectors are encouraged to be similar through an additional loss term
added to the objective function.

Other more applied approaches propose more problem-specific versions
of SPL. For example Sangineto et al. (2019), Supancic and Ramanan (2013),
and Lee and Grauman (2011) defined sample difficulty measures that de-
pend on image properties relevant to the problem at hand (e.g., an image
region’s difficulty score depends on the predictions made for the regions
around it), but these methods are self-paced in the sense that the model
trained so far is used to re-estimate the sample difficulties during training.
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3.2.5 Comparison

Given the multitude of curriculum learning approaches in input space, it
would be useful to compare and understand the pros and cons of these
methods, in order to understand which one to use in different settings.
While we do not run experiments to conduct such a comparison in this
survey, we refer the reader to a couple of publications that have conducted
such analyses.

Collier and Beel (2018) provide an empirical comparison of several cur-
riculum learning schedules applied to training a LSTM (Hochreiter and
Schmidhuber, 1997) on three synthetic sequence learning tasks: (1) Copy
– the LSTM needs to memorize a sequence and retrieve it from memory;
(2) Repeat Copy – same as Copy but the sequence has to be repeated k

times, where k is specified at the end of the input; and (3) Associative
Recall – the model needs to retrieve an item, conditioned on a provided
query. The curriculum is defined as a time-varying distribution over the
training data. In other words, every phase of the curriculum changes P(X)
such that every phase only considers sequences of a specific length, which
grows with time. The tested curricula include: Naive (the model is shown
only examples from the current domain), Look Back (the model is shown
only examples from the current and past domains), Look Back and Forward
(the model is shown only examples from past, current and future domains,
with more weight in the current domain), None (no curriculum), Uniform
(sample uniformly from all domains), and Prediction Gain (as defined by
Graves et al. (2017)). For details on the problem setting and the curricula,
we refer the readers to Collier and Beel (2018). Their analysis found that
including examples from previous domains (i.e. shorter sequences) is crit-
ical in preventing catastrophic forgetting, while including examples from
future domain (i.e. longer sequences) is also helpful in increasing conver-
gence speed. Prediction Gain performed competitively to the Look Back
and Forward approach.

Moreover, Cirik et al. (2016) compare the effect of curriculum learning on
the LSTM internal representation on two sequence prediction tasks: a digit
summation task and a sentiment analysis task. In the first task, the LSTM
is presented with a sequence of digits as input, and it needs to learn to add
them and output their sum. The second is a sentiment classification task.
In all cases, the sample difficulty is defined as the length of the input sen-
tence. Three curricula are considered, corresponding to the Naive and Look
Back approaches of Collier and Beel (2018), as well as a curriculum where
each epoch visits all the examples in the order of difficulty. The results sug-
gest that curriculum learning is not always beneficial, and it seems to bring
some advantages compared an LSTM trained without curriculum only in
certain conditions: when the training data is limited, or when the model ca-



26 literature review

pacity (i.e., here the hidden size of the LSTM) is low. Out of the considered
curricula, the Look Back approach works best, whereas the Naive approach
even hurts performance for a large model and larger dataset. An interest-
ing result is shown by observing the predicted sentiment as each word of
an input sentence is presented to the model sequentially. The predictions
of the Look Back curriculum are the most consistent with what a human
would predict.

More recently, Wu et al. (2021) tried to answer the question “When do cur-
ricula work?” and conducted an extensive experimental analysis compar-
ing different forms of curriculum, anti-curriculum, and random-curriculum.
Their analysis performed on image classification datasets (e.g., CIFAR-10,
CIFAR-100 (Krizhevsky, Hinton, et al., 2009)) concluded that “curriculum,
but not anti-curriculum can indeed improve the performance either with
limited training time budget or in existence of noisy data”. Note that this
is not necessarily the case in our later experiments in Chapter 4 where we
apply curriculum learning to sequential data.

3.3 curriculum in task space

Curriculum learning in task space refers to those approaches that operate
on the learning task T = {Y,P(Y|X)}. In this section, we consider only meth-
ods targeted at learning a single task by modifying T. We also discuss the
multitask learning case in Chapter 5, where the goal is to train a system to
perform well on multiple such T1, T2, etc.

Perhaps surprisingly, this category contains only a handful of methods.
Saxena et al. (2019) proposed an approach targeted at classification prob-
lems, in which they introduce a class-specific parameter for each class in
the dataset. The class parameters are learned together with the model pa-
rameters. When making predictions on a particular sample during training,
the predicted logits are scaled by the corresponding class parameter. This
has the effect of decaying the gradient with respect to the misclassified
classed, thereby accelerating learning. They applied their method to image
classification and object detection, reporting improvements in accuracy es-
pecially when the labels are noisy.

Moreover, Dogan et al. (2020) also proposed an approach targeted at clas-
sification problems, which is based on the label similarity. During training,
the class labels that the model is supervised with are modified: instead of
using a 1-hot vector for the true class, they use a probability distribution
over classes, assigning a non-zero probability weight to classes that are sim-
ilar to the true class. The label similarities come from prior knowledge (e.g.,
when the labels are word, they use the distance in word embeddings as sim-
ilarity). As training progresses, the target distribution is shifted towards the
1-hot encoding of the correct label. This method is also evaluated on image
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classification tasks and reports accuracy improvements, especially in the
low data regime.

Along similar lines, Ganesh and Corso (2020) propose another curricu-
lum approach in the label space of a classification method. This method in-
crementally increases the number labels considered by the classifier, while
always using the entire dataset during training. This is achieved by replac-
ing the original correct label with a pseudo-label that is shared by multiple
classes. As the model is being trained, the correct labels are incrementally
revealed, finally converging to the original label distribution. The approach
is also evaluated on image classification datasets.

Aside from these approaches, we also propose other curriculum learning
methods in task space in Chapter 5.

3.4 curriculum in model space

This type of curriculum is different than the approaches described earlier,
since the inputs and targets of the model stay fixed throughout learning.
The change brought about by the curriculum takes place in model space,
meaning that the auxiliary functions f1, f2, ..., fK defined in Section 2.1 mod-
ify the architecture of the model, while, in this case, the tasks T1 = T2 =

... = TK and the input domains D1 = D2 = ... = DK are left unchanged
(unless we combine it with other forms of curriculum learning). Curric-
ula in model space are perhaps the sparsest category of curriculum learn-
ing methods, with only a handful of publications. However, other learning
strategies, that were not originally intended as curriculum learning, in fact
train a model in order of difficulty, and thus can also be seen as forms of
curriculum learning in model space. We review these methods next.

In the same seminal work of Elman (1993) discussed in Section 3.2, the
author proposes another approach of aligning learning in humans with
learning in machines. It is well known in neuroscience that in the early
stages of development, children have limited memory and attention span,
which then grow with time as the brain develops (Kail, 1990). Elman tried
to replicate this process with recurrent neural networks (RNN) by limiting
the amount of memory the network has in the early stages of training, and
allowing it to become larger and larger with every training phase. This was
done by limiting the RNN to propagate information only from the previous
3-4 words initially, then 4-5 words, and so on. The results showed that
the network trained in this manner performed better than the one trained
without a curriculum, and on par with the input space strategy described
in Section 3.2.

More recently, Sinha et al. (2020) proposed a curriculum learning method
in model space targeted at convolutional neural networks (CNNs). Their
work is motivated by the observation that CNNs are biased towards ex-
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tracting high-frequency (texture) information, and often fail to take advan-
tage of the low-frequency (shape) information (Geirhos et al., 2019). Thus,
Sinha et al. (2020) propose a curriculum learning approach that controls the
amount of texture information that the model is allowed to represent dur-
ing training, by convolving the output of each CNN layer with a Gaussian
kernel, which acts like a low-pass filter. The standard deviation of the Gaus-
sian kernel is reduced as training progresses, thus allowing more and more
texture information to pass through. Their results show improvements in
accuracy on several image datasets and several CNN architectures.

Moreover, Morerio et al. (2017) propose a different take on curriculum
learning in model space: they modify the amount of dropout applied to the
model during training according to a curriculum, increasing the amount
of neurons that are dropped out layer-wise. This method is shown to im-
prove performance on standard image classification datasets. This strategy
can also been interpreted as a curriculum in model space, since dropout
essentially changes the function fθ being learned.

There are also other areas in machine learning which can be seen as ver-
sions of curriculum learning in model space. For example, continuation
methods, also known as graduated optimization (Hazan et al., 2016), in-
crementally change the loss function during training, in a smooth-to-sharp
manner. Smoothing the loss landscape early on during training aims to
facilitate the learning of highly non-convex loss functions. Another type
of category of methods related to curricula in model space are the layer-
wise pretraining strategies in deep learning (Bengio et al., 2007). Neural
networks that are very deep often benefit from training layer-by-layer, by
starting with a small number of hidden layers and successively adding a
new layers and refitting the model. This can be seen as a curriculum in
model space, because the learning function fθ is progressively changed
during training.



4
C U R R I C U L U M I N I N P U T S PA C E

As discussed in Section 2.2, one of the main categories of curriculum learn-
ing approaches consists of methods that modify the domain of the inputs
presented to the model during training. This is most commonly done by
changing the distribution of the training data, such that examples that are
considered easier have higher probability of being sampled in the begin-
ning of training. Most existing CL methods for supervised learning lie in
this category, and some representative examples include the work of Ben-
gio et al. (2009), Kumar et al. (2010), Spitkovsky et al. (2010), Jiang et al.
(2015), Graves et al. (2017), Jiang et al. (2018), Zhou and Bilmes (2018), and
Platanios et al. (2019).

In order to prioritize the samples by difficulty as training progresses,
these approaches typically consist of two main components:

– Difficulty Function: each method needs to provide a means of assign-
ing difficulty scores to each training sample. This can be hand-crafted
or computed automatically. Hand-crafted difficulty functions are de-
signed by humans based on some properties of the data (e.g., shorter
sentences are considered easier than long sentences), while automat-
ically computed difficulties could be based on model performance
metrics (e.g., loss function value for that sample).

– Pacing Function (i.e., Schedule): the sample difficulties are used to
define a schedule which decides when each sample is presented to
the learner. Typically, the samples are scheduled from easy to diffi-
cult, but the pacing function needs to specify at which training step
and for how long the model can train on a sample. In other words,
the pacing function specifies the domain D from which batches of
examples are sampled at each training iteration. The schedule can be
predefined before training, or it can be computed on the fly and adjusted
according to the progress of the learner.

Existing approaches cover multiple ways of defining the sample difficulties
and pacing function.s However, despite the progress made in the literature
in the last few years, defining good difficulty measures that work across dif-
ferent data domains is still an open question. We covered some of the most
popular approaches in Section 3.2. However, for the applications included
in this chapter, we found that intuitive hand-crafted difficulty measures in
fact work very well. For example, sequence length worked well across all ap-
plications where the inputs are sequences (e.g., natural language sentences,
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sequences of digits for learning arithmetic, etc.). In Chapter 6 we provide
an explanation for why this is the case. On the other hand, what had a big
impact on our results was the way we processed the difficulties (from the
original values which may be discrete and not evenly spaced), as well as
the pacing function that decides when to show samples of a particular diffi-
culty to the model. In the next section we propose a new generic curriculum
learning framework, that can take any measures of sample difficulty (e.g.,
sentence length, number of objects in image, etc.) and provide a schedule
for the model trainer.

We successfully applied the proposed framework to multiple applica-
tions, on various types of data. In Sections 4.2, 4.3, 4.4, and 4.5 we discuss
these applications, along with their corresponding sample difficulties. We
consider incrementally more difficult problems, starting with a few simple
synthetic problems, such as learning to add two numbers using a recurrent
neural network, and leading to some real-world applications such as neu-
ral machine translation using Transformers (Vaswani et al., 2017). Table 4.1
provides a summary of our applications and their corresponding curricula.

Application Models Difficulty Function Pacing Function
Addition digit-by-digit RNNs Number of digits Square Root
Learning arithmetic with
seq2seq models seq2seq LSTMs,

Transformer
Sequence Length Square Root

Neural Machine Translation seq2seq LSTM,
Transformer

Sentence Rarity,
Sentence Length

Linear,
Square Root

Multimodal Language
Understanding CNN-LSTM Number of Ob-

jects in Image
Square Root

Table 4.1: Overview of our applications using input-space curricula, and their cor-
responding difficulty and pacing functions.

Note that some of these applications will be recurring in this thesis. We
also use them when discussing curricula in task space in Chapter 5, and in
our analysis of curriculum learning in Chapter 6.
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4.1 a generic curriculum learning framework

We propose competence-based curriculum learning, a training framework based
on the idea that training algorithms can perform better if training data is
presented in a way that picks examples appropriate for the model’s current
competence. This algorithm was first introduced in our NAACL paper (Pla-
tanios et al., 2018), which was tackling the topic of machine translation, but
the framework itself is generic, meaning that it can be applied to any kind of
data, as long as we can define a difficulty measure for each training sample.
For ease of discussion, when introducing our framework, we use sequence
length as difficulty metric, but the method does not depend on it.

Our approach is based on two key concepts:

– Difficulty: A value that represents the difficulty of a training sam-
ple. For example, sentence length is an intuitive difficulty metric for
natural language processing tasks. However, the difficulty scores can
take any values; the only constraint is that they are comparable across
different training samples (i.e., the training samples can be ranked ac-
cording to their difficulty).

– Competence: A value between 0 and 1 that represents the progress of
a learner during its training. It is defined as a function of the learner’s
state. More specifically, we define the competence c(t) of a learner
at training step t as the proportion of training data it is allowed to
use at that time. The training examples are ranked according to their
difficulty and the learner is only allowed to use the top c(t) ratio of
them at step t.

They key idea of our approach is based on the balance between the diffi-
culty and competence: at every step during training, an example from the
dataset can be shown to the model only if the difficulty of the sample is less
than the competence of the model. More precisely, we propose the following al-
gorithm, which we refer to as competence-based curriculum learning. At each
training step:

(i) the current competence of the model is computed,

(ii) a batch of training examples is sampled uniformly from all training
examples whose difficulty is lower than that competence.

Note that, at each training step, we are not changing the relative proba-
bility of each training sample under the input data distribution, but we are
rather constraining the domain of that distribution, based on the current
competence of the learner. Eventually, once the competence becomes 1, the
training process becomes equivalent to that without using a curriculum,
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Figure 4.1: Overview of the proposed curriculum learning framework. During
training, the difficulty of each training sample is estimated, and a decision whether
to use it is made based on the current competence of the model.

with the main difference being that the learner should now be more capa-
ble to learn from the more difficult examples. A high-level overview of this
algorithm is illustrated in Figure 4.1, an example visualization of the first
two steps is shown in Figure 4.3, and an example of the interaction between
difficulty and competence is shown in Figure 4.2.

There are two decisions that still need to be made:

1. If the difficulty is a hand-crafted metric, how do we make sure the
difficulty and competence are comparable?

2. How do we set the competence per training step?

We address the first question by converting the sample difficulties to
the [0, 1] spectrum, in a way that is compatible with the competence. We
describe how we can convert an arbitrary difficulty measure in Section 4.1.1.
As we mentioned earlier, the competence is already defined between [0, 1],
but we still need to define how the competence changes with time during
training. We propose several pacing functions in Section 4.1.2. Finally, we
put all the pieces together and present our full algorithm in Section 4.1.3.

4.1.1 How can we make sample difficulties comparable to model competence?

As described earlier, the competence refers to the ratio of the training data
that the learner is allowed to use at a particular training step. Of course,
from a curriculum learning perspective, a percentage of x% of data will
refer to the easiest x% of the training set. As such, we convert the sample
difficulties from arbitrary values (e.g., sentence lengths, number of objects
in image) to their corresponding percentiles—numbers between 0 and 1

which represent the relative difficulty of that sample compared to all other
samples in the dataset.
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Difficulty
Step 1000

Competence

Competence at current stepSample uniformly from
blue region

Step 10000

Figure 4.2: Illustration of the training data “filtering” performed by our algorithm.
To showcase this idea, here we used the preprocessed data from our machine trans-
lation experiments in Section 4.4, with sentence length as measure of difficulty.

We do this using using the strategy displayed in Figure 4.3, where we
first calculate the histogram for all difficulty values. Then, we convert the
histogram into a cumulative distribution function (CDF), and replace each
difficulty with its corresponding position in the CDF.

4.1.2 How do we define the model competence?

A competence function dictates how the competence of the model, c(t),
changes with time, which reflects how fast we introduce more and more
difficult examples to the learner. In this work, we propose two simple func-
tional forms for c(t) and justify them with some intuition. More sophisti-
cated strategies that depend on the loss function, the gradient, or on the
learner’s performance on held-out data, are possible, but we do not con-
sider them in this line of work.

linear : This is a simple way to define c(t). Given an initial value c0 ,
c(0) > 0 and a slope parameter r, we define:

c(t) , min (1, tr+ c0) (4.1)
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Figure 4.3: Visualization of the difficulty preprocessing strategy of our algorithm.
Here we use an as example sentence length as the difficulty function. “CDF” stands
for the empirical “cumulative density function” obtained from the histogram on
the top.

In this case, new training examples are constantly being introduced dur-
ing the training process, with a constant rate r (as a proportion of the to-
tal number of available training examples). Note that we can also define
r = (1− c0)/T , where T denotes the time after which the learner is fully
competent, which results in:

clinear(t) , min
(
1, t
1− c0
T

+ c0

)
. (4.2)

root : In the case of the linear form, the same number of new and more
difficult, examples are added to the training set, at all times t. However, as
the training data grows in size, it gets less likely that any single data exam-
ple will be sampled in a training batch. Thus, given that the newly added
examples are less likely to be sampled, we propose to reduce the number
of new training examples per unit time as training progresses to give the
learner sufficient time to assimilate their information content. More specif-
ically, we define the rate in which new examples are added as inversely
proportional to the current training data size:

dc(t)

dt
=

P

c(t)
, (4.3)



4.1 a generic curriculum learning framework 35

0 200 400 600 800 1000

0.2

0.0

0.4

0.6

0.8

1.0

clinear
csqrt
croot-3
croot-5
croot-10

co
m

pe
te

nc
e

training step

Figure 4.4: Examples of various competence functions with initial competence
value c0 = 0.01 and total curriculum duration T = 1, 000.

for some constant P > 0. Solving this differential equation, we obtain:∫
c(t)dc(t) =

∫
Pdt⇒ c(t) =

√
2Pt+D, (4.4)

for some constants P and D. Then, we consider the following constraint:
c0 , c(0) =

√
D ⇒ D = c20. Finally, we also have that c(T) = 1 ⇒ P =

(1− c20)/2T , where T denotes the time after which the learner is fully com-
petent. This, along with the constraint that c(t) ∈ [0, 1] for all t > 0, results
in the following definition:

csqrt(t) , min

1,
√
t
1− c20
T

+ c20

 . (4.5)

In our experiments, we refer to this specific formulation as the “square
root” competence model. If we want to make the curve sharper, meaning
that even more time is spent per sample added later on in training, then we
can consider the following more general form, for p > 1:

croot-p(t) , min

1, p

√
t
1− cp0
T

+ cp0

 . (4.6)

We observed that best performance is obtained when p = 2 and then, as we
increase the value of p, the performance converges to that obtained when
training without a curriculum. Plots of the presented competence functions
are shown in Figure 4.4.
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4.1.3 Algorithm

Putting the pieces together, Algorithm 4.1 presents our entire method, end-
to-end. In the next sections we show applications of this algorithms to vari-
ous machine learning problems, and using different data modalities.

Algorithm 4.1: Competence-based Curriculum Learning

Inputs : Dataset, D = {si}
N
i=1, consisting of N examples.

Model trainer, that uses batches of training data for each
update.

Difficulty scoring function, d.
Competence function, c.

1 Compute the difficulty, d(si), for each si ∈ D.
2 Compute the cumulative density function of the difficulty scores.

This results in a relative difficulty score per example, d(si) ∈ [0, 1].
Illustrated in Figure 4.3.

3 for training step t = 1, . . . do
4 Compute the model competence, c(t).
5 Sample a data batch Bt uniformly from all si ∈ D, such that

d(si) 6 c(t). Illustrated in Figure 4.2.
6 Invoke the trainer using Bt as input.

Output: Trained model.
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4.2 addition digit-by-digit with recurrent neural networks

For our first application, we attempt a simple synthetic experiment: we
teach a neural network how to add two numbers, digit by digit. While this
problem in itself is not of practical interest, it provides an excellent setting
for studying curriculum learning, for multiple reasons:

• We can generate arbitrarily large datasets, since the domain of the
inputs is infinite, and we know how to compute the target answer
for any pair of inputs. This gives us the opportunity to see how the
benefits of curriculum learning vary with the amount of training data.

• Due to the sequential nature of the data, we can test the model’s abil-
ity to extrapolate beyond the training distribution (with and without
curriculum learning), on sequences that are longer than what it has
been trained on. This can provide us with insights that are beneficial
to a wide range of application areas, from language, signal processing,
finance data, or any kind of sequential data.

• We know how humans are taught to do it, which gives us an intuitive
difficulty metric. Children are taught to add two numbers starting
with numbers with 1 digit, then 2, then 3, and so on. While humans
and machine learning models may find different types of examples
difficult, trying a length-based curriculum for this setting seems like
a reasonable approach to attempt (more on this in Chapter 6).

To allow for numbers of arbitrary length, we use a recurrent neural net-
work architecture, that takes as input at every time step a pair of digits from
the two operands—starting with the least significant digits—and outputs
the corresponding digit of their sum. The final result consists of concatenat-
ing the output of the network at all time points, in reverse. This process is
illustrated in Figure 4.5.

4.2.1 Data

We generate training samples, each example consisting of two input operands
(i.e. the two numbers we want to add), and their sum will constitute the tar-
get output. All operands have between 1 − 5 digits, and thus their sums
have 1 − 6 digits, accounting for a possible carry at the most significant
digit position. The data we is sampled as follows: (i) First we sample the
number of digits for each operand, uniformly from {1, 2, 3, 4, 5}. (ii) For each
operand, given a number of digits k, we sample uniformly k digits. This
sampling strategy is aimed to help the baseline model trained without cur-
riculum, by making sure that all number lengths are equally represented in
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Figure 4.5: A recurrent neural network (RNN) performing addition digit by digit.
We align the digits of the two operands, and we present the network pairs of digits
step-by-step, starting with the least significant digits. For every pair of input digits,
the network outputs the corresponding digit of the result. The carry needs to be
expressed through the hidden state of the network.

the data. Using this sampling process, we generate 3 training datasets of dif-
ferent sizes, containing N ∈ {500, 1000, 5000} instances, in order to compare
how curricula perform with different amounts of data.

We also generate two test datasets of 1000 samples each, sampled from
two different data distributions:

• an interpolation dataset, which contains 1000 examples sampled from
a distribution similar to the training distribution, containing operands
with 1-5 digits, and which have been held out from training.

• an extrapolation dataset, which contains 1000 examples sampled from
a distribution that is different from the training distribution, and
which contains operands with 6-10 digits.

4.2.2 Models and Training

We use a Long Short-Term Memory (LSTM) network (Hochreiter and Schmid-
huber, 1997) which takes as input at every time step a pair of digits repre-
sented as floating point numbers (0.0, 1.0, ..., 9.0). Since the two operands
can have different number of digits, we pad the shorted numbers with 0.0 in
the most significant digits positions. In our experiments, we set the LSTM
hidden size to 16.

We formulate the prediction problem as a classification problem, where
for every time step, we predict a probability distribution over the 10 possi-
ble digits of the sum at that position. Therefore, at every time step, we pass
the output of the LSTM through a hidden dense layer that projects it to a
tensor of size 10 (i.e., one output for each possible digit).
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For the curriculum we use the square root competence function intro-
duced in Equation 4.5, with initial competence c0 = 0.2, and we experiment
with various curriculum lengths T as shown in the next section.

We train the model for 50000 epochs, using the Adam optimizer (Kingma
and Ba, 2015) with batch size 128, learning rate 0.001 and momentum 0.9.
We use the cross entropy loss function, averaged over the time dimension.
Our code is implemented using the TensorFlow framework (Abadi et al.,
2016), and we conduct all our experiments on a single Nvidia TitanX GPU.

4.2.3 Results

The results are presented in Figure 4.6. On each row of the figure, we dis-
play the accuracy per training step (where each training step corresponds
to one batch update) for models trained using each of the three training
datasets of increasing size. We evaluate the model performance on the two
test settings described earlier, interpolation (first column) and extrapolation
(second column). For each train-test setting, we display the performance of
a model trained without a curriculum ("Baseline"), as well as of models
trained with curricula of different lengths. Note that for all training set-
tings, we trained the models for the same number of epochs (where an
epoch is a complete pass over the entire training set), but because some
datasets are larger, each epoch requires more training iterations (hence the
different number of training steps on the x-axis in Figure 4.6).

As expected, models trained on larger training sets perform better both
in the interpolation and extrapolation setting. In fact, for this simple prob-
lem setting, when the dataset is large enough all models are able to predict
the test data perfectly (100% accuracy), in both interpolation and extrapo-
lation. However, as we reduce the amount of training data, we start seeing
a wider and wider gap between the performance of the model in interpo-
lation versus extrapolation, and we also start observing increasing benefits
from using curriculum learning. For both N = 500 and N = 1, 000 training
samples, curricula improve the final accuracy for both interpolation and ex-
trapolation, with larger benefits on the extrapolation distribution, of up to
18% difference in accuracy.

Comparing different curriculum lengths, we notice an interesting trend.
As we increase the curriculum length C, the performance gain initially in-
creases, and then starts to decrease. This suggests that longer curricula are
not necessarily better. We should then use a validation dataset to chose
hyperparameter C, as we typically do with other model parameters.

In terms of the benefits gained from using curriculum learning, here we
see two types of benefits:

(i) better accuracy at the end of training, for certain curriculum lengths.
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Figure 4.6: Test accuracy for an LSTM with hidden size 16, trained to add two
numbers digit-by-digit. Each curve represents the accuracy mean and standard er-
ror (over 4 runs started at different random parameter initializations) per training
step, under different training testing settings. Each row corresponds to a different
training dataset, with 500, 1000 and 5000 samples, respectively. For each training
setting, we compute the test accuracy on the interpolation (first column) and ex-
trapolation (second column) datasets. For each train-test setting, we display the
performance of a model trained without a curriculum ("Baseline"), as well as of
models trained with curricula of increasing lengths.



4.2 addition digit-by-digit with recurrent neural networks 41

(ii) faster training. Except for the largest dataset, the curricula on the
small and medium-sized dataset train faster. We measure this in the
following way. We select a point on the accuracy curve of the base-
line model, and we check at which training step a certain curriculum
approach achieved the same accuracy. It is easy to see that this point
is much earlier for the best curricula, since the curriculum accuracy
curve is always "above" that of the baseline. Thus, if we have a limited
training time budget, a model trained with curriculum learning can
achieve a better performance in the allotted time. Alternatively, if we
want to train the model up to a minimum accuracy of a%, a model
trained with a curriculum can achieve this faster.

4.2.4 Discussion

In this case study, we applied curriculum learning to a simple synthetic
problem: learning to add two numbers using an LSTM. We used a curricu-
lum based on the number of digits of the two operands, and evaluated it on
training datasets of increasing size. Our results indicated that the curricu-
lum strategy was particularly beneficial in middle and low-data regimes.
Curricula with an appropriate length helped the model train faster and
achieve better accuracy at the end of training, with larger gains when tested
out of distribution. However, curricula that are too long provided marginal
or no benefits. Moreover, for this simple problem, with enough training
data, the baseline model was able to solve the problem without any bene-
fits from using a curriculum. These results suggest that curriculum learning
can be very useful, but only for certain data regimes, and when the length
of the curriculum is chosen carefully.
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4.3 learning arithmetic with sequence-to-sequence models

For our second case study, we take the problem setting in the previous
section, and we make it more challenging:

1. The inputs are no longer provided one digit at a time, with the two
operators aligned digit-by-digit. Instead, the input is provided as a
string (e.g., “963 + 59”), and thus the model also needs to learn to
interpret the requested computation.

2. The inputs may contain more than two operands (e.g., “963 + 59 + 123

+ 2”).

3. The inputs are provided character by character as symbols from a
vocabulary. Thus the model also needs to learn a meaningful repre-
sentation (embedding) for each digit.

4. The target outputs are also sequences of digits (e.g., “1022”), and we
no longer have one output for every pair of inputs as in Section 4.2.
Thus, the model also needs to infer the appropriate output length.

To support the new data format, we take inspiration from the sequence-
to-sequence (seq2seq) models typically used in machine translation (e.g.,
Sutskever et al., 2014). The model consists of an encoder, that processes the
entire input sentence and converts it into a hidden representation, and a de-
coder, that predicts the answer character by character. We depict this setting
in Figure 4.7.

This setting gives us the opportunity to test a some additional properties
of curriculum learning:

• We test if curriculum learning is also beneficial for seq2seq models,
which are very common in practice (e.g., in machine translation, se-
mantic parsing, syntactic parsing, time series).

• We can test the model ability to generalize to adding more terms than
it has been trained on. Unlike our previous setup from Section 4.2,
now the model does not have any support from the model architec-
ture to know how to align the digits of the operands.

• We can test the model ability to generalize to adding numbers with
more digits than it has trained on. Unlike our previous setup from
Section 4.2, now the model does not have any support from the model
architecture to know how many digits to predict for the output.

• We experiment not only with recurrent networks, but also with Trans-
formers (Vaswani et al., 2017), which have become the go-to models
for many NLP areas.



4.3 learning arithmetic with sequence-to-sequence models 43

9

ENCODER

6 5 93 +

1

DECODER

0 2 2

963 + 59 = 1022

encoded
sequence

Figure 4.7: Illustrating of a sequence-to-sequence model trained to predict the sum
of an arbitrary number of terms.

4.3.1 Data

training data . We generate training samples, each representing a sum-
mation of 2-4 terms, each being an integer with 1-5 digits. We generate
10, 000 samples for each number of terms (i.e., 3 × 10, 000 samples in to-
tal). Each input is represented as a string sentence (e.g., “12+ 3456”) that
is passed to the model character by character. The target output is also a
string, representing the answer (e.g., “3468”).

test data . We generate multiple test datasets:

• Interpolation: we generate data from the same distribution as training,
and test the model’s ability to add 2, 3 and 4 terms, using 10, 000
samples for each case.

• Extrapolation in the number of terms: we generate 10, 000 samples
containing 5− 7 terms to add, each term consisting of 1− 5 digits.

• Extrapolation in the number of digits: we generate 10, 000 samples
representing the addition of 2 terms, each term consisting of 6 or 7

digits.

4.3.2 Models and Training

model . The model consists of an encoder-decoder architecture, as illus-
trated in Figure 4.7. We experiment with two types of architectures:

• LSTM: The encoder is a Long Short Term Memory (LSTM) network
(Hochreiter and Schmidhuber, 1997) with a single layer of hidden size
512 units. Similarly, the decoder is also a single layer LSTM with 2048
hidden units.

• Transformer: The encoder-decoder architecture is a Transformer (Vaswani
et al., 2017), which has become ubiquitous in deep learning, and
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which uses a special type of attention mechanism known as self-attention.
We chose the number of layers and units to match the architecture
used in Saxton et al. (2019), where a Transformer was also used
for solving multiple mathematical problems. Concretely, both the en-
coder and the decoder consist of 6 self-attention layers with 512 units,
8 attention heads, and a feed-forward layer with 2048 units. The model
is regularized using dropout on the outputs of each layer, with drop
probability 0.1.

The inputs are parsed into individual characters and embedded into a
256-dimensional space for the LSTM model, and 512-dimensional space for
the Transformer. The character embeddings are learned from scratch to-
gether with the model parameters.

implementation details . We implemented our model using OpenNMT-
tf 1, the TensorFlow (Abadi et al., 2016) version of the OpenNMT framework
(Klein et al., 2017), which provides support for training seq2seq models.

training . We trained the model using as loss function the average cross-
entropy between the predicted sequences and the targets. We used a batch
size of 1024 samples and trained for 200, 000 iterations. We updated the
model parameters using the Adam optimizer (Kingma and Ba, 2015) with
learning rate 0.0006 and momentum 0.9. For the Transformer we also apply
learning rate decay, with an exponential decay which multiplies the learn-
ing rate every 10 steps by a factor of 0.999, similar to Saxton et al. (2019). To
guard against exploding gradients, we used gradient clipping with a global
norm threshold of 10.

curriculum . We apply our curriculum framework from Section 4.1, us-
ing the length of the input sequence as difficulty metric and the Square Root
competence function with initial value c0 = 0.1. The length of the input
sequence is an intuitive difficulty score in this case, since longer sequences
can mean that there are more terms to add or that the numbers that we
are adding are larger. We vary the curriculum length, and report results for
multiple lengths.

4.3.3 Results

We evaluated the model under multiple training regimes (baseline without
curriculum, and multiple curriculum lengths). We plot the test accuracy per
training step for both interpolation and extrapolation in Figure 4.8 for the
LSTM architecture, and in Figure 4.9 for the Transformer.

1https://github.com/OpenNMT/OpenNMT-tf

https://github.com/OpenNMT/OpenNMT-tf
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Figure 4.8: Results for the LSTM-based sequence-to-sequence model trained to add
multiple integers. We show the results for a baseline model trained without cur-
riculum, and multiple models trained with curricula of different lengths. We report
the accuracy mean and standard error (over 4 runs with different random initial-
izations) per training step.

As expected, adding more and more terms is more difficult for both
model architectures for all training regimes. However, the models trained
with curricula seem to perform better regardless of the number of terms we
add, obtaining boosts in accuracy between up to a difference of 30% for the
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Figure 4.9: Results for the Transformer-based sequence-to-sequence model
trained to add multiple integers. We show the results for a baseline model
trained without curriculum, and multiple models trained with curricula of dif-
ferent lengths. We report the accuracy mean and standard error (over 4 runs with
different random initializations) per training step.

interpolation case (adding 2− 4 terms), up to 6% for extrapolation (adding
5− 7 terms).

An interesting failure mode is extrapolation in the number of digits of
the operands, where both the baseline and the curricula fail to make cor-
rect predictions, both settings obtaining ∼ 0% accuracy, for both LSTMs and
Transformers. This is because the sequence-to-sequence model is always
supervised to predict the end-of-sequence token after reaching the maxi-
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mum sequence length seen in training, and thus it wrongly predicts the
end-of-sequence token earlier than it should on the extrapolation setting.

Comparing curricula of different lengths, the results show that curricula
that are too short perform closer to the baseline model. As we increase the
curriculum length, the performance improves, but only up to a point, after
which the performance gains start decreasing. This is especially prevalent
on the extrapolation dataset, where the longest curriculum in fact harms
performance. This suggests that there is an optimal curriculum length, and
it would be beneficial to use a validation dataset to choose the best hyper-
parameter C. However, at least for this problem, the range of curriculum
lengths C for which the curriculum performs better than the baseline is
quite permissive, which makes it easy to improve the baseline performance
without significant parameter tuning efforts.

In terms of the types of benefits provided by curriculum learning, in this
case the benefits are two-fold. In the plots in both Figure 4.8 and Figure 4.9,
the curriculum curve is always above that of the baseline. This means that
for every accuracy achieved by the baseline at a training step t, the cur-
riculum has achieved that accuracy earlier. We can therefore say that the
curriculum trains the model faster. The gains in training speed are partic-
ularly prevalent for the Transformer. Moreover, at the end of training, the
models trained with curriculum learning (at least up to some length C)
achieve better performance on all datasets. For the LSTM it is questionable
whether the baseline would have achieved the same performance if given a
larger budget of training iterations, since the accuracy curves still have not
yet converged despite the generous iteration budget (we discuss more on
this in Chapter 6). However, for the Transformer the curves have flattened,
and we can see a clear difference in final accuracy. Nevertheless, in practical
settings we cannot allow the model to train indefinitely, and thus a method
that achieves better performance after a reasonable amount of training time
would be preferable.

4.3.4 Discussion

In this case study we considered a type of neural network architecture that
if very common in modern deep learning, especially in natural language
processing: sequence-to-sequence models. We experimented with two of the
most common types of encoder-decoder architectures, consisting of LSTM

and Transformer layers. Our results showed that both types of architec-
tures can have significant benefits from curriculum learning, both in terms
of final performance and training speed. This is particularly impressive for
Transformers, which are notoriously hard to train and typically require spe-
cialized learning rate schedules (Vaswani et al., 2017). In our case, without
modifying a learning rate schedule that had been tuned for the baseline, we
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were able to observe performance improvements with curriculum learning.
This can have important consequences for several application areas where
Transformers have become the de facto standard, such as machine transla-
tion (Vaswani et al., 2017), document summarization (e.g., Egonmwan and
Chali, 2019; Pilault et al., 2020) and many other areas in natural language
processing or signal processing. In the next case study, we consider one
such application.
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4.4 neural machine translation

In this section, we apply our curriculum learning framework to the task of
Neural Machine Translation (NMT). The work presented in this section is
also included in our publication (Platanios et al., 2019).

Neural Machine Translation (Kalchbrenner and Blunsom, 2013; Bahdanau
et al., 2015) now represents the state-of-the-art adapted in most machine
translation systems (Crego et al., 2016; Wu et al., 2016; Bojar et al., 2017a),
largely due to its ability to benefit from end-to-end training on massive
amounts of data. In particular, the recently-introduced self-attentional Trans-
former architectures (Vaswani et al., 2017) are rapidly becoming the de-facto
standard in NMT, having demonstrated both superior performance and
training speed compared to previous architectures using recurrent neural
networks (RNNs; Kalchbrenner and Blunsom, 2013; Sutskever et al., 2014).
However, large scale NMT systems are often hard to train, requiring compli-
cated heuristics which can be both time-consuming and expensive to tune.
This is especially true for Transformers which, when carefully tuned, have
been shown to consistently outperform RNNs (Popel and Bojar, 2018), but
on the other hand, also rely on a number of heuristics such as specialized
learning rates and large-batch training.

In this line of work, we attempt to tackle this problem by using our
generic curriculum learning framework introduced in Section 4.1 for train-
ing NMT systems, which reduces training time, reduces the need for spe-
cialized heuristics or large batch sizes, and results in overall better perfor-
mance. It allows us to train both RNNs and, perhaps more importantly,
Transformers, with relative ease. In this case, it can also be thought of as a
means to avoid getting stuck in bad local optima early on in training.

Notably, we are not the first to examine curriculum learning for NMT,
although other related approaches have met with mixed success. Kocmi
and Bojar (2017) explored the impact of several curriculum heuristics on
training a translation system for a single epoch, presenting the training ex-
amples in an easy-to-hard order based on sentence length and vocabulary
frequency. However, their strategy introduced all training samples during
the first epoch, and it is not clear how this affected learning in the subse-
quent epochs, with official evaluation results (Bojar et al., 2017b) indicating
that final performance may indeed be hurt with this strategy. Contempo-
raneously to our work, Zhang et al. (2018) further proposed splitting the
training samples into a predefined number of bins (5, in their case), based
on various difficulty metrics. A manually designed curriculum schedule
then specified the bins from which the model sampled training examples.
Experiments demonstrated that the benefits of curriculum learning were
highly sensitive to several hyperparameters (e.g., learning rate, number of
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iterations spent in each phase, etc.), and largely provided benefits in con-
vergence speed as opposed to final model accuracy.

In contrast to these previous approaches, we define a continuous curricu-
lum learning method (instead of a discretized regime) with only one tun-
able hyperparameter (the duration of curriculum learning). Furthermore,
as opposed to previous work which only focuses on RNNs, we also exper-
iment with Transformers, which are notoriously hard to train (Popel and
Bojar, 2018). Finally, unlike any of the work described above, we show that
our curriculum approach helps not only in terms of convergence speed, but
also in terms of the learned model performance. In summary, our method
has the following desirable features:
1. Abstract: It is a novel, generic, and extensible formulation of curriculum

learning. A number of previous heuristic-based approaches, such as that
of Kocmi and Bojar (2017), can be formulated as special cases of our
framework.

2. Simple: It can be applied to existing NMT systems with only a small
modification to their training data pipelines.

3. Automatic: It does not require any tuning other than picking the value
of a single parameter, which is the length of the curriculum (i.e., for
how many steps to use curriculum learning, before easing into normal
training).

4. Efficient: It reduces training time by up to 70%, whereas contemporane-
ous work of Zhang et al. (2018) reports reductions of up to 46%.

5. Improved Performance: It improves the performance of the learned mod-
els by up to 2.2 BLEU points, where the best setting reported by Zhang
et al. (2018) achieves gains of up 1.55 BLEU after careful tuning.
The proposed method uses the curriculum learning framework that we

introduced in Section 4.1, and in the next section, we discuss the difficulty
metrics used in conjunction with our framework.

4.4.1 Difficulty Metrics

There are many possible ways of defining the difficulty of translating a
sentence. We consider two heuristics inspired by what we, as humans, may
consider difficult when translating, and by factors which can negatively
impact the optimization algorithms used when training NMT models. In
the rest of this section we denote our training corpus as a collection of
M sentences, {si}Mi=1, where each sentence is a sequence of words, si =

{wi0, . . . ,wiNi}.

sentence length : We argue that it is harder to translate longer sen-
tences, as longer sentences require being able to translate their component
parts, which often consist of short sentences. Furthermore, longer sentences
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are intuitively harder to translate due to the propagation of errors made
early on when generating the target language sentence. Therefore, a simple
way to define the difficulty of a sentence si = {wi0, . . . ,wiNi} is as follows:

dlength(si) , Ni. (4.7)

Note that we can compute this difficulty metric on either the source lan-
guage sentence or the target language sentence. We only consider the source
sentence in this work 2.

word rarity : Another aspect of language that can affect the difficulty
of translation is the frequency with which words appear. For example, hu-
mans may find rare words hard to translate because we rarely ever see
them and it may be hard to recall their meaning. The same can be true
for NMT models where: (i) the statistical strength of the training examples
containing rare words is low and thus the model needs to keep revisiting
such words in order to learn robust representations for them, and (ii) the
gradients of the rare word embeddings tend to have high variance; they
are overestimates of the true gradients in the few occasions where they are
non-zero, and underestimates otherwise. This suggests that using word fre-
quencies may be a helpful difficulty heuristic. Given a corpus of sentences,
{si}

M
i=1, we define relative word frequencies as:

p̂(wj) ,
1

Ntotal

M∑
i=1

Ni∑
k=1

1wik=wj
, (4.8)

where j = 1, . . . , #{unique words in corpus} and 1condition is the indicator
function which is equal to 1 if its condition is satisfied and 0 otherwise.
Next we need to decide how to aggregate the relative word frequencies of
all words in a sentence to obtain a single difficulty score for that sentence.
Previous research has proposed various pooling operations, such as mini-
mum, maximum, and average (Zhang et al., 2018), but they show that they
do not work well in practice. We propose a different approach. Ultimately,
what might be most important is the overall likelihood of a sentence as that
contains information about both word frequency and, implicitly, sentence
length. An approximation to this likelihood is the product of the unigram
probabilities, which is related to previous work in the area of active learn-
ing (Settles and Craven, 2008). This product can be thought of as an ap-
proximate language model (assuming words are sampled independently)

2NMT models typically first pick up information about producing sentences of correct
length. It can be argued that presenting only short sentences first may lead to learning a
strong bias for the sentence lengths. However, in our experiments, we did not observe this
to be an issue as the models kept improving and predicting sentences of correct length
throughout training.
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and also implicitly incorporates information about the sentence length that
was proposed earlier (longer sentence scores are products over more terms
in [0, 1] and are thus likely to be smaller). We thus propose the following
difficulty heuristic:

drarity(si) , −

Ni∑
k=1

log p̂(wik), (4.9)

where we use logarithms of word probabilities to prevent numerical errors.
Note that negation is used because we define less likely (i.e., more rare)
sentences as more difficult.

These are just two examples of difficulty metrics, and it is easy to conceive
of other metrics such as the occurrence of homographs (Liu et al., 2018) or
context-sensitive words (Bawden et al., 2018), the examination of which we
leave for future work.

4.4.2 Experiments

datasets . For our experiments, we use three of the most commonly used
datasets in NMT, that range from a small benchmark dataset to a large-scale
dataset with millions of sentences. Statistics about the datasets are shown
in Table 4.2.

models . We perform experiments using both RNNs and Transformers.
For the RNN experiments we use a bidirectional LSTM for the encoder, and
an LSTM with the attention model of Bahdanau et al. (2015) for the decoder.
The number of layers of the encoder and the decoder are equal. We use a 2-
layer encoder and a 2-layer decoder for all experiments on IWSLT datasets,
and a 4-layer encoder and a 4-layer decoder for all experiments on the WMT
dataset, due to the dataset’s significantly larger size. For the Transformer
experiments we use the Base model proposed by Vaswani et al. (2017) It
consists of a 6-layer encoder and decoder, using 8 attention heads, and
2,048 units for the feed-forward layers. The multi-head attention keys and
values depth is set to the word embedding size. The word embedding size
is 512 for all experiments. Furthermore, for the Transformer experiments
on the two smaller datasets we do not use any learning rate schedule, and
for the experiments on the largest dataset we use the default Transformer
schedule. A detailed discussion on learning rate schedules for Transformers
is provided near the end of this section.

setup. All of our experiments were conducted on a machine with a single
Nvidia V100 GPU, and 24 GBs of system memory. During training, we use
a label smoothing factor of 0.1 (Wu et al., 2016) and the AMSGrad optimizer
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Dataset # Train # Dev # Test
IWSLT-15 En )Vi 133k 768 1268
IWSLT-16 Fr )En 224k 1080 1133
WMT-16 En )De 4.5M 3003 2999

Table 4.2: Number of parallel sentences in each dataset. “k” stands for “thousand”
and “M” stands for “million.”

(Reddi et al., 2018), and a batch size of 5,120 tokens (due to GPU memory
constraints). During inference, we employ beam search with a beam size of
10 and the length normalization scheme of Wu et al. (2016).3

curriculum hyperparameters . We set the initial competence c0 to
0.01, in all experiments. This means that all models start training using the
1% easiest training examples. The curriculum length T is effectively the only
hyperparameter that we need to set for our curriculum methods. In each
experiment, we set T in the following manner: we train the baseline model
without using any curriculum and we compute the number of training steps
it takes to reach approximately 90% of its final BLEU score. We then set T to
this value. This results in T being set to 5,000 for the RNN experiments on
the IWSLT datasets, and 20,000 for the corresponding Transformer experi-
ments. For WMT, we set T to 20,000 and 50,000 for RNNs and Transformers,
respectively. Furthermore, we use the following notation and abbreviations
when presenting our results:
– Plain: Trained without using any curriculum.
– SL: Curriculum with sentence length difficulty.
– SR: Curriculum with sentence rarity difficulty.
– Linear: Curriculum with the linear competence shown in Equation 4.2.
– Sqrt: Curriculum with the square root competence shown in Equation 4.5.

data preprocessing . Our experiments are performed using the ma-
chine translation library released by Platanios et al. (2018). We use the same
data preprocessing approach the authors used in their experiments. While
training, we consider sentences up to length 200. Similar to them, for the
IWSLT-15 experiments we use a per-language vocabulary which contains the
20,000 most frequently occurring words, while ignoring words that appear
less than 5 times in the whole corpus. For the IWSLT-16 and WMT-16 exper-
iments we use a byte-pair encoding (BPE) vocabulary (Sennrich et al., 2016)
trained using 32,000 merge operations, similar to the original Transformer
paper by Vaswani et al. (2017).

3We emphasize that we did not run experiments with other architectures or configura-
tions, and thus our baseline architectures were not chosen because they were favorable to
our method, but rather because they were frequently mentioned in existing literature.
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RNN Transformer

Plain SL Curriculum SR Curriculum Plain Plain* SL Curriculum SR Curriculum
clinear csqrt clinear csqrt clinear csqrt clinear csqrt

BL
EU

En )Vi 26.27 26.57 27.23 26.72 26.87 28.06 29.77 29.14 29.57 29.03 29.81
Fr )En 31.15 31.88 31.92 31.39 31.57 34.05 34.88 34.98 35.47 35.30 35.83
En )De 26.53 26.55 26.54 26.62 26.62 – 27.95 28.71 29.28 29.93 30.16

Ti
m
e En )Vi 1.00 0.64 0.61 0.71 0.57 1.00 1.00 0.44 0.33 0.35 0.31

Fr )En 1.00 1.00 0.93 1.10 0.73 1.00 1.00 0.49 0.44 0.42 0.39
En )De 1.00 0.86 0.89 1.00 0.83 – 1.00 0.58 0.55 0.55 0.55

Table 4.3: Summary of experimental results. For each method and dataset, we
present the test set BLEU score of the best model based on validation set per-
formance. We also show the relative time required to obtain the BLEU score of the
best performing baseline model. For example, if an RNN gets to 26.27 BLEU in
10,000 steps and the SL curriculum gets to the same BLEU in 3,000 steps, then
the plain model gets a score of 1.0 and the SL curriculum receives a score of
3, 000/10, 000 = 0.3. Plain stands for the model trained without a curriculum and,
for Transformers, Plain* stands for the model trained using the learning rate sched-
ule shown in Equation 4.10.

results . We present a summary of our results in Table 4.3 and we also
show complete learning curves for all methods in Figure 4.10. The evalu-
ation metrics we use are the test set BLEU score and the time it takes for
the models using curriculum learning to obtain the BLEU score that the
baseline models attain at convergence. We observe that Transformers con-
sistently benefit from our curriculum learning approach, achieving gains of
up to 2 BLEU, and reductions in training time of up to 70%. RNNs also
benefit, but to a lesser extent. This is consistent with our motivation for this
work, which stems from the observation that training RNNs is easier and
more robust than training Transformers. Moreover, the square root com-
petence consistently outperforms the linear one, which fits well with our
intuition and motivation for introducing it. Regarding the difficulty heuris-
tics, sentence length and sentence rarity both result in similar performance.

We also observe that, for the two small datasets, RNNs converge faster
than Transformers in terms of both the number of training iterations and
the overall training time. This is contrary to other results in the machine
translation community (e.g., Vaswani et al., 2017), but could be explained
by the fact that we are not using any learning rate schedule for training
Transformers. However, they never manage to outperform Transformers in
terms of test BLEU score of the final model. Furthermore, to the best of
our knowledge, for IWSLT-15 we achieve state-of-the-art performance. The
highest previously reported result was 29.03 BLEU (Platanios et al., 2018),
in a multi-lingual setting. Using our curriculum learning approach we are
able to achieve a BLEU score of 29.81 for this dataset.
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Figure 4.10: Plots illustrating the performance of various models on the test set, as
training progresses. Blue lines represent the baseline methods when no curriculum
is used and red lines represent the same models when different versions of our
curriculum learning framework are used to train them. The vertical lines represent
the step in which the models attain the BLEU score that the baseline models attain
at convergence.

Overall, we have shown that our curriculum learning approach consistently
outperforms models trained without any curriculum, in both limited data set-
tings and large-scale settings.
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learning rate schedule . In all of our IWSLT experiments so far, we
have used the default AMSGrad learning rate of 0.001 and intentionally
avoid using any learning rate schedules. However, Transformers are not
generally trained without a learning rate schedule. Such schedules typically
use a warm-up phase, which means that the learning rate starts at a very
low value and keeps increasing until the end of the warm-up period, after
which a decay rate is typically used. In order to show that our curriculum
learning approach can act as a principled alternative to such highly tuned
learning rate schedules, we now present the results we obtain when training
our Transformers using the following learning rate schedule:

lr(t) , d−0.5
embedding min

(
t−0.5, t · T−1.5

warmup

)
, (4.10)

where t is the current training step, dembedding is the word embedding size,
and Twarmup is the number of warmup steps and is set to 10,000 in these
experiments. This schedule was proposed in the original Transformer pa-
per (Vaswani et al., 2017), and was tuned for the WMT dataset. The results
obtained when using this learning rate schedule are also shown in Table 4.3,
under the name Plain*. In both cases, our curriculum learning approach obtains
a better model in about 70% less training time. This is very important, espe-
cially when applying Transformers in new datasets, because such learning
rate heuristics often require careful tuning. This tuning can be both very
expensive and time consuming, often resulting in very complex mathemat-
ical expressions, with no clear motivation or intuitive explanation (Chen et
al., 2018). Our curriculum learning approach achieves better results in sig-
nificantly less time, while only requiring one parameter (the length of the
curriculum). Note that even without using any learning rate schedule, our
curriculum methods were able to achieve performance comparable to the
Plain* in about twice as many training steps. Plain was not able to achieve
a BLEU score above 2.00 even after fives times as many training steps, at
which point we stopped these experiments.

implementation and reproducibility. We are releasing an imple-
mentation of our proposed method and experiments built on top of the
machine translation library released by Platanios et al. (2018). Furthermore,
all experiments can be run on a machine with a single Nvidia V100 GPU,
and 24 GBs of system memory. Our most expensive experiments — the
ones using Transformers on the WMT-16 dataset — take about 2 days to
complete, which would cost about $125 on a cloud computing service such
as Google Cloud or Amazon Web Services, thus making our results repro-
ducible, even by independent researchers.
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4.4.3 Related Work

We provide an extensive overview of curriculum learning methods in Chap-
ter 3. However, in this section we review the work that is related to applying
curriculum learning to machine translation (MT).

Perhaps the earliest attempt to apply curriculum learning in MT was
made by Zou et al. (2013). The authors employed a curriculum learning
method to learn Chinese-English bilingual word embeddings, which were
subsequently used in the context of phrase-based machine translation. They
split the word vocabulary in 5 separate groups based on word frequency,
and learned separate word embeddings for each of these groups in paral-
lel. Then, they merged the 5 different learned embeddings and continued
training using the full vocabulary. While this approach makes use of some
of the ideas behind curriculum learning, it does not directly follow the orig-
inal definition introduced by Bengio et al. (2009). Moreover, their model
required 19 days to train. There have also been a couple of attempts to
apply curriculum learning in NMT that were discussed earlier.

There also exists some relevant work in areas other than curriculum learn-
ing. Zhang et al. (2016a) propose training neural networks for NMT by fo-
cusing on hard examples, rather than easy ones. They report improvements
in BLEU score, while only using the hardest 80% training examples in their
corpus. This approach is more similar to boosting by Schapire (1999), rather
than curriculum learning, and it does not help speed up the training pro-
cess; it rather focuses on improving the performance of the trained model.
The fact that hard examples are used instead of easy ones is interesting be-
cause it is somewhat contradictory to curriculum learning. Also, in contrast
to curriculum learning, no ordering of the training examples is considered.

Perhaps another related area is that of active learning, where the goal
is to develop methods that request for specific training examples. Haffari
et al. (2009), Bloodgood and Callison-Burch (2010), and Ambati (2012) all
propose methods to solicit training examples for MT systems, based on
the occurrence frequency of n-grams in the training corpus. The main idea
is that if an n-gram is very rare in the training corpus, then it is difficult
to learn to translate sentences in which it appears. This is related to our
sentence rarity difficulty metric and points out an interesting connection
between curriculum learning and active learning.

Regarding training Transformer networks, Shazeer and Stern (2018) per-
form a thorough experimental evaluation of Transformers, when using dif-
ferent optimization configurations. They show that a significantly higher
level of performance can be reached by not using momentum during op-
timization, as long as a carefully chosen learning rate schedule is used.
Such learning rate schedules are often hard to tune because of the multiple
seemingly arbitrary terms they often contain. Furthermore, Popel and Bojar
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(2018) show that, when using Transformers, increasing the batch size results
in a better model at convergence. We believe this is indicative of very noisy
gradients when starting to train Transformers and that higher batch sizes
help increase the signal-to-noise ratio. We show that our proposed curricu-
lum learning method offers a more principled and robust way to tackle this
problem. Using our approach, we are able to train Transformers to state-
of-the-art performance, using small batch sizes and without the need for
peculiar learning rate schedules, which are typically necessary.

4.4.4 Discussion

In this case study, we applied our curriculum learning framework to train-
ing neural machine translation models. Our approach is able to boost per-
formance of existing NMT systems, while at the same time significantly
reducing their training time. It differs from previous approaches in that
it does not depend on multiple hyperparameters that can be hard to tune,
and it does not depend on a manually designed discretized training regime.
Perhaps most interestingly, we show that our method makes training Trans-
formers faster and more reliable, but has a much smaller effect in training
recurrent neural networks (RNNs).

As future directions for this line of work, we are mainly interested in:
(i) exploring more difficulty heuristics, such as measures of alignment be-
tween the source and target sentences (Kocmi and Bojar, 2017), sentence
length discrepancies, or even using a pre-trained language model to score
sentences, which would act as a more robust replacement of our sentence
rarity heuristic, and (ii) exploring more sophisticated competence metrics
that may depend on the loss function, the loss gradient, or on the learner’s
performance on held-out data. Furthermore, it would be interesting to ex-
plore applications of curriculum learning to multilingual machine transla-
tion (e.g., it may be easier to start with high-resource languages and move
to low-resource ones later on).
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4.5 multimodal language understanding

In the previous sections, we have successfully applied curriculum learning
on various types of sequential data, and we used difficulty metrics that were
in some sense characteristic for sequences. In this case study, we tackle a
different scenario with a different data modality and difficulty metric.

We consider the problem of multimodal language understanding, where
the goal is to train a model that can integrate information from multiple
modalities. In particular, we focus on the task of integrating visual informa-
tion from images with natural language sentences. This is an active research
area, with numerous practical applications, from Visual-Question Answer-
ing (VQA; Antol et al., 2015; Zhang et al., 2016b; Goyal et al., 2017), image
captioning (Lin et al., 2014; Hossain et al., 2019), image search (Thomee and
Lew, 2012), to robots that live in the real world and interact with humans.

In our experiments, we use the ShapeWorld framework introduced by
Kuhnle and Copestake (2017) for generating custom Visual Question An-
swering (VQA) datasets. Here, each sample consists of an image and a cap-
tion, and the goal is to predict whether the caption agrees with the image.
Some examples are shown in Figure 4.11. We chose this framework because
it allows us to create both images and captions of varying degrees of dif-
ficulty, requiring the model to solve different kinds of tasks (e.g., conjunc-
tions, disjunctions, spatial relations, etc.), and thus we chose it primarily to
study curricula in task space in Chapter 5. However, in this chapter we are
interested to find out whether a curriculum in input space would also work
for this scenario. We could attempt a curriculum based on properties of
the caption like in the previous case studies (e.g., sentence length, sentence
rarity). However, for diversity, we decided to experiment with a curriculum
based on the image properties, which we discuss further.

4.5.1 Data

The data consists pairs of images and sentences. Each image contains one
or more shapes of geometrical figures (e.g., circle, rectangle, cross, poly-
gon, etc.) of different colors, sizes and rotations, displayed on a black back-
ground. For this experiment, we generated images of shape 64× 64 pixels
containing 1-8 shapes.

While the caption generator can create complex sentences, in this chapter
we focus on a simple task—testing existential statements—where the caption
states that a specific shape, color or shape-color combination exists in the
image, such as the examples in Figure 4.11.

For training, we generated 10, 000 images with 5 different captions for
each (i.e. a total of 50, 000 training instances). For testing, we we generated
5, 000 images with 5 captions each (i.e. a total of 25, 000 test instances). We
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There is a square.
[FALSE]

There is a red shape.
[TRUE]

A cross is blue.
[TRUE]

A shape is red.
[FALSE]

Figure 4.11: Examples from the ShapeWorld dataset, for an existential task.

also generated 1, 000× 5 instances for validation, used to tune the model
hyperparameters. For all datasets, the ratio of positive and negative labels
is 50%, thus the chance accuracy is also 50%.

4.5.2 Model and Training

model . We use the CNN-LSTM framework also used by Kuhnle and Copes-
take (2017) and illustrated in Figure 4.12. The image is processed using a 3

layer convolutional neural network (CNN) with filter sizes 32, 64, and 128,
respectively, kernel size 3× 3 and ReLU activations. After the last layer, we
apply global max pooling to obtain an image embedding of size 128.

The sentence is first split into words and converted to a list of 1-hot word
representations. The words are then passed through an embedding layer of
size 200, and processed using an LSTM model with hidden size 128.

Then, the image and sentence embeddings are multiplied element-wise,
and passed through a multi-layer perception (MLP) with 2 hidden layers
of sizes 256 and 128, respectively, and ReLU activation. Finally, a dense
projection layer maps the 128 vector to a single output, which is interpreted
as the unnormalized probability that the image and sentence agree.

training . We frame the problem of predicting image-caption agreement
as a binary classification task, and we use the binary cross-entropy loss
function. We train the model using the Adam optimizer (Kingma and Ba,
2015) with learning rate 3e− 4 and momentum 0.9. The model was regu-
larized using a weight decay value of 1e− 5 and dropout rate 0.2. We train
all models for 200, 000 iterations, using batches of size 128. Our code is im-
plemented using Tensorflow (Abadi et al., 2016) and we performed all our
experiments using a single Nvidia V100 GPU.

curriculum . We apply a curriculum in input space that is based on the
difficulty of the image. The intuition was that it is easier to test existential
statements, such as "There is a circle in the image.", when there are fewer
shapes in the image. Thus, we use the number of shapes in the image as
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Figure 4.12: Model used for the ShapeWorld dataset. Figure adapted from Kuhnle
and Copestake (2017).

difficulty metric, and we apply our curriculum learning framework intro-
duced in Section 4.1 using the Square Root competence function.

4.5.3 Results

We evaluated the baseline method trained without a curriculum, as well as
curricula of different lengths C. We show their corresponding test accuracy
per training step in Figure 4.13.

These results show that, as we increase the curriculum length C the
model starts performing better than the baseline, both in terms of final
accuracy after 50, 000 steps, but also in terms of training speed. Similar to
the previous sections, we say that the curriculum approach is training faster
than the baseline if for a particular accuracy a of the baseline, the curricu-
lum approach has reached that accuracy earlier. We can see that this is also
the case for this experiment. However, if we increase the curriculum length
C beyond a point (C > 30, 000), the model starts performing worse than
the baseline. This is consistent with our observations from the previous sec-
tions. As before, there may be multiple causes for this. This may be due to
the fact that the slow pace of the curriculum allows difficult examples very
late, and thus the model may not have had the chance to learn them within
the allotted iteration budget. Alternatively, a curriculum that is too slow
may cause the model to get stuck in a local minimum before the schedule
allows the model to train on all samples, which would require an adjust-
ment of the learning rate or other strategies. We attempt to understand this
behavior in Chapter 6.
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Figure 4.13: Results for the ShapeWorld dataset, using a CNN-LSTM model. We
show the results for a baseline model trained without curriculum, and for input
space curricula of different lengths C. The difficulty was the number of shapes per
image. We report the mean and standard error over 5 runs.

4.5.4 Discussion

These results provide us with a few interesting insights:

• Curricula in input space also work on problems with images and
CNN-style networks, if we choose an appropriate difficulty metric.

• There is an optimal range for the curriculum length C that will allow
the model to converge faster and achieve better performance than the
baseline. Curricula that are too short perform similar to the baseline,
while curricula that are too long can in fact harm the performance.
For this reason, we would typically use the results on the validation
set to select the appropriate curriculum length.

• Our framework proposed in Section 4.1 was successfully applied to
another problem setting without changing the competence function.
The only hyperparameter we have to tune is the curriculum length C.

We will also revisit this problem in the next chapter, when discussing
curriculum learning methods in task space.
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4.6 key takeaways

In this chapter we have proposed algorithms for performing curriculum
learning on the input space of a model. In this scenario, the training sam-
ples are ranked by some measure of difficulty, and presented to the model
for training according to a schedule. In Section 4.1, we proposed a cur-
riculum learning framework that allows us to take any sample difficulty
measures and preprocess them such that they are compatible with our
proposed model competence functions (i.e. pacing functions). Using this
framework, we were able to easily apply curriculum learning to multiple
problems, where we used different models that operate on different types
of data (sequences of numbers, sequences of characters, natural language,
images). This addresses the part of the thesis statement in which we try to
understand whether curriculum learning is beneficial only for certain types
of data, or only for certain models. Moreover, we also considered datasets
of various sizes, to investigate in what data regime the curriculum is most
useful. Taking all the results together, we observed the following:

1. For all considered problems, curricula can work if chosen carefully.
This is true for a variety of model architectures and data types.

2. The benefits can be both in terms of improvements in the final per-
formance at the end of training (even with a generous number of
training iterations), as well as faster training (i.e. models trained with
a curriculum can reach the baseline performance much earlier).

3. The benefits gained with curriculum learning followed a consistent
trend with respect the curriculum length, across our case studies: as
we increase the curriculum length (i.e. the number of iterations until
the model is allowed to train on the full dataset) the benefits (both
in terms of performance and speed) first increase up to an optimal
curriculum length, then start decreasing.

4. Curricula that are excessively long can in fact harm learning, mak-
ing it slower to train, overall requiring more iterations to reach the
baseline performance.

5. For easy problems (e.g., addition digit by digit in Section 4.2), curricu-
lum learning is most useful with less training data, since the baseline
models can learn well on their own when enough data is provided.

6. For more difficult problems (e.g. machine translation in Section 4.4),
we still obtained performance and speed gains even when using the
entire available training dataset.

In Chapter 6, we revisit some of these experiments, as well as new input-
space curricula, and attempt to understand why we observed these effects.
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C U R R I C U L U M I N TA S K S PA C E

5.1 overview

As discussed earlier, curriculum learning refers to training strategies that
learn a difficult task by pretraining on a series of auxiliary learning goals
of increasing difficulty. However, which components of the model or the
training procedure are modified in order to derive easier auxiliary tasks
can vary significantly across different approaches. Most efforts are focused
around scheduling the order in which training data is presented to learner
(similar to the work presented in Chapter 4), and rely on the assumption
that the provided training datasets contain examples of varying degrees
difficulty. Such strategies are particularly appropriate for some domains
such as machine translation, where we can easily assume that some training
examples are easier than others.

However, we argue that for many common learning tasks, the errors that
a model makes can be mostly attributed to the difficulty of the learning
task itself, and less so to the difficulty of specific examples. To use a con-
crete example, in classification tasks the errors that the model makes may
be due to the similarity of the classes being considered (e.g., it may be harder
to distinguish between a cat and a dog than between a mammal and a
reptile), rather than the absolute difficulty of a sample independent of its
class. To exemplify this, Figure 5.1 shows the confusion matrix of a convo-
lutional neural network (CNN) classifier trained on the popular CIFAR-10
dataset (Krizhevsky, Hinton, et al., 2009). This confusion matrix shows that
the errors that our model makes are not uniformly distributed among all
pairs of classes. Instead, they are mostly dominated by a select few class
pairs that are difficult to distinguish (e.g., dog and cat). Moreover, certain
classes like automobile are mainly confused with only a few other classes,
suggesting that a sample is in many cases difficult to classify correctly be-
cause of its similarity to a few specific other classes, rather than because
of being an inherently difficult image (e.g., because the input image has a
lower signal-to-noise ratio). Therefore, in such cases it may be beneficial to
consider the difficulty of classes—rather than that of the data samples—to
more effectively perform curriculum learning.

Another potential disadvantage of input space curricula is that training
datasets usually contain only examples for the difficult target task (e.g.,
distinguishing between multiple different species of animals), but no exam-
ples at all for easy intermediate goals (e.g., distinguishing between mam-

65
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Figure 5.1: Confusion matrix for a CNN classifier on the CIFAR-10 dataset. Each
element at position (i, j) indicates the ratio of times the model wrongly classifies
an image as class j instead of the correct class i. The diagonal elements have been
removed for visualization purposes.

mals and reptiles). For example, this is true for ImageNet (Russakovsky et
al., 2015), a popular image classification dataset. In these situations, we
would ideally like for a system to be able to break a difficult learning task
down into a sequence of easier sub-tasks that better facilitate learning. We
would further like for the system to be able to do this without requiring any
additional human supervision. This motivates the design of curriculum al-
gorithms that operate on the learning tasks themselves, rather than on the
order in which training data is presented to the learner.

For such scenarios, we look at curriculum learning strategies in task space
(or in output space), which we introduced in Section 2.2, and which gradu-
ally change the learning task T = {Y,P(Y|X)}. Thus, the auxiliary functions
fθ1 , ..., fθK learn to perform increasingly more difficult tasks T1, ...,TK, trans-
ferring the knowledge acquired for performing task Tk to perform Tk+1.

However, we should make an important distinction between curriculum
methods in task space for single task learning versus multitask learning.

single task learning . In this setting, the goal is to learn a single func-
tion f : X→ Y. Therefore, a curriculum in task space needs to create a series
of auxiliary tasks (which are not provided) as intermediate goals. Perhaps
surprisingly, this idea has been underexplored in machine learning. This
category contains only a handful of approaches (Han and Myaeng, 2017;
Saxena et al., 2019; Dogan et al., 2020; Ganesh and Corso, 2020), which we
discussed in more detail in Section 3.3. In Section 5.2, we propose such a
curriculum strategy in task space that shows considerable benefits for im-
age classification tasks.

multitask learning . In this setting, the goal is to learn multiple func-
tions, f1 : X1 → Y1, ..., fM : XM → YM that are in some sense related. In-
stead of training each function in isolation, multitask learning approaches
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take advantage of the relationships between the tasks and train them jointly
(Caruana, 1997; Ruder, 2017). Common strategies for sharing information
between the tasks include sharing a part of the model architecture, or by en-
forcing some constraints between the tasks. In standard training (i.e., with-
out a curriculum), the tasks are usually learned simultaneously, by sam-
pling batches alternatively from each task. With curriculum learning, we
can alter the order in which the tasks are trained, prioritizing the easier
tasks first. While this is more common in the area of reinforcement learn-
ing (which we are not covering in this thesis), there have also been a few
attempts in supervised learning (Pentina et al., 2015; Li et al., 2017a; Mu-
rugesan and Carbonell, 2017; Guo et al., 2018a). We also consider this set-
ting in Section 5.3.

In what follows, we propose curriculum learning approaches for the two
scenarios above, single task and multitask learning.
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5.2 coarse-to-fine curriculum learning

In this section we present a novel algorithm for performing curriculum
learning on the output space of a model, rather than on its input space. The
methods and results discussed in this section can also be found in our pub-
lications at Stretcu et al. (2020) and Stretcu et al. (2021). Our algorithm is
targeted at classification problems and allows learners to set their own eas-
ier goals, towards learning to solve a difficult classification problem. The in-
tuition is that learners may benefit from learning to classify labels in stages,
starting with coarse-grained concepts (e.g., learning to distinguish between
animal and object), before moving on to more fine-grained concepts (e.g.,
dog, cat, car, truck).

This idea was inspired by human learning. For example, when a baby
encounters a dog for the first time, her parents teach her that it is simply
a “dog,” rather than specifying its breed. Only later on, they start helping
her distinguish between different dog breeds. Aside from the human teach-
ing strategies, there is also ample evidence in neuroscience that the human
ability to understand concepts and infer relationships among them is ac-
quired progressively. Warrington (1975) was amongst the first to suggest
that children first learn abstract conceptual distinctions, before progressing
to finer ones. Subsequent studies have also found evidence consistent with
this coarse-to-fine progression (Mandler, 1992; Mandler and McDonough,
1993; Mandler, 2000; Pauen, 2002; McClelland and Rogers, 2003; Keil, 2013).
Moreover, McClelland and Rogers (2003) found evidence that human learn-
ing for classification problems follows a coarse-to-fine order. In fact, the
same authors also showed that semantic dementia causes cognitive degra-
dation in the reverse order. Thus, we can think of human learning as being
driven by a curriculum that is either explicitly provided by a teacher, or
implicitly learned by the student.

In this line of work, we propose such a coarse-to-fine curriculum algorithm
for ML systems. This algorithm is aimed at classification problems and
enables learners to decompose difficult problems into sequences of coarse-to-
fine classification problems, that improve learning for the original difficult
problem. Our main goal is to answer the following questions:

– How can we automatically construct a sequence of learning tasks
from coarse-grained to fine-grained?

– How can knowledge acquired by learning coarse-grained tasks trans-
fer to fine-grained tasks?

– How does such a curriculum learning approach affect the generaliza-
tion ability of a model?
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The proposed algorithm allows us to answer these questions and can
be applied to any classification problem without requiring any additional
human supervision.

Our main contribution is a novel algorithm for curriculum learning that
answers these questions and that can be applied to any classification prob-
lem without requiring additional human supervision, thus making it broadly
applicable to many areas of machine learning. Furthermore, it is model-
independent, and can thus be used to train arbitrary models. We perform
an empirical evaluation on several established classification datasets and
using several types of models, and show that it consistently helps boost
performance. The gains are especially prevalent on classification problems
with many labels. We further introduce this algorithm.

5.2.1 Method

The standard strategy for learning fθ is to initialize θ using random values
and iteratively update it by performing gradient descent on a loss func-
tion that is defined over X and Y . In this work, we propose a different
approach: we learn a series of auxiliary functions fθ1 , fθ2 , . . . , fθM , sequen-
tially, where the final function fθM corresponds to our target function, fθ.
These functions operate on the same input domain as fθ, but the task they
are learning is coarser, meaning that they each learn to classify samples into
fewer classes than the function that comes after them. This means that fθ1
is learning an easier task than fθ2 , fθ2 an easier task than fθ3 , etc., up until
fθM , which is learning our actual target task.

Our method thus consists of two parts:

(i) deciding what the auxiliary tasks should be and providing a way to
automatically generate them along with training data for them.

(ii) providing a way for each learned function to transfer its acquired
knowledge to the next function in the chain.

We propose a solution for part (i) in Section 5.2.2, followed by a method
for transferring knowledge in Section 5.2.3. An illustration of the proposed
approach is shown in Figure 5.2.

5.2.2 Generating Auxiliary Tasks

Our main requirement for the auxiliary learning tasks is that they form
a sequence of increasing difficulty. We posit that grouping similar classes
into coarse clusters will lead to an easier classification task. But how can we
automatically decide which classes are similar?
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Figure 5.2: High-level illustration of the proposed algorithm.

measuring class similarity. There exists a natural heuristic for gaug-
ing how similar classes are, and that is the confusion matrix of a trained
classification model. However, it turns out that using this as our class simi-
larity metric results in a degenerate case that we discuss in Appendix A.1.1.
Thus, we consider another similarity metric that also encodes what the
trained model might find confusing: the class embedding similarity. We de-
fine the embedding of a target class as the parameters of the final layer of
the trained model, that are associated with that class. In a neural network
setting, the final layer typically consists of a linear projection using a weight
matrix W ∈ RE×K that maps from the last hidden layer of size E to the pre-
dicted logits, for each of the K classes. We use W·k, the k-th column of W,
to represent the embedding of class k. Thus, we can measure the distance
between two classes, k1 and k2, as d(k1,k2) = cos(W·k1 ,W·k2), where cos
refers to the cosine distance, and their similarity as 1− d(k1,k2).

defining a coarse classification task . Given the original set of
classes and their computed similarities, we expect that:

(i) grouping together similar classes to form coarse clusters, and

(ii) defining a new classification task where the goal is to predict the
cluster instead of the specific class,

should result in an easier learning problem.
Using an example from the CIFAR-100 dataset, we could group the classes

willow_tree, oak_tree and pine_tree into a single tree cluster, and all sam-
ples that belong to either of these three classes receive a new label associ-
ated with this cluster. The clusters allow us to define a new coarser classifi-
cation problem that the auxiliary function fθM−1

is responsible for learning.
Note that it is easy to automatically generate training data for the new task
given the data of the original task: for every training example (xi,yi) in the
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original dataset, we replace the label yi with the index of its cluster. We
repeat this process for fθM−2

,..., fθ1 .

defining coarse-to-fine task sequences . It remains to show how
we generate sequences of such auxiliary tasks with increasing difficulty, lead-
ing to the original task. Extending the previous idea of clustering classes,
we consider a hierarchical clustering algorithm. An example of a class hier-
archy is shown in Figure 5.2. If such a hierarchy forms a tree, then we can
consider each level of the tree as a separate task, and form a sequence of
tasks by iterating over these levels in top-down order. In Figure 5.2, the first
auxiliary task, which corresponds to fθ1 is a binary classification problem
where the 2 classes correspond to the clusters {airplane, ship, car, truck}
and {bird, deer, horse, cat, frog, dog}. The subsequent task, which corre-
sponds to fθ2 , further splits these clusters resulting in 4 classes. Intuitively,
we expect the auxiliary tasks built in this manner to be sorted by difficulty.
In other words, fθ1 should be easier than fθ2 , fθ2 than fθ3 , etc. This is be-
cause, using our example from Figure 5.2, fθ3 would need to be able to tell
whether a sample is a car or a truck, as opposed to fθ2 which only needs to
be able to tell if it is a road vehicle. Formally, we have a cluster hierarchy of
depth M where the bottom level corresponds to the original classes. Train-
ing data for each of these tasks can be generated automatically using the
approach described in the previous paragraph. The concrete algorithm is
shown in Algorithm 5.1. These tasks will be trained in order, starting with
the top level in the tree, and transferring acquired knowledge from each
level to the next, using the approach described in Section 5.2.3.

Algorithm 5.1: Transform Labels
// This algorithm replaces the original sample labels with their corresponding

cluster index.

Inputs : Original labels {yi}
N
i=1.

Set of clusters {ck̂}
K̂
k̂=1

, where
each cluster ck̂ is a set of labels.

1 originalToNew← Zero-initialized array of length K.
2 for k̂← 1, . . . , K̂ do
3 foreach Label l ∈ ck̂ do
4 originalToNew[l]← k̂

5 newLabels← Zero-initialized array of length N.
6 for i← 1, . . . ,N do
7 newLabels[i]← originalToNew[yi]

Output: newLabels.

generating class hierarchies . We still need to show how to auto-
matically generate our hierarchies without human supervision. We already



72 curriculum in task space

mentioned that we would like to use a hierarchical clustering algorithm us-
ing the similarity metric defined earlier. Most existing hierarchical cluster-
ing algorithms (Sibson, 1973; Defays, 1977; Kaufman and Rousseeuw, 2009)
do not directly fit our setting because they typically output binary trees,
where each non-leaf node has exactly two children clusters in the next level
(e.g., cat, frog, dog would not be directly grouped together in Figure 5.2).
This can be important if we want our curriculum to visit all levels because,
in the worst case, the depth of generated hierarchies will be O(K), where
K is the original number of classes. To address this, we adopt the affinity
clustering algorithm proposed by Bateni et al. (2017), which is based on
Borůvka’s algorithm for minimum spanning trees. This algorithm has sev-
eral desirable properties—including the fact that it is parallelizable—but
the property that is most important for our approach is that the depth of
the hierarchy is at most O(logK), where K is the original number of classes.
In summary, for every level l in the hierarchy, affinity clustering starts with
the clusters from level l+ 1 and then joins each cluster with the one closest
to it from the same level, thus forming a larger cluster. This means that
in each level the size of the smallest cluster at least doubles relative to the
next level. An overview of our algorithm for generating class hierarchies is
shown in Algorithm 5.2.

Algorithm 5.2: Generate Class Hierarchy
// This algorithm generates a class hierarchy.

Inputs : Number of classes K.
Training data {xi,yi}Ni=1.
Trained baseline model fθ.

1 Estimate class distance matrix D by computing pairwise cosine distances between
the columns of the projection matrix in θpred.

2 Compute the class hierarchy, H, using affinity clustering with D distance matrix
between samples.

3 clustersPerLevel← []
4 for l← 1, . . . ,depth(H) do
5 clustersPerLevel[l]← []
6 foreach n ∈ H.nodesAtDepth[l] do
7 Create cluster c by grouping the leaves of the sub-tree rooted at n.
8 clustersPerLevel[l].append(c)

Output: clustersPerLevel.

5.2.3 Transferring Acquired Knowledge

A direct approach to transferring knowledge from a trained classifier at one
level of the hierarchy to the next is via the model parameters. We can initial-
ize the parameters of fθl+1 based on the parameters of the trained fθl , for
l ∈ {1, . . . ,M− 1}. However, since fθl+1 and fθl make predictions for differ-
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ent number of classes, the number of parameters in θl+1 does not directly
match that of θl. One solution is to transfer only the subset of parame-
ters that θl+1 and θl can have in common (e.g., all except for the very last
layer), and train from scratch the final prediction layer at each level of the
hierarchy. We have attempted this approach and discuss it in detail in Ap-
pendix A.1.2. We refer to this as the staged variant of our curriculum learn-
ing algorithm. However, its main disadvantage is that the prediction layer,
being re-initialized at each hierarchy level, can potentially lose valuable
information—this is often called “representational collapse” in pre-training
literature (e.g., Aghajanyan et al., 2020). Ideally, we would like to be able to
reuse the knowledge captured by the prediction layer used for the coarse
labels when initializing the prediction layer for finer labels. We can achieve
this using the following strategy.

Let us assume that we use the same model for all stages, and that it is
a model that predicts the probability of each class from our target task,
while not being aware of the cluster hierarchy. When training the model
at hierarchy level `, we want to use that level’s cluster assignments as the
target labels (instead of the original classes), and we need to define a way
to supervise the model with that information. Intuitively, when we are told
that the label for an example is cluster k, we know that the underlying class
is one that belongs to cluster k, but we do not know which one. Therefore,
while we are doing maximum likelihood optimization during training (e.g.,
by minimizing the cross-entropy function), we propose to marginalize out
the class variable which is unobserved. Given that all classes are mutually
exclusive, this results in the following objective for fθ` (i.e., the negative
log-likelihood):

L` = −
∑
i

log
∑

c∈C`(yi)

exp{fθ`(xi)}, (5.1)

where C`(yi) is the cluster in level ` that class yi belongs to. Using this for-
mulation, the coarse-to-fine algorithm proceeds as follows (shown in more
detail in Algorithm 5.3):

1. We start by initializing the parameters θ1 randomly.

2. We learn fθ1 using L1 as the loss function.

3. We initialize θ2 = θ1, and continue training using L2, to learn fθ2 .
We can do this because the function being learned is the same for all
levels.

4. We iterate over this process until we go through all the levels of the
hierarchy. That is, for each level `, we initialize θ` = θ`−1 and learn
fθ` by optimizing L`.
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Algorithm 5.3: Coarse-To-Fine Curriculum Learning
// This is an overview of the proposed continuous curriculum algorithm.

Inputs : Number of classes K.
Training data {xi,yi}Ni=1.
Trainable baseline model fθ.

1 Train fθ on the provided training data {xi,yi}Ni=1.
2 bestEpoch← epoch where fθ reached its best validation accuracy
// Assign the number of epochs to spend on the curriculum either manually, or

automatically based on the baseline accuracy per epoch.

3 numEpochsCurriculum← round(bestEpoch ∗ 0.9)
4 clustersPerLevel← GenerateClassHierarchy( K, {xi,yi}Ni=1, fθ)
5 M← clustersPerLevel.length
6 numEpochsPerLevel← round(numEpochsCurriculum / M)
// Train the model at each level of the hierarchy.

7 originalLabels← [1,...,K]
8 θ0 ← random()
9 for l← 0, . . . ,M - 1 do
10 clusters← clustersPerLevel[l+ 1]
11 newLabels← TransformLabels( {yi}

N
i=1, clusters)

12 Train fθl+1
using newLabels as the target labels, and summing the predicted

probabilities for all labels in the same cluster to obtain the cluster probability,
when computing the loss function. Please refer to our code repository for
implementation details (e.g., how to make this calculation numerically stable).

Output: fθ[M]
.

This allows us to learn a single function fθ by going through the levels of
our class hierarchy sequentially and adjusting the objective function we are
optimizing appropriately.

5.2.4 Algorithm Properties

hyperparameters . The proposed approach introduces a single hyperpa-
rameter: the total number of epochs to be spent on the curriculum before
training on the original classes (i.e., the last level in the cluster hierarchy),
which we denote as T . We split this budget of T epochs equally among the
levels of the hierarchy. In our experiments, we found that T is easy to set
using a heuristic that, albeit not optimal, consistently results in an accuracy
boost across all datasets: following Platanios et al. (2019), we set T to the
number of epochs it takes for the baseline model to reach 90% of its best val-
idation accuracy. Note that T set this way tends to be only a small fraction
of the total number of training epochs (∼5-10%).

computational complexity. Let C be the computational complexity
required to train the baseline model to convergence. The computational
cost per training iteration of our coarse-to-fine model is approximately the
same as that of the original model (label marginalization is implemented
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efficiently as a matrix multiplication). Also, even though a computational
overhead could come from the need to train the baseline model first in order
obtain the class similarity matrix, if one is not provided, in our experiments
we observed that this can be avoided. Specifically, we observed that the
relative class similarities were mostly consistent among different models
(e.g., small CNN, WideResnet, Resnet), even when training on only a subset
of training examples and for only a small number of epochs.

human supervision. Our algorithm does not require supervision for
deciding on the class hierarchy or other measures of data difficulty. This is
in contrast to many existing curriculum methods (e.g., Bengio et al., 2009;
Spitkovsky et al., 2010; Platanios et al., 2019). However, prior knowledge
can still be incorporated into our method by either replacing the task gen-
eration module with a provided hierarchy, or by providing a custom class
dissimilarity matrix to the hierarchical clustering algorithm. We consider
this flexibility an advantage of our approach.

relationship to hierarchical classification. The algorithm pro-
posed in this paper bears some conceptual similarities to hierarchical clas-
sification. They both leverage a label hierarchy in order to obtain a better
classifier. However, there is one fundamental distinction between hierarchi-
cal classification and curriculum learning more generally: hierarchical clas-
sification methods typically use the class hierarchy, not just during training,
but also while making predictions at inference time (see Section 5.2.6 for
more details). On the other hand, curriculum learning is purely a training
strategy. Its goal is to provide a better means of training a model, without
introducing any additional memory or computational cost when the model
is deployed. We propose a curriculum learning approach. Nevertheless, it
could be converted to a hierarchical classification method by creating an
ensemble using the classifiers trained at each level, but this is beyond the
scope of this paper. We discuss this more extensively in Section 5.2.6.

5.2.5 Experiments

We performed experiments on both synthetic and real datasets, using mul-
tiple different neural network architectures: a convolutional neural network
with 3 convolution layers followed by a single densely connected layer
(which we refer to as CNN), as well as the common larger models Resnet-18,
Resnet-50 (He et al., 2016) and WideResnet-28-10 (Zagoruyko and Ko-
modakis, 2016). Details on the hyperparameters we used and our training
pipeline can be found in Appendix A.1.3.
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Figure 5.3: Example images from the Shapes dataset.

5.2.5.1 Synthetic Datasets

In order to study the properties of our method, we created a synthetic
dataset that is easy to analyse, and where a natural coarse-to-fine curricu-
lum might arise. The questions we investigate are: (i) how our method per-
forms with varying amounts of training data, (ii) what the class hierarchy
looks like, and (iii) how the class embedding distance metric compares to
other metrics.

dataset generation. We refer to this dataset as Shapes. The inputs con-
sist of 64×64 images depicting one of 10 geometrical shapes (circles, ellipses,
and regular polygons with 3-10 vertices) in one of three colors (magenta,
cyan, or grey) against a black background (see Figure 5.3). The dataset con-
tains 50,000 images (5,000 per shape), out of which 10,000 are set aside for
testing. The goal is to predict the shape and its color for each image (i.e.,
we have 30 classes). Our motivation for the design of this dataset is that
shapes with similar colors and number of vertices look more alike and are
thus more likely to confuse the model. Therefore, we expect our method to
help in this setting.

results . For this dataset, we performed experiments using the CNN archi-
tecture. Our results, shown in Figure 5.4, indicate that our method con-
sistently outperforms the baseline. Furthermore, we observe that the cur-
riculum method provides the biggest boost over the baseline in the middle
regime, when there are not enough samples for the baseline to reach high
accuracy, but there is enough to make it a sufficiently good learner that
our curriculum learning algorithm can improve upon. These observations
also agree with prior results showing that pre-training is most beneficial
in problems where labeled data is scarce. To further understand where the
gains are coming from, we also inspected the generated label hierarchies.
The most common hierarchy generated during our experiments separates
all shapes by color on the first level, and by shape similarity on the second
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Figure 5.4: Accuracy mean and standard error (shown in tight shaded bands
around the mean) for a CNN trained with and without our curriculum approach,
averaged over 5 runs, on the Shapes dataset.

level (i.e., circles and ellipses are grouped together, and polygons are also
grouped together). This is intuitive and compatible with what we might
have manually constructed.

distance metric evaluation. A natural question to ask is whether
using the class embedding distance as a distance metric between classes is
better than alternative approaches. For example, what if we force classes
that are similar to be separated into different clusters early on, such as in
Figure 5.6? Could this help the model recognise subtle differences better, by
focusing on them early on? Another natural concern is whether the curricu-
lum itself indeed matters, or the model can simply benefit from any clus-
tering of the labels. This could be because assigning coarse group labels
to samples still requires learning feature representations that distinguish
these groups (e.g., edges, corners), no matter what the grouping is. To an-
swer these questions, we tested our approach using different types of class
distance matrices as input to the hierarchical clustering algorithm:

(i) the class confusion matrix1 (Confusion)
(ii) a distance matrix defined as 1 minus the confusion matrix (Confu-

sionDist)
(iii) the class embedding distance used in the rest of our experiments

(EmbeddingDist)
(iv) the class embedding similarity, defined as 1 minus embedding dis-

tance (EmbeddingSim)
(v) a random symmetric matrix, whose elements are drawn from a

Gaussian distribution with mean 0 and standard deviation 1, which
will lead to a random grouping of the classes (Random).

By using either ConfusionDist or EmbeddingDist as distances between classes
we obtain a hierarchy similar to Figure 5.5, where the most similar classes

1In practice, we add its transpose to it, since a distance metric needs to be symmetric.
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Figure 5.5: Hierarchy generated using EmbeddingDist as class distance measure.
The hierarchy is created bottom-up, starting by first connecting the shapes that
have the lowest embedding distance (i.e. those that are most similar) at the bottom
of the hierarchy.
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Figure 5.6: Hierarchy generated using EmbeddingSim as class distance measure.
The hierarchy is created bottom-up, starting by first connecting the shapes that
have the lowest embedding similarity (i.e. those that are most dissimilar) at the
bottom of the hierarchy.

(e.g. gray circle and gray ellipse) are separated in the very last level of the
hierarchy (i.e. later on during training, according to our coarse-to-fine cur-
riculum). On the contrary, reverting these distances, and using Confusion or
EmbeddingSim as inputs to the clustering algorithm, leads to a hierarchy as
shown in Figure 5.6, where the most similar classes are separated at the
first level of the hierarchy.

We evaluate these different approaches and present the in Table 5.1. We
observe that Random hurts performance, as do the metrics that group dis-
similar classes early on. On the other hand, EmbeddingDist and ConfusionDist,
which group the most similar classes first, both result in accuracy gains,
with the former resulting in the largest gain. This suggests that using arbi-
trary hierarchies along with our curriculum is not sufficient; the actual choice
of class hierarchy matters.
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Table 5.1: Results on Shapes with 500 samples per class. We show the accuracy
mean and standard error of the baseline, our curriculum approach, and their dif-
ference (calculated separately per run and then averaged).

Distance Metric
Accuracy

Baseline Curriculum Difference
ConfusionDist 39.36±0.52 52.72±0.98 13.49± 1.03
EmbeddingDist 39.36±0.52 54.96±1.37 15.70± 1.34
Confusion 39.36±0.52 39.59±1.32 0.04± 1.71
EmbeddingSim 39.36±0.52 34.91±2.02 -4.46± 1.84
Random 39.36±0.52 39.00±1.33 -0.32± 1.85

5.2.5.2 Real Datasets

We performed experiments on the popular CIFAR-10, CIFAR-100 (Krizhevsky,
Hinton, et al., 2009), Tiny-ImageNet (Li et al., 2015) and ImageNet (Russakovsky
et al., 2015) datasets. The CIFAR-100 dataset contains labels at two levels of
granularity: the original 100 classes, as well as 20 coarse-grained classes.
Tiny-ImageNet is a subset of the larger ImageNet dataset that contains 200

categories and only 500 training examples per category. This low ratio of
samples per class is what makes it an interesting test case for our method.
Dataset statistics are shown in Table 5.2. The data and specific train/test
splits for CIFAR-10, CIFAR-100, and CIFAR-100 Coarse were obtained from
the tensorflow_datasets package 2 from Tensorflow. For Tiny-ImageNet, we
used the provided train/validation/test splits as Li et al. (2015).

Table 5.2: Statistics for the classification datasets used in our experiments.
Dataset # Classes # Train # Test

Shapes 30 40,000 10,000
CIFAR-10 10 50,000 10,000
CIFAR-100 Coarse 20 50,000 10,000
CIFAR-100 100 50,000 10,000
Tiny-ImageNet 200 100,000 10,000
ImageNet 1000 1,281,167 50,000

varying the amount of training data . Similar to our experiments
on synthetic data, we compare the baseline method with our curriculum-
based approach, while varying the amount of labeled examples. Our results,
reported in Table 5.3, show that our approach is able to boost baseline per-
formance for all models and across all datasets. As expected, the accuracy
gains are most significant when we have a large number of labels. A more
controlled setting for observing this effect is to compare the gains on CIFAR-
100 and CIFAR-100 Coarse, where the input images and the number of sam-
ples are similar, but where one dataset contains more fine-grained labels.
Moreover, when comparing results on the same dataset between the smaller

2https://www.tensorflow.org/datasets/catalog/

https://www.tensorflow.org/datasets/catalog/
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Table 5.3: Results on real datasets, showing the accuracy mean and standard error
for the baseline model, computed over 5 runs, as well as the accuracy gain achieved
by the our curriculum approach, computed per run and then averaged.

Model Dataset #Train Baseline Accuracy Curriculum Accuracy
Gain (%)

CNN

CIFAR-10 50k 70.92± 0.37 0.69± 0.32
CIFAR-10 20k 64.66± 0.53 1.28± 0.60
CIFAR-10 10k 59.52± 0.35 1.24± 0.46
CIFAR-10 5k 53.64± 0.19 1.57± 0.39
CIFAR-100 Coarse 50k 49.63± 0.35 1.22± 0.38
CIFAR-100 Coarse 20k 42.04± 0.29 1.84± 0.51
CIFAR-100 Coarse 10k 36.61± 0.19 1.77± 0.56
CIFAR-100 Coarse 5k 31.80± 0.28 1.38± 0.22
CIFAR-100 50k 35.87± 0.23 3.31± 0.59
CIFAR-100 20k 27.83± 0.34 2.27± 0.37
CIFAR-100 10k 21.96± 0.49 2.67± 0.68
CIFAR-100 5k 17.20± 0.20 1.92± 0.24
Tiny-ImageNet 100k 21.94± 0.19 2.73± 0.49
Tiny-ImageNet 50k 16.33± 0.32 3.06± 0.33
Tiny-ImageNet 20k 10.16± 0.22 2.02± 0.34
Tiny-ImageNet 10k 7.38± 0.11 1.14± 0.19

Resnet18

CIFAR-100 50k 76.11± 0.20 1.08± 0.12
CIFAR-100 20k 61.24± 0.21 2.73± 0.41
CIFAR-100 10k 46.01± 0.91 4.61± 0.40
CIFAR-100 5k 20.98± 0.35 2.32± 0.97

Resnet50

CIFAR-100 50k 77.21± 0.40 2.20± 0.53
CIFAR-100 20k 63.31± 0.38 0.52± 0.45
CIFAR-100 10k 51.21± 0.22 0.39± 1.01

WRN-28-10

CIFAR-100 50k 80.10± 0.20 0.55± 0.13
CIFAR-100 10k 58.72± 0.38 1.29± 0.35
CIFAR-100 5k 43.77± 0.98 2.49± 0.90
CIFAR-100 1k 14.87± 0.14 0.54± 0.56

and the larger models, we observe that the gains are larger for models with
lower baseline performance, which is expected given that in these cases
there is more room for improvement. Interestingly, the WideResnet-28-10

performance on CIFAR-100 follows the same trend as our observations on
the shapes dataset: we see the largest gains in the middle regime (neither
too much nor too little training data).

inspecting the curriculum . To understand how our curriculum has
been trained, we show the generated class hierarchy for CIFAR-10 in Fig-
ure 5.2, and for CIFAR-100 in the list below. Most clusters are intuitive,
matching our expectation based on semantic similarity (e.g., {crab, lobster},
{bicycle, motorcycle}), but there are a few interesting examples (e.g., {lamp,
cup}, {skyscraper, rocket}) that are based on visual similarity as interpreted
by the model. The latter examples stress the importance of automatically
generating hierarchies based on what the model itself finds confusing, rather
than using hand-crafted ones.
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Generated label hierarchy for CIFAR-100:
• Level 1:

Cluster 1 : apple, pear, sweet_pepper, orange, aquarium_fish, sunflower, rose, or-
chid, tulip, poppy, crab, lobster

Cluster 2 : baby, woman, girl, hamster, boy, man, fox, lion, snail, camel
Cluster 3 : flatfish, ray, shark, turtle, dolphin, whale, bear, chimpanzee, skunk, cat-

tle, dinosaur, elephant, seal, otter
Cluster 4 : crocodile, lizard, shrew, beaver, porcupine, mushroom, kangaroo, tiger,

leopard, trout, possum, wolf, mouse, raccoon, squirrel, rabbit
Cluster 5 : lamp, cup, worm, chair, bed, table, keyboard, couch, snake, bicycle, mo-

torcycle, can, telephone, television, bottle, wardrobe, bowl, plate, clock
Cluster 6 : caterpillar, bee, butterfly, cockroach, spider, beetle
Cluster 7 : willow_tree, forest, oak_tree, palm_tree, pine_tree, maple_tree, skyscraper,

rocket, tractor, train, tank, castle, bridge, house, streetcar, pickup_truck,
bus, lawn_mower, mountain, cloud, road, sea, plain

• Level 2:
Cluster 1 : apple, pear, sweet_pepper, orange
Cluster 2 : aquarium_fish, sunflower, rose, orchid, tulip, poppy
Cluster 3 : bowl, plate, clock
Cluster 4 : castle, bridge, house
Cluster 5 : streetcar, pickup_truck, bus, lawn_mower
Cluster 6 : fox, lion, snail, camel
Cluster 7 : skunk, cattle, dinosaur, elephant
Cluster 8 : mountain, cloud, road, sea, plain
Cluster 9 : crab, lobster

Cluster 10 : crocodile, lizard
Cluster 11 : lamp, cup
Cluster 12 : flatfish, ray, shark, turtle, dolphin, whale
Cluster 13 : baby, woman, girl, hamster, boy, man
Cluster 14 : willow_tree, forest, oak_tree, palm_tree, pine_tree, maple_tree
Cluster 15 : mushroom, kangaroo, tiger, leopard, trout
Cluster 16 : possum, wolf, mouse, raccoon
Cluster 17 : seal, otter
Cluster 18 : squirrel, rabbit
Cluster 19 : skyscraper, rocket
Cluster 20 : tractor, train, tank
Cluster 21 : bear, chimpanzee
Cluster 22 : shrew, beaver, porcupine
Cluster 23 : worm, chair, bed, table, keyboard, couch, snake
Cluster 24 : caterpillar, bee, butterfly
Cluster 25 : cockroach, spider, beetle
Cluster 26 : bicycle, motorcycle
Cluster 27 : can, telephone, television, bottle, wardrobe

• Level 3:
Each class has its own cluster.

Moreover, we show the progression of the accuracy per epoch, with and
without curriculum, in Figure 5.7,
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Figure 5.7: Test accuracy per epoch on the CIFAR-100 using a CNN. The curriculum
here had 3 levels, all visited in the first 11 epochs, which is the time it took the
baseline to reach 90% of its accuracy.

comparing to other approaches . We also compare our approach to
other related methods:

1. a recent method by Saxena et al. (2019) which is, to the best of our
knowledge, the only other existing curriculum approach operating in
label space. This method also supports using a curriculum in both
the label space and the input space simultaneously. We refer to the
two variants of this method as DP-L (label space) and DP-LI (label and
input space).

2. a recent hierarchical classification method (Wan et al., 2021), termed
NBDT, that uses a label hierarchy generated automatically, similar to
our EmbeddingSim.

3. the popular self-paced learning (SPL) method of Kumar et al. (2010),
which allows us to compare with an established input space curricu-
lum approach.

4. a multitask learning approach which trains in parallel all levels of the
hierarchy (Multitask). This is meant to test if training the tasks sequen-
tially (as given by the curriculum) matters, or having a contribution
from each of them throughout training is enough.

Note that there is no standardized evaluation setting for curriculum learn-
ing methods, and thus most of the published approaches use their own cus-
tom setup. For a fair comparison, we replicated the setup from NBDT when
training our approach (including the Resnet and WideResnet architectures,
learning rate and other hyperparameters), and implemented other methods
(SPL and Multitask) from scratch where code was not available. We also im-
plemented our CNN architecture within the published code repositories of
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Table 5.4: Results on real datasets, showing the accuracy mean and standard error
for the baseline model, computed over 5 runs, as well as the accuracy gain achieved
by the various curriculum approaches, computed per run and then averaged. The
missing numbers are due to the fact that we were only able to run competing
methods using the CNN, due to limited computational resources. For the larger
models, we report the numbers published in the respective papers, and do not
include standard errors as they were not reported. CIFAR-100 C refers to the coarse
version of the CIFAR-100 datasset.

Model Dataset
Accuracy (%) Accuracy Gain (%)

Baseline SPL DP-L DP-LI Multitask NBDT C2F (Ours)

CNN

CIFAR-10 70.92± 0.37 -0.04± 0.19 0.26± 0.20 0.53± 0.30 0.12± 0.25 0.04± 0.38 0.69± 0.32
CIFAR-100 C 49.63± 0.35 -0.27± 0.09 -0.65± 0.34 -0.75± 0.47 -0.08± 0.24 — 1.22± 0.38
CIFAR-100 35.87± 0.23 0.94± 0.61 0.14± 0.25 0.26± 0.31 0.69± 0.15 0.45± 0.45 3.31± 0.59
Tiny-ImageNet 21.94± 0.19 -0.97± 0.97 -0.05± 0.14 -0.08± 0.15 0.33± 0.33 0.22± 0.28 2.73± 0.49

Resnet18

CIFAR-100 C 84.57± 0.14 -0.21± 0.82 — — 0.53± 0.02 — 0.69± 0.11
CIFAR-100 76.11± 0.20 0.51± 0.45 — — 0.01± 0.37 -1.19 1.08± 0.12
Tiny-ImageNet 65.03± 0.09 -0.19± 0.15 — — -0.76± 0.42 -0.80 0.12± 0.14

Resnet50
CIFAR-100 C 84.68± 0.47 -1.21± 0.56 — — -0.97± 0.51 — 0.49± 0.41
CIFAR-100 77.21± 0.40 -1.68± 0.55 — — 0.43± 0.89 — 2.20± 0.53

WRN-28-10
CIFAR-100 80.10± 0.20 0.50± 0.41 — 0.70± 0.33 0.21± 0.12 2.77 0.55± 0.13
Tiny-ImageNet 64.14± 0.15 — — — — 2.52 3 1.01± 0.22

the methods DP-L and NBDT, and ran their training pipeline. We tried sev-
eral hyperparameter configurations starting with the ones reported in the
original publications (DP-L and DP-LI have 3 and 6 curriculum-specific hy-
perparameters, respectively). For the larger models we report the numbers
from their respective publications, where available.

The results are shown in Table 5.4. Surprisingly, DP-L and DP-LI generally
do not perform well for the small CNN. They do, however boost the accuracy
of the larger model by 0.7%. The results for SPL are inconsistent; it some-
times improve the performance of the baseline and it sometimes does not
(note that we have also attempted to tune its pace parameter, denoted as K
in the original publication, in order to allow for a fair comparison). This re-
sult is interesting, because SPL has been shown to work well for other types
of problems (though generally involving data of a sequential nature). One
possible explanation for this result is that input space methods such as SPL
are better suited for problems where the difficulty of training examples can
be quantified (e.g., some examples involve longer sequences or are noisier
than others), and less so for datasets like the ones we consider, where the
difficulty is possibly given by the inter-class similarities. This is possibly
why DP-L and DP-LI are also very similar in terms of performance. NBDT
results in some improvements for CNN and WideResnet, but also incurs a
significant loss in accuracy for Resnet-18, as also reported in the original
paper. Multitask generally performs similarly to or slightly better than the
baseline, suggesting that there is value in adding a loss function contribu-

3This difference is with respect to our baseline accuracy of 64.14%, but the difference
would be −0.99% relative to their own baseline, which we could not reproduce. Similarly,
for CIFAR-100, the difference relative to their baseline is 0.78%.
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Figure 5.8: Accuracy of our coarse-to-fine curriculum strategy with different cur-
riculum lengths on CIFAR-100.

tion for each level of label granularity. However, our approach results in the
largest improvements, suggesting that learning these tasks sequentially in a
coarse-to-fine order, is important.

hyperparameter sensitivity. We evaluate the sensitivity of our cur-
riculum approach to the length of the curriculum. In Figure 5.8, we show
the accuracy of the CNN on the CIFAR-100 dataset, using various curricu-
lum lengths. For a fixed curriculum length (in number of epochs), we di-
vide it equally among the hierarchy levels. Once the final hierarchy level is
reached, we train until the validation accuracy has not improved for the last
50 epochs. As can be seen in Figure 5.8, this threshold is enough for both
the baseline model and the curriculum models to reach their best point. The
results suggest that there is an optimal middle curriculum length: too few
epochs and the coarse hierarchy levels do not have enough time to train
and provide good initial points for the next level; too many epochs and
the auxiliary hierarchy levels start overfitting, and their performance starts
dropping before we move on to the next level. However, our curriculum
method is robust overall, because despite the large range of curriculum
lengths we used across all experiment runs, the performance of the cur-
riculum trained model consistently outperformed or at least matched the
baseline model performance.

5.2.6 Related Work

Most prior work in curriculum learning focuses on the notion of example
difficulty, rather than task difficulty (e.g., Bengio et al., 2009; Jiang et al.,
2015; Guo et al., 2018b; Jiang et al., 2018; Wang et al., 2018; Zhou and Bilmes,
2018). The difficulty of the examples is estimated based on problem-specific
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rules (e.g., sentence length in natural language processing; Bengio et al.,
2009; Platanios et al., 2019) or based on the progress of the learner (e.g., the
loss on each sample in SPL; Kumar et al., 2010; Jiang et al., 2015). Using the
sample difficulties, these methods then decide when a sample should be
shown to the model, starting with the easy ones first. Perhaps most related
to our work is the work of Saxena et al. (2019), where the logits predicted
for each training example are scaled by a corresponding class weight, which
is learned together with the model parameters. While this can be seen as a
form of curriculum in output space, the core idea is different.

There also exist a few methods that consider curricula in task space in
the context of multitask learning. For example, Pentina et al. (2015) pro-
pose a multitask learning approach where a set tasks are learned one at
a time, as opposed to jointly, by sharing knowledge between subsequent
tasks, instead of solving all of them jointly. Other curriculum approaches
for multitask learning include Guo et al. (2018a) and Sarafianos et al. (2018).
However, multitask learning is different than our setting because: (i) the
tasks are provided, rather than being automatically generated, and (ii) the
goal is typically to perform well on all of the tasks and not just one of them.

A line of work related to curriculum in output space and which can be
viewed as a curriculum in task space is in the area of reinforcement learning,
where agents are trained to achieve incrementally more difficult goals (e.g.,
Florensa et al., 2017; Narvekar et al., 2017; Svetlik et al., 2017; Sukhbaatar
et al., 2018). While these approaches do alter the target task, the setting is
very different from ours and therefore these methods could not be directly
translated to the supervised classification regime.

The idea of solving tasks in a coarse-to-fine order has previously been ex-
plored in computer vision and signal processing (e.g., for object detection
and recognition Fleuret and Geman, 2001; Amit et al., 2004; Moreels and
Perona, 2005; Ren et al., 2018), head pose estimation (Wang et al., 2019c), or
more general computer vision tasks (Sahbi and Boujemaa, 2002; Lu et al.,
2011; Zambanini and Kampel, 2012; Mazić et al., 2015; Wu et al., 2019). Sim-
ilarly, coarse-to-fine ideas have also been used for various tasks in natural
language processing (e.g., Dong and Lapata, 2018; Lee et al., 2018; Yao and
Al-Dahle, 2019). Our approach is different in that it is widely applicable; it
does not depend on the problem space at hand, but can rather be applied
as-is to any classification problem. In a different line of work, Srivastava
and Salakhutdinov (2013) proposed a probabilistic learning method using
a class hierarchy. A tree-based prior over the last layer of a neural network
is used to encourage classes closer in the hierarchy to have similar param-
eters. Moreover, Bilal et al. (2017) obtain coarse clusters of classes from the
confusion matrix and introduce extra branches to a neural network architec-
ture during training that classify the coarse classes simultaneously during
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training (similar to our Multitask baseline, but the branches are introduced
at custom positions in the model).

Finally, some of the ideas in our paper bear some resemblance to hier-
archical classification (e.g., Bennett and Nguyen, 2009; Ramaswamy et al.,
2015; Ramírez-Corona et al., 2016; Xu and Geng, 2019). As discussed in Sec-
tion 5.2.4, there is a fundamental difference between our approach, which
is purely a training algorithm, and the various HC methods (that also lever-
age the hierarchy during inference, such as NBDT; Wan et al., 2021). For
example, some HC methods propose special architectures that can make
predictions at all levels of the hierarchy and combine them (e.g., Wehrmann
et al., 2018), or use the predictions for coarse labels as inputs to a classifier
for finer labels (e.g., Bennett and Nguyen, 2009). We provide a more de-
tailed comparison with different HC approaches in Appendix A.1.4. How-
ever, the important take-away is that our method is: (i) general purpose,
meaning that it can be used to train any baseline model without requiring
a special architecture, and (ii) does not affect the model during inference,
meaning that it does not require any extra memory or computation.

5.2.7 Discussion

In this section, we proposed a curriculum learning algorithm in task space
aimed at single-task classification problems. Our approach:

(i) breaks down complex classification tasks into sequences of simpler
tasks, and

(ii) goes through these tasks in order of increasing difficulty, training a
classifier for each task and transferring the acquired knowledge be-
tween the trained classifiers.

We showed that our approach achieves significant performance gains
on both synthetic and real data, using multiple neural network architec-
tures. Our approach shows especially great promise for settings with low
amounts of training data, where machine learning models are prone to over-
fitting, and pretraining (even on the same dataset) can bring large boosts in
performance. Finally, our approach is purely a training strategy, and does
not incur any additional memory or computational costs during inference.
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5.3 curricula for compositional multitask learning

Multitask learning refers to a problem setting in which we want to jointly
learn multiple related tasks (Caruana, 1997). It is a very active research area
in machine learning, with numerous methods proposed in the past couple
of decades (e.g., Xue et al., 2007; Collobert and Weston, 2008; Misra et al.,
2016; Zhao et al., 2020), and with numerous uses across many application
domains (e.g., Ji et al., 2009; Xu and Yang, 2011; Peng et al., 2017; Kendall
et al., 2018). In this setting, the learning tasks are usually trained in parallel,
for example by alternating between tasks in random order and updating
the model with a batch of examples from each task. Therefore, it is natural
to consider whether a curriculum would be useful in this case, and if there
is any benefit in learning the tasks in order of difficulty. This problem has
been investigated in prior work, such as Pentina et al. (2015), Guo et al.
(2018b), and Sarafianos et al. (2018), where the models are applied to image
classification tasks.

However, in this thesis we focus on a particular class of multitask prob-
lems: problems with compositional tasks. Since “composition” is an over-
loaded term used with different meanings, let us define what it means in
our setting. Consider a multitask-learning setting where we aim to learn a
set of functions f1, f2, ..., fK. We assume that each of these functions can be
expressed as a composition (in the mathematical sense, where (f ◦ g)(x) =
f(g(x)) for two functions f and g) of a small set of primitive functions that
need to be learned, and that are shared among functions f1, f2, ..., fK.

We chose to focus on compositional tasks, because this is a setting that is
very common in the real world and yet very difficult for machine learning
methods nowadays, and where we expect that curriculum learning can have
a large impact. In the next sections, we consider two problems, in which the
composition between the tasks is modeled either explicitly (i.e., the relation-
ships between the tasks are explicitly used by the model architecture to
improve its predictions) or implicitly (some difficult tasks implicitly require
the model to be able to solve easier ones, and learning the easier tasks
first seems to be beneficial despite the fact that task relationships are not
explicitly modeled in the architecture). We propose some ideas of how cur-
riculum learning can be applied in each of these settings, and we evaluate
what kind of benefits we can expect.
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5.3.1 Learning Arithmetic using Explicit Task Composition

In this section we illustrate an approach of combining curriculum learn-
ing with semi-supervised and self-supervised learning. We apply this on
a learning setting very common in human learning—learning arithmetic—
and which provides a textbook definition of compositional tasks.

In human learning, students are introduced to arithmetic operations in a
specific order: first they are taught to count, then to add, then to multiply,
etc. The operations are taught in this order not only because counting is
easier than adding, which is easier than multiplying, and so on, but also
because the compositional relationship between these operations provides
additional benefits when taught in this order. Once a student has learned
how to count, her teacher tells her that "adding x and y simply means count-
ing y times starting at x". Similarly, once the student knows how to add,
her teacher will explain that "multiplying x and y simply means adding
x, y times". Using the relationships between these different learning tasks
gives the students a means of verifying their answers (e.g., use addition to
verify a multiplication result), as well as a means of “generating their own
examples” for practicing on their own.

In this line of work, we replicate this setting using neural networks. The
goal is to train a machine learning system to perform basic arithmetic op-
erations (counting, addition, multiplication) using very little labeled data.
We refer to the process of learning each operation as a separate learning
task. Thus we operate in a multitask learning (MTL) setting. We represent the
compositional relationships between the learning tasks explicitly in the ar-
chitecture. We show that, by taking advantage of these relationships, and by
training on these tasks in a particular order as driven by a curriculum, the
system can take advantage of human-like strategies such as self-training,
and perform better. In what follows, we introduce our data and experimen-
tal setting.

5.3.1.1 Multitask Framework

problem formulation. We use the same problem formulation as in-
troduced in Section 4.2 for performing addition digit-by-digit. However, in
this case we have multiple functions that we want to learn, one for learn-
ing each operation: fcount : Xcount → Ycount, fadd : Xadd → Yadd,
fmult : Xmult → Ymult. In what follows we use fop to refer to any of
these functions, where “op” stands for an arbitrary arithmetic operation.

All functions operate on the similar input domains, with addition and
multiplication operating over pairs of integers, and counting takes a single
integer input. The addition and multiplication functions estimate the sum
and product of the provided input numbers, respectively, while counting es-
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Figure 5.9: A self-supervised learning setting for learning arithmetic operations.
The system is provided with labeled examples only for learning how to count.
Once the model has learned how to count, it can self-label training examples for
learning addition, using the compositional relationship between counting and ad-
dition. Similarly, once the model has learned how to add, it can self-label data for
learning multiplication, etc.

timates the next consecutive number (i.e., for an input number x, it should
predict x+ 1). All functions predict integer numbers. The inputs are pro-
vided to the corresponding model digit-by-digit, and the model also makes
predictions digit-by-digit. Thus, the inputs and outputs are in fact sequences
of digits of arbitrary length, instead of natural numbers. We formally define
the input and output domains as:

Xcount = {(xn)n∈N|xn ∈ {0, ..., 9}} (5.2)

Xadd = Xmult = {((x
(1)
n )n∈N, (x(2)m )m∈N)|x

(1)
n , x(2)m ∈ {0, ..., 9}}

(5.3)

Ycount = Yadd = Ymult = {(yn)n∈N|yn ∈ {0, ..., 9}} (5.4)

where (xn)n∈N represents a sequence of natural numbers of arbitrary length.
To train this system we are provided with labeled and unlabeled exam-

ples from each task. Let NLop and NUop refer the to the number of labeled
and unlabeled samples for task op. For addition and multiplication, NLop
can be 0.

baseline training . We train the baseline model only on the labeled
dataset for each task. In a typical MTL fashion, we train the model by sam-
pling batches of examples alternatively from each task, and updating the
corresponding model parameters. We update the model parameters using
the average cross-entropy loss for each predicted digit at every time step,
similar to Section 4.2. That is, for a batch of samples of size B < NLcount,
indexed by i:

Llabeledop =
1

B

∑
i

ni∑
j=1

cross_entropy(fcount(xi),yij). (5.5)
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where xi and yi are the input and output of labeled sample i of task op, ni
is the number of digits in yi, and yij is the j-th digit of yi.

curriculum training . The curriculum model is trained by prioritizing
certain tasks in the beginning of training, instead of alternating between
all tasks uniformly. We start by training the system only on the counting
task, using labeled data. When counting reaches a target validation accu-
racy threshold (threshcount), we allow the model to also train on the addi-
tion task. However, for addition we can use not only the labeled training set,
but we can also self-label the available unlabeled data using the counting
module. We describe how we perform the self-labeling in the paragraph
below. Similarly, once the addition task reaches a target validation accuracy
threshold (threshadd), we can use the addition module to self-label data
for multiplication, and start training this task as well. In this work, we set
the two thresholds manually, as a proof of concept that such a setup could
work. For future work, it would be interesting to develop a curriculum ap-
proach that can automatically derive these thresholds. When multiple tasks
are enabled for training, we alternate between the allowed tasks in random
order and update one batch from each task at a time, as in standard multi-
task learning. An illustration of the described self-training setting is shown
in Figure 5.9.

self-labeling . We can generate labels for the unlabeled data for addi-
tion and multiplication, using the already trained counting and addition
modules, respectively, by taking advantage of the known compositional re-
lationship between these operations:

• a+b = count up starting at b, a times = fcount(fcount(...(fcount(b))))︸ ︷︷ ︸
a times

• a× b = add b, a times = fadd(b, fadd(b, ...(fadd(b, 0))))︸ ︷︷ ︸
a times

The algorithms for generating labels in this manner are presented in Algo-
rithm 5.4 and Algorithm 5.5.

model . We use the LSTM model introduced in Section 4.2 for performing
addition digit by digit. However, in this case we have multiple such LSTM

models, one for learning each operation. Concretely, for each pair of num-
bers that we want to add or multiply, we provide the two operands as input
to the corresponding LSTM model one digit at the time (from least signifi-
cant to most significant digits), and the model predicts the result, also digit
by digit. For counting, the LSTM is provided with a single input number x
digit by digit, and the model needs to predict x+ 1, digit by digit.
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Algorithm 5.4: Generating Labels for Addition using Counting
// This algorithm generates samples for addition using the counting module.

Inputs : Trained counting model fcount.

Unlabeled data for addition {(x(1), x(2))i}
NU

add

i=1 , each sample consisting of
two sequences of digits x(1) and x(2) .

1 y← []
2 for i← 1, . . . ,NUadd do

// Count up starting at x
(1)
i , x

(2)
i times.

3 yi ← x
(1)
i

4 for iter← 1, . . . ,integer(x(2)) do
5 logits← fcount(x

(1)
i )

6 yi ← argmax(logits, axis=-1)

Output: y.

Algorithm 5.5: Generating Labels for Multiplication using Addition
// This algorithm generates samples for multiplication using the addition module.

Inputs : Trained addition model fadd.

Unlabeled data for multiplication {(x(1), x(2))i}
NU

mult

i=1 , each sample
consisting of two sequences of digits x(1) and x(2) .

1 y← []
2 for i← 1, . . . ,NUmult do

// Add x
(1)
i , x

(2)
i times.

3 yi ← (0, 0, 0, ...., 0)
4 for iter← 1, . . . ,integer(x(2)) do
5 logits← fadd(x

(1)
i ,yi)

6 yi ← argmax(logits, axis=-1)

Output: y.

5.3.1.2 Training

We train the system using stochastic gradient descent, with batch size 128,
and update the model parameters using the mean cross-entropy loss over
the predicted digits probability at every time step, similar to Section 4.2.
We use the Adam optimizer (Kingma and Ba, 2015) with learning rate 0.001
and momentum 0.9. Similar to the previous experiments, we implemented
our system using TensorFlow (Abadi et al., 2016).

5.3.1.3 Data

train. We generate 1, 000 labeled and 10, 000 unlabeled samples per task.
Given our self-supervised setting, in principle we do not need any labeled
data, except for learning to count. However, we decided to provide the
system with a small amount of labeled data for each task, in order to be
able to compare the curriculum approach with a baseline method, which
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otherwise could not be trained without supervision. In the training data,
all input numbers have between 1− 5 digits.

test interpolation. We generate 1, 000 test instances from the same
distribution as the training data, where the input terms consist of 1 − 5
digits, which allows us to test the model’s ability to interpolate between the
training samples.

test extrapolation. We generate 1, 000 test instances where the input
terms consist of 6− 10 digits. This allows us to test the model’s ability to
extrapolate beyond the training distribution, on more difficult examples.

5.3.1.4 Results

We ran experiments with threshadd = threshmult = 90% and we present
the results in Figure 5.10. We evaluate the models in terms of exact match
accuracy (i.e., each prediction is either awarded a score of 1.0 if all the digits
are predicted correctly, or 0.0 otherwise).

As can be observed from the figure, counting is a very easy task, and
the baseline quickly achieves 100% accuracy, both for interpolation and ex-
trapolation. For addition, the baseline also achieves good results, with 95%
accuracy in the interpolation case and around 80% accuracy for extrapo-
lation. The curriculum approach starts later, waiting for counting to reach
threshadd = 90% accuracy, and then quickly outperforms the baseline,
with 98% accuracy for interpolation and 87% accuracy for extrapolation.
Thus the benefits are larger on out-of-distribution data.

For the multiplication task, the baseline achieves 1.5% accuracy in the
interpolation case, while the curriculum approach obtains 4.0% accuracy.
However, neither the baseline nor the curriculum can extrapolate in this
case. These results suggest that multiplication is a difficult very difficult
task for this type of model, and that we should be considering model ar-
chitectures more suitable for this problem. In fact, there are active areas of
research in machine learning focused on developing models that can per-
form multiplication (Trask et al., 2018; Madsen and johansen, 2020).

5.3.1.5 Discussion

In this case study we have seen how curriculum learning can be combined
with other learning strategies such as semi-supervised learning and self-
training. By taking advantage of the compositional relationships between
tasks, and by applying a curriculum that keeps track of each task’s pre-
requisites, we can improve the performance of the model by self-labeling
unlabeled data. We obtained good results both for interpolation and extrap-
olation. However, the low accuracy for multiplication suggests that while
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Figure 5.10: Results for semi-supervised learning model trained to perform arith-
metic tasks (counting, addition, multiplication). We show the performance of two
models—one trained without a curriculum ("Baseline") and one trained using cur-
riculum learning in task space ("Curriculum")—evaluated in two settings: on an
interpolation dataset (1− 5 digits), and on a extrapolation dataset (6− 10 digits).
For counting we only show the baseline model, since we always train it in a fully-
supervised way using the provided labeled dataset.

our strategy can bring some improvements, it is not a replacement for better
architectures that can model this task better.
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5.3.2 Implicit Task Composition for Multimodal Image Understanding

In the previous section we considered a multitask setting, where the com-
positional relationship between the tasks of interest was known, and we
could explicitly represent it in our system. However, in some cases it is hard
to know how to represent this composition explicitly. Nevertheless, even
in this case curriculum learning can be used in a different way. We fur-
ther illustrate this with another case study. We start from the multimodal
language understanding problem we introduced in Section 4.5, where we
trained a model to predict the agreement between images and their natural-
language captions on the ShapeWorld dataset (Kuhnle and Copestake, 2017).
In that case, we only considered one type of task: an existential task
where the captions always specified the existence of a shape, or a color, or a
shape-color combination (e.g., “There is a red shape.”, “A cross is blue.”), and
applied an input space curriculum on the number of shapes in the image.

We now convert the problem into a multitask learning setting, by intro-
ducing more types of tasks. We then take advantage of the implicit task
composition and design a task space curriculum to learn these tasks in order.
We consider the following tasks:

– existential: similar to Section 4.5, as described above.

– conjunctions: consisting of conjunctions of existential tasks (e.g.,
“There is a gray square and there is a gray ellipse.”).

– disjunctions: consisting of disjunctions of existential tasks (e.g.,
“A shape is a yellow cross or there is a gray ellipse.”).

– conjunctions & disjunctions: consisting of a combination of con-
junctions and disjunctions of existential tasks. Therefore, a model
solving this task would need to learn the difference between “and”
and “or”.

– quantitative: consisting of quantitative statements, using both nu-
meric attributes (e.g., “More than five shapes are red ellipses."), as well as
fractional descriptions (e.g., “Exactly half the crosses are magenta.").

– spatial: consisting of statements related to the position of objects
(e.g., “A magenta rectangle is to the right of a cross.", “A red shape is below
an ellipse.”).

– selection: consisting of descriptions that identify and describe a spe-
cific object in the image. The entity can be identified through its abso-
lute position, relative position, size, color, or any combination of these
(e.g., “The upper red shape is a rectangle.”, “The magenta shape farther from
the cyan cross is a cross.’, “The biggest green shape is an ellipse.”).
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It is easy to notice that certain tasks depend on others. For instance, the
selection task requires the model to be able to identify the existence of
one or more objects with certain attributes (existential, conjunctions),
but also to understand their relative positioning (spatial). However, the
way the selection captions are phrased cannot necessarily be expressed
in terms of a composition of existential, conjunctions and spatial cap-
tions. Instead, the composition may take place at a higher level of repre-
sentation, and not directly on the model inputs. Therefore, we pose the fol-
lowing question: can a curriculum in task space, through which the tasks
are learned in a particular order, help the model perform better, despite the
fact that we do not explicitly model the task compositions? We refer to this
means of taking advantage of the dependencies between tasks without ex-
plicitly representing the composition function as implicit task composition.
We further analyse this empirically.

5.3.2.1 Method

We consider multiple learning settings:

1. single-task learning, where each task is trained in isolation, using a
separate model for each task.

2. multitask learning, where parts of the model architecture are shared,
and all tasks are trained in parallel, alternating between them in ran-
dom order (sampled from a uniform distribution).

3. multitask curriculum learning, where parts of the model architecture
are shared among tasks, and the tasks are trained in an order specified
by a curriculum.

multitask model . In multitask learning, part of the model architecture
is shared among the tasks. In our experiments, we chose to share the first
two layers of the convolutional network (i.e., those performing the more
low-level processing), as well as the word embeddings. The rest of the ar-
chitecture is kept separate for each task, in order to allow it to adapt to the
task requirements. This is illustrated in Figure 5.11.

baseline training . For both the single task and multitask models with-
out curriculum we train the models in the following way. At every training
step, we sample uniformly a task from all tasks. We then sample a batch of
training samples from the chosen task, and update the model. We repeat
for a fixed number of training steps, or until all tasks have converged.
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Figure 5.11: Model used for multitask learning on the ShapeWorld dataset. The
gray area enclosed by a dashed line marks the part of the model architecture that
is shared among tasks.

curriculum training . Our proposed curriculum training algorithm
consists of the following steps:

1. Decide the task dependencies. For each task, we define a set of prereq-
uisites, consisting of those tasks that the model should learn (at least
to some extent) before attempting the current task (e.g., existential
could be a prerequisite for conjunctions). Thus, the task dependen-
cies can be represented as a directed acyclic graph (DAG), as the one
showed in Figure 5.12.

2. For each pair of tasks (t1, t2) where t1 is a prerequisite of t2, decide
an accuracy (or any other meaningful metric) threshold, thresht1→t2 ,
such that the multitask model is allowed to train on task t2 only after
t1 has reached thresht1→t2 accuracy (e.g., start training on conjunctions

when existential reaches 70% accuracy).

3. Start training. At every training step, sample uniformly a task from
the allowed tasks. Sample a batch of training samples from the chosen
task, and update the model.

4. Evaluate regularly (on a validation set, or even on the training set)
and update the allowed tasks. A task is allowed during training once
all its prerequisites have been satisfied.

5.3.2.2 Data

For each of the 7 tasks described earlier, we generate equal amount of train-
ing and test data, as follows. As before, all images contain 1− 8 shapes of
different colors. For training we generate 10, 000 images, each associated
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There is a magenta shape.

existen�al

There is a gray square and
there is a gray ellipse.

conjunc�ons
A shape is a yellow cross or

there is a gray ellipse.

disjunc�ons

More than five shapes
are red ellipses.

quan�ta�ve
The magenta shape farther
from the cyan cross is a cross.

selec�on
A gray rectangle is to
the right of a cross.
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There is a gray square and there is a gray ellipse.
A shape is a yellow cross or there is a gray ellipse.

conjunc�ons & disjunc�ons

Figure 5.12: Example of task dependencies for a task space curriculum. An arrow
between two tasks t1 → t2 indicates that t1 is a prerequisite of t2, and thus t1
should be prioritized before t2.

with 5 different captions (i.e., 50, 000 training samples per task). We also
generate 1, 000 images with 5 captions each for validation, per task. For
testing, we generate 5, 000 images with 5 captions each, per task.

5.3.2.3 Models and Training

We use the same CNN-LSTM model architecture and sizes as described in
Section 4.5, except part of the architecture is shared in the multitask learn-
ing case, as described earlier. We train all models using the Adam opti-
mizer (Kingma and Ba, 2015) with learning rate 0.001, momentum 0.9, and
batch size 512.

5.3.2.4 Results

We run experiments with single task learning, multitask learning without
a curriculum, and multitask learning with 4 different curricula. The 4 cur-
riculum DAGs and the corresponding accuracy thresholds are displayed
in Figure 5.13. The results for all training settings on the test datasets are
shown in Figure 5.14.

For the easier tasks such as existential, conjunctions, disjunctions,
conjunctions & disjunctions, or quantitative, the single task and mul-
titask models without curriculum perform on par, with accuracies between
70− 75%. For the harder tasks such as spatial and selection, the accura-
cies are lower (56− 58%), but the multitask model is able to take advantage
of the parameter sharing, and performs better than the single-task one.

The 4 curriculum settings perform overall better on all tasks, obtaining
up to 6−7% additional accuracy points. Interestingly, even the existential

task, which is a prerequisite for all other tasks and thus does not bene-
fit from pretraining on other easier tasks, performs better in the multitask
curriculum setting. However, depending on the prerequisite requirements,
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Figure 5.13: The four curriculum configurations whose results are presented in
Figure 5.14. Each edge in a DAG shows a task perquisite, together with its corre-
sponding accuracy threshold.
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certain tasks start training much later. Therefore, there is a trade-off be-
tween the gain in performance and total training time. Another interesting
observation is that, for some tasks, the curriculum approaches reach a better
accuracy than the standard training approaches, but soon start overfitting.
It is thus important to use the validation set in order to keep track of the
best performing model parameters.

5.3.2.5 Discussion

In this section, we have introduced a curriculum learning strategy for multi-
task learning. This approach takes advantage of the dependencies between
tasks and prioritizes training certain tasks early on. Our goal was to pro-
vide a proof of concept that such a strategy can improve model perfor-
mance. Indeed, for the problem at hand, the curriculum strategies reached
better performance, which will hopefully motivate future work at the in-
tersection of curriculum and multitask learning. For the future, it would
be beneficial to develop curriculum methods that can automatically detect
the task dependencies, to reduce the overhead of validating the curriculum
hyperparameters.

Moreover, note that when switching from a single task model to a multi-
task model, we chose which components of the architecture to share among
tasks based on intuition, without considering what is more beneficial for a
model trained with or without curriculum. For future work, it would be
interesting to analyze how the benefits gained with curriculum learning
vary relative to the amount of parameter sharing among tasks.
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Figure 5.14: Results on the ShapeWorld dataset, for multiple learning settings: sin-
gle task learning (red), multitask learning without a curriculum (gray), and mul-
titask learning with various curricula (shades of blue). The precise curricula for
each setting are described in Figure 5.13. We report the accuracy mean and stan-
dard error per training step, averaged over 5 runs. Note that not all curves start at
training step 0. This is because some of the tasks wait until their prerequisites are
satisfied, before starting to train.
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5.4 key takeaways

In this chapter we presented another approach to curriculum learning by
designing curricula that operate on the task space of a model, as opposed to
scheduling the training examples. We showed that this can be done both in
the context of single task learning and in multitask learning.

In single task learning, the data and model architecture are structured
with the goal of learning a single function of interest. Thus, a curriculum
in task space needs to create a series of auxiliary tasks, which are not pro-
vided and which are easier than the task of interest. In Section 5.2 we pro-
posed such an approach aimed at multiclass classification problems. Our
approach automatically derives a series of easier classification problems
operating on coarser labels. It then trains a classifier sequentially on these
tasks, transferring the knowledge acquired about the coarser labels through
the model parameters. We applied this training strategy to several common
model architectures (CNN, Resnet, WideResnet) on popular image classifi-
cation datasets (e.g., CIFAR-100, Tiny-Imagenet), and found that it achieves
significant performance gains, especially on low data regimes and on clas-
sification problems with many labels.

Moreover, we also considered curricula for multitask learning. Here, we
decided to focus on compositional problems, where current machine learn-
ing methods still struggle, and where we believe there is much to gain
from curriculum learning. In Section 5.3.1, we used the explicit composi-
tional relationships between tasks and we combined curriculum learning
with semi-supervised and self-supervised learning to improve the system
performance. We applied this idea to a synthetic scenario where we want
to train a neural network basic arithmetic (counting, addition, multiplica-
tion). With our proposed strategy, we were able to boost the results for both
interpolation (when the test data is sampled from the same distribution as
the training data) and extrapolation (when the test data is sampled from a
different distribution than the training data).

Finally, we also applied a different task-space curriculum learning ap-
proach on a multimodal image understanding problem. We generated mul-
tiple related tasks using the ShapeWorld framework (Kuhnle and Copestake,
2017). Here, the task compositions were implicit: for the model to be able to
solve more complex tasks (such as reasoning about the relative positioning
of objects in images), it must first be able to solve an easier task (such as
detecting if that object exists in the image). Without explicitly modeling the
relationships between tasks, we observed that just by training the tasks in a
particular order given by a curriculum, we were able to improve the overall
system performance on all tasks.

Taken together, these results show that there are various ways to apply
curriculum learning on the task space of a model to improve performance.





6
U N D E R S TA N D I N G C U R R I C U L U M L E A R N I N G : A C A S E
S T U D Y O N S E Q U E N T I A L D ATA

In this thesis so far, we have reviewed prior work on curriculum learn-
ing, proposed several novel methods for performing curriculum learning,
and presented multiple successful use cases. However, while there has been
been a significant amount of work on the practical usefulness of curriculum
learning, not much progress has been made towards a better theoretical
understanding of the effect of curriculum learning on optimization algo-
rithms. One of the main issues that thwarts progress on this front is that
curricula have been shown to bring benefits mainly for deep neural net-
works, which are notoriously hard to analyze theoretically. Existing theo-
retical work mostly focuses on self-paced learning (Fan et al., 2017; Ma et
al., 2017), or makes strong assumptions about the studied curriculum (e.g.,
Hacohen and Weinshall (2019) prove that an ideal curriculum selected with
respect to an optimal hypothesis can indeed improve learning). While these
studies are excellent first steps, more work is needed to fully understand the
effects of curriculum approaches that are commonly used in practice. For
instance, in our work in Chapter 4, curricula based on intuition inspired by
human learning were able to provide significant benefits in both training
speed and final performance, without relying on any knowledge about the
optimal model parameters.

Our goal in this chapter is to better understand how curriculum learning
affects training and why it benefits learning in some cases, while it hin-
ders it in others. Specifically, we are going to focus on a problem setting
where we have seen many successful applications of curriculum learning:
problems involving sequential data. Several publications (e.g., Bengio et al.,
2009; Spitkovsky et al., 2010; Sachan and Xing, 2016; Xu et al., 2020), includ-
ing our work presented in Chapter 4 used input space curricula on various
types of sequential data, and showed how such curricula can help neural
networks train faster and also sometimes obtain higher accuracy. Addition-
ally, many of these approaches use as the sample difficulty measure either
the sequence length, or other measures that correlate to some extent with
sequence length (e.g., sentence probability in Section 4.4). For this reason,
we focus on understanding the effect of length-based curricula on sequen-
tial data problems, and hope that our insights for this problem setting prove
to be beneficial to a wide variety of domains that involve sequential data,
including natural language processing, signal processing, finance, medical
applications, etc.
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To study the effect of curriculum learning on such problems, in this chap-
ter we consider several case studies of increasing complexity:

1. Learning the parity function using recurrent neural networks (RNNs).
2. Learning to add two numbers digit by digit using Long Short-Term

Memory (LSTM) networks (Hochreiter and Schmidhuber, 1997).
3. Learning arithmetic using encoder-decoder networks based on LSTMs

and Transformers (Vaswani et al., 2017).
4. Fine-tuning BERT (Devlin et al., 2019) on tasks included in the GLUE

benchmark datasets (Wang et al., 2019a).

For each of these scenarios, we try to understand the effect of curriculum
learning on the training process by analyzing the parameter gradients com-
puted during training and the loss function landscape.

6.1 analytical study

In this section we inspect analytically the parameter gradients equation for
the some of the models considered in this chapter, and discuss the effect
that we expect to see with curriculum learning. We then verify that we do
indeed observe this effect empirically in each of the case studies. Before
computing gradients for specific model architectures, in Section 6.1.1 we
consider a more abstract model representation, that applies to recurrent
neural networks (RNNs), as well as to other compositional models more
broadly. Then, in Section 6.1.2, we inspect the concrete gradients for the
simple RNN used in the first case study. Finally, based on the observations
from the analytical study, in Section 6.1.3 we propose two hypotheses about
when and why length-based curricula work.

6.1.1 Gradients for Composed Functions

Consider a scenario where the function that we want to learn, f parameter-
ized by θ, can be expressed as the composition of two other functions g and
h with parameters θg and θh, respectively, where θ = θg ∪ θh and θg and
θh may share parameters (θg ∩ θh 6= ∅):

f(x) = g(h(x)) (6.1)

This type of composition applies to RNNs, as well as other models. For
example, for RNNs this is a composition of the same function, applied
repeatedly, once for each element of the sequence being modeled. However,
we are now going to focus on the simplified function f for simplicity of
exposition and without loss of generality.
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Let us first inspect the gradients of f with respect to θg. By applying the
chain rule, we have that:

∂f(x)

∂θg
=
∂g(h(x))

∂θg
=
∂g(y)

∂θg

∣∣∣
y=h(x)

+
∂g(h(x))

∂h(x)

∂h(x)

∂θg
(6.2)

Here we have decomposed the gradient of g(h(x)) with respect to θg into a
component that depends only on the transformation performed by function
g, and a component that depends on the nested function h due to the fact
that θg and θh may share parameters.

If the function g(y) applies some transformation on the inputs y using
the parameters θg, as is typically the case in neural networks, then the
gradient ∂g(y)∂θg

depends on y (i.e., ∂g(h(x))∂θg
depends on the value of h(x)).

Thus the update that we apply to θg depends on the estimate of h(x) using
the current θh parameters. This can be a problem early on during training
while the parameters θh are far from converged and their distribution may
be shifting. This a well known problem in machine learning, known as inter-
nal covariate shift, which refers to “the change in the distribution of network
activations due to the change in network parameters during training” (Ioffe
and Szegedy, 2015). More generally, in neural networks, the predictions of
the first layer are passed as input to the second layer, the predictions of the
second layer are passed as input to the third layer, etc. Because of this, when
the parameters of a particular layer (especially an early one) change, the in-
put distribution of all subsequent layers also changes. This makes deep
models harder to train, and requires special tricks such as learning rate
schedules that progressively lower the learning rate, careful initialization,
or using methods designed to mitigate this such as batch normalization
(Ioffe and Szegedy, 2015). Such strategies can ameliorate the problem, but
slow down training and also require additional tuning efforts. RNNs can
be seen as deep networks by “unrolling” the time dimension, and thus are
also prone to this issue, even more so when training on longer sequences. A
curriculum based on sequence length may be able to improve the internal
covariate shift issue, because the predictions for the shorter sequences may
have stabilized by the time the model is allowed to see longer ones.

Let us now consider the gradients of f with respect to θh:

∂f(x)

∂θh
=
∂g(h(x))

∂θh
=
∂g(h(x))

∂h(x)

∂h(x)

∂θh
(6.3)

Early on during training, while θg is far from its correct value, the pre-
diction for g(h(x)), and consequently the value of ∂g(h(x))∂h(x) , is likely far

from its optimal value. Therefore, the update that we apply to θh via ∂f(x)
∂θh

will also be noisy. For RNNs this means that the updates that we apply
to correct the predictions for the beginning of the sequence will be noisy
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due to the multiplier coming from the wrong predictions at the end of
sequence. Therefore, it is worth considering training h (which, for RNNs
means shorter sequences) in isolation if possible, before training the com-
posed function jointly. In fact, for many RNN problems, datasets typically
have examples of different lengths which would allow us to do this using a
length-based curriculum.

Taken together, these observations suggest that the coupling between the
two composed functions, f and g, can have a negative impact on learning
each of them. Therefore, it may be beneficial to decouple their parameter up-
dates, if possible, in order to avoid internal covariate shift and compound-
ing errors.

6.1.2 Gradients for a Simple RNN

We now inspect the gradients of a basic RNN architecture (which we also
use in Section 6.2 in our first case study), to verify that the issues described
earlier indeed apply in this case. Moreover, for this specific RNN architec-
ture there is an additional issue, which we will discuss after introducing
its gradients. We start by introducing the model architecture, followed by a
discussion on its gradients and the problems that can arise.

6.1.2.1 Model

We consider a simple RNN architecture and input sequence x of length T ,
which is passed through the RNN step by step. After the last input at time1

step T , the network predicts the output of interest, which is used to update
the model parameters. We depict this in Figure 6.1 where, for illustration
purposes, the data is a sequence of bits as used in Section 6.2.

To facilitate our analysis, we chose a basic recurrent neural network
(RNN) architecture, with the following hidden state update equation:

ht = xtWxh + σ(ht−1)Whh + b (6.4)

Wxh

+

xt

σ Whhht-1 ht

Figure 6.2: A basic RNN cell.

where x is a sequence of length T , t ∈ {1, ..., T }
represents the time step indexing the position
in the input sequence, xt is the m-dimensional
input at time t, ht is the network hidden state
at step t, Wxh ∈ Rm×d, Whh ∈ Rd×d and
b ∈ Rd are the RNN parameters with hidden
size d, and σ is a non-linear activation function

1Borrowing terminology from signal processing, it has become standard in recurrent
neural networks to refer to sequence elements as “time steps”, because they are provided
to the network one at a time. We follow this convention, although the sequence elements in
our case do not refer to time per se.
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Figure 6.1: Using a recurrent neural network (RNN) to compute the parity function
for a sequence of binary inputs.

(we use tanh in our experiments). An illustration of the recurrent network
cell is shown in Figure 6.2. Note that this formulation is equivalent to the
more popular alternative ht = σ(xtWxh + ht−1Whh + b), and we chose it
to facilitate the derivation of the gradients, as did Pascanu et al. (2013) in a
related line of work.

The last RNN output is passed to a dense layer, that projects to the output
space of size k:

o = htWho + bo (6.5)

where Who ∈ Rd×k and bo ∈ R are the dense layer parameters.
When we perform classification, we further normalize the logits o into a

valid probability distribution as ŷ = softmax(o). We train the network by
minimizing a loss function L(ŷ,y) between the predicted outputs ŷ and the
target y.

6.1.2.2 Gradients

Let us consider the gradient of the loss function with respect to the recur-
rent weights of the model, Whh. Using the chain rule, we can calculate the
gradient as:

∂L

∂Whh
=
∂L

∂oT

∂oT
∂hT

∂hT
∂Whh

(6.6)

Taking into account the recurrent relationship between ht and ht−1 for all
t, we have that:

∂hT
∂Whh

=
∑

16k6T

∂hT
∂hk

∂+hk
∂Whh

(6.7)

∂hT
∂hk

=
∏
k<i6T

∂hi
∂hi−1

=
∏
k<i6T

WT
hhdiag(σ

′(hi−1)) (6.8)
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where we have used the notation of Pascanu et al. (2013) in ∂+hk
∂Whh

to refer to
the “immediate” partial derivative of hk with respect toWhh in which ht−1
is taken as a constant with respect toWhh. Also, diag converts a vector into
a diagonal matrix, and σ ′ is the element-wise derivative of σ with respect
to its only argument. Moreover, the value of a row in the tensor ∂+hk

∂Whh
is

diag(σ(hk−1)).
From Equation 6.4 and Equation 6.7 we can observe two important issues

that make training difficult for RNNs:

1. Vanishing Gradients: Equation 6.7 exposes a well known difficulty
in training recurrent neural networks known as the “vanishing gra-
dients problem” (Hochreiter, 1991). This refers to the fact that the
contribution of the time steps T-1, T-2, ..., 1 to the gradient keeps de-
creasing in this order, and thus when T is large the gradient cannot
help the model correct its predictions for the early time steps. This
is due to the multiplication in ∂hT

∂hk
in Equation 6.7 containing more

and more factors with values between [0,1] as k decreases, that cause
that term to “vanish”. For instance, if σ is the tanh function, then
σ ′(ft) = 1− ( σ(ft)︸ ︷︷ ︸

∈[−1,1]

)2 ∈ [0, 1]. Similarly, depending on the norm of

Whh, the power of Whh coming from the product in Equation 6.7 can
also contribute to this problem. A more detailed discussion on this
issue can be found at Pascanu et al. (2013).

2. Compounding Errors: The value of the hidden state ht depends on all
the estimated values for the prior states ht−1, ...,h1. Therefore, during
training, until the network is good enough at predicting h1, ...,ht−1,
due to compounding errors, we can expect ht to be noisy.

Putting the pieces together, we notice that the terms with large impact
on the gradient (i.e., those corresponding to the latter hidden states hT−1,
hT−2, etc.) depend on having good hidden states propagated from the ear-
lier time points. At the same time, the early hidden states h1, h2, etc., con-
tribute little to gradient update, especially when the input sequence is long,
and thus it would be difficult for the model to “fix” its predictions for the
early states using parameter gradients computed on a long sequence. There-
fore, we can expect that the gradients for long sequences will be noisy while the
model is not good at predicting shorter sequences.
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6.1.3 Hypotheses on When and Why Curriculum Learning Works

Based on the observations in Section 6.1.1 and Section 6.1.2, we propose the
following hypotheses:

• Hypothesis 1: When training composed models (in particular recur-
rent networks) without a curriculum on sequential data, there is some
degree of correlation between the sequence length and the relative
time during training when that sequence is learned.

• Hypothesis 2: When there is such a correlation even without a curricu-
lum, a length-based curriculum can help the model converge faster.

Hypothesis 1 (H1) is stating that a model during training will start per-
forming well first on shorter sequences, and only afterwards on longer and
longer ones. Of course, depending on the concrete application, there may
be other criteria besides sequence length that make a sequence easier or
harder (e.g., in Section 4.4 we used the intuition that if a sentence contains
rare words, this makes it harder to translate). H1 is accounting for this is-
sue by specifying that there only “some degree” of correlation with the
time during training when the model starts performing well on sequences
of that length—only “some” degree because part of the difficulty of the
sample may be caused by other criteria as well. In other words, the sequence
length only contributes to the difficulty of a training sample, and thus can be
used in combination with other difficulty criteria to establish a combined
sample difficulty.

Hypothesis 2 refers to curricula that focus on shorter sequences early on.
There are multiple ways to “focus” on shorter sequences. For example, at a
training iteration i, we can sample uniformly from all sequences of length
T < threshold(i), as we did in Chapter 6 using the competence function.
Another way is to perform weighted sampling from all training data, but
put more weight on shorter sequences early on during training.

In the following sections we investigate empirically whether these hy-
potheses hold on multiple case studies.



110 understanding curriculum learning : a case study on sequential data

6.2 case study #1 : parity function

For our first case study, we consider learning the parity function, also known
as the XOR problem. This is a famous problem that is often used as a text-
book example when introducing neural networks, because it is a very sim-
ple classification problem that is not “solvable” using a linear model (i.e., it
is not linearly separable). The XOR function over binary inputs x1 and x2 is
defined as follows:

x1 ⊕ x2 =

{
0, if x1 = x2
1, otherwise

(6.9)

In this case study, we are interested in sequences and so we consider the
n-bit parity function f : {0, 1}n → {0, 1}, where f(x) = 1 if and only if the
total number of ones in the vector x ∈ {0, 1}n is odd. We denote this as:

f(x) = x1 ⊕ x2 ⊕ · · · ⊕ xn (6.10)

Therefore, in this first case study, we will train a neural network to compute
the parity of bit sequences of arbitrary length. In the following sections we
provide details on the model and the training algorithm that we use.

model . To support variable-length sequences, we use a recurrent neural
network (RNN). In fact, we use the precise architecture described in Sec-
tion 6.1.2.1. In this case, the inputs at every time step are binary, x ∈ {0, 1}T ,
and thus the dimension m of xt is 1. After the last input at time step T , the
network predicts the parity of the sequence or, in other words, it predicts
whether the sequences contains an odd number of 1’s. Finally, since the net-
work is performing binary classification, we use the binary cross entropy
loss function to train it:

L(ŷ,y) = −(y log ŷ+ (1− y) log(1− ŷ)) (6.11)

curriculum . As discussed earlier, we use an input-space curriculum that
uses the sequence length to measure the sample difficulty. The network is
trained by sampling batches of examples and updating the model parame-
ters according to the batch loss (we discuss concrete optimizers and learn-
ing rates later in Section 6.2.1). The curriculum acts as a filter on the data
that is selected during training. To keep the analysis easy to interpret, we
use a simple form of curriculum learning that still shows good results on
this problem: a linear curriculum with its length being the single hyperpa-
rameter of this algorithm (equivalent to the “linear” competence function
from Section 4.1). We set the curriculum length to a prespecified number
of training steps, C. For the first C training steps, we sample batches of
examples uniformly from the k% easiest training samples (i.e., shortest se-
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quences), where k linearly increases to 100% during the first C steps. After
the first C training steps, we sample batches uniformly from the whole
training set (i.e., similar to training without a curriculum).

6.2.1 Experimental Setup

data . The model is trained on bit sequences with length T ∈ {1, ..., Tmax}.
In what follows we report results for Tmax = 10. We also experimented
with longer training sequences, but this did not seem to affect our results
and key takeaways that we present at the end of this section. We used the
following dataset splits:

– Train: For each training batch, we first sample a sequence length T
uniformly from {1, ..., Tmax}, and we then sample a batch of 128 exam-
ples of length T . Each bit in the input sequences is sampled from a
Bernoulli distribution with parameter p = 0.5. This strategy ensures
that all sequence lengths appear equal probability during training.

– Test: We construct two datasets: one for testing the ability of the model
to interpolate, and one for testing its ability to extrapolate. For the in-
terpolation dataset we use the training data sampling strategy to sam-
ple 100 batches of examples, with each batch containing 16 examples.
Note that each batch contains examples of equal length. For the ex-
trapolation dataset we also sample 100 batches of examples of size 16,
but in this case the sequence lengths we consider are between 101 and
120. This is so that we can evaluate the model on sequences that are
significantly longer than the sequences it was trained on. This large
difference between the train and test data distribution will allow us to
evaluate whether the model has learned the parity function rule that
can generalize to arbitrary lengths, as opposed to just overfitting on
the training data distribution.

training . We train our model using stochastic gradient descent with a
constant learning rate of 0.001, and a batch size 128. We also tried using
other optimizers like Adam (Kingma and Ba, 2015) and other learning rates,
but while these affected the convergence speed of the models, they did
not affect the relative performance of the models trained with and without
curriculum, and thus do not affect our conclusions.

curriculum . We use the linear curriculum described earlier. Concretely,
the curriculum changes the probability distribution of the training data by
adjusting the value of Tmax (i.e., the maximum sequence length that we
consider when sampling training data batches), starting at Tmax = 1, and
linearly increasing it to 10 during the first C epochs. Figure 6.3 shows the
Tmax value every training epoch depending on total curriculum length C.
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Figure 6.3: Maximum sequence length allowed to be sampled at each epoch during
training, depending on the curriculum length, C.

6.2.2 Results

For our experiments we consider two training regimes: a baseline regime
where we train without using a curriculum, and a curriculum regime where
train using a linear curriculum for the first C epochs, after which we switch
back to the baseline training regime. We consider multiple values for C and
we also use two variants of our model: one with a hidden size of d = 4

and one with d = 128. Note that the hidden size d = 4 was the smallest
network that we were able to train successfully under any training regime.
Our results are shown in Figure 6.6. Across all of our experiments, we
observe that models trained using a curriculum reach better performance
and learn faster than the corresponding baselines. We now summarize a
few more of our observations:

– Small vs Large Model: The larger RNN seems easier to train even
without a curriculum (i.e. it both performs better and trains faster
than the smaller model), but the curriculum helped in both cases. In-
terestingly, the small baseline was not able to extrapolate at all in any
of the 5 runs, while the model trained using curriculum learning was
able to extrapolate.

– Curriculum Length: We observe that the optimal curriculum learn-
ing for these experiments seems to be between 100 and 200 epochs.
We also notice that curricula which are shorter or longer than that
range result in smaller gains. This suggests that there is an optimal
curriculum length beyond which the benefits of curriculum learning
start to decay and may even harm overall performance. We attempt
to provide an explanation for this effect in the following sections.
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Figure 6.4: Accuracy of RNNs trained on sequences of length 1-10, with and with-
out a curriculum. Top row: hidden state d = 4. Bottom row: hidden state d = 128.
First column: the test dataset contains sequences of length 1-10 to test interpola-
tion. Second column: test sequences of length 101-120, to test extrapolation. For
each experiment configuration, we report the accuracy mean and standard error
over 5 runs with different random initializations.

– Training Loss: Observing the loss of the two models in Figure 6.5,
we notice an interesting behavior for the curriculum experiments: at
the beginning of each new curriculum level, when longer sequences
are introduced, the loss shows a sharp increase followed by a steady
decrease until the next curriculum level. Also, after 300 epochs we
observe that, for d = 4, the loss of the model trained with curriculum
is significantly lower than that of the baseline. On the contrary, for
d = 128 the two values are close, but the curriculum allowed to the
model to reach that value earlier in training.

6.2.3 Evidence for the Proposed Hypotheses

hypothesis 1 . To test Hypothesis 1, we first train the network without a
curriculum and compute the accuracy on a test set as training progresses.
We keep track of the test accuracy per sequence length (i.e. we separately
average the accuracies for test sequences of length 1, 2, etc.), in order to
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on sequences of length 1-10. We report the accuracy on a validation set, averaged
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observe how well the network performs on sequences of different length as
training progresses. We perform this experiment using an RNN with hidden
size d = 128 trained on sequences of length 1-10, and tested on sequences
of the same length. The results are shown in Figure 6.6, left side. We can
clearly see a pattern where the sequences are learned in order of length,
meaning that at every point during training the model performs on average
better on sequences of length t than length t+ 1, which is consistent with
Hypothesis 1.

hypothesis 2 . We perform the same experiment with a model trained
with curriculum learning. We set C = 100, which was one of the best per-
forming curricula in Figure 6.4. The results are shown in Figure 6.6, right
side. We notice the same pattern of accuracies increasing in order of length
as displayed by the baseline model, but the all accuracies increase faster.
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Using curriculum learning, the model reaches a good performance even for
the longest sequences much faster, which is consistent with Hypothesis 2.
In fact, Figure 6.4, where the accuracies for all lengths are aggregated, also
supports this hypothesis.

6.2.4 The Effect of the Curriculum on the Loss Landscape

In the previous sections we have seen that a model trained with curricu-
lum performs better than the equivalent baseline, and we conjectured in
Section 6.1 that this is because it avoids the noisy gradients from longer
sequences early on during training. In this section we visualize how the
curriculum changes the trajectory of the parameters during training. To
this purpose, we use a recent method of visualizing the loss landscape of
deep neural networks (Goodfellow et al., 2014; Im et al., 2016; Li et al., 2018).
We follow the method described in Li et al. (2018) to visualize the training
loss along a 2D projection of the model trajectory. We further summarize
the visualization approach, and then use it on our parity function problem.
Note that we will also use the same visualization technique in the following
case studies.

visualization method. Let θ represent all the model parameters flat-
tened and concatenated into a single 1-dimensional vector. The model tra-
jectory during training is a sequence of such parameters θ0, θ1, ..., θn, etc.,
starting at the initial parameters θ0 and converging to θn at the end of
training. For every parameter configuration θ, we obtain a different loss
value on the training dataset, L(θ). However, we would like to visualize the
loss value not only at the exact points on the trajectory, but also on a grid
around them, in order to better understand what the loss landscape looks
like. To be able to visualize it, the grid needs to be in a lower-dimensional
subspace (e.g., 1D or 2D) that we can easily plot. Thus, we follow the ap-
proach described in Li et al. (2018) and select a center point θ∗ for our grid
(e.g., θ∗ = θ0), as well as two direction vectors, δ and η. We then calculate
the loss value at multiple locations in the subspace given by the directions δ
and η: `(α,β) = L(θ∗ +αδ+βη). The directions δ and η need to be chosen
carefully, to preserve as much as possible of the variation in the trajectory.
Section 7 of Li et al. (2018) shows examples of good and bad directions.
We follow their approach of applying principal component analysis (PCA)
on the matrix M = [θ0 − θ∗, θ1 − θ∗, ..., θn − θ∗] to find two directions that
explain as much as possible of the variance.

results . We display the loss landscape for one of the discussed experi-
mental settings: an RNN with hidden state 128, trained on sequences of
length 1-10. We consider 4 individual trajectories: a baseline model trained



116 understanding curriculum learning : a case study on sequential data

Test Interpolation Test Extrapolation

Train Loss

0 50 100 150 200 250 300

50

60

70

80

90

100

ac
cu
ra
cy

(%
)

0 50 100 150 200 250 300

50

60

70

80

90

100

ac
cu
ra
cy

(%
)

0 50 100 150 200 250 300

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

lo
ss

Baseline

Curriculum 10 epochs

Curriculum 50 epochs

Curriculum 100 epochs

epoch epoch

epoch

Figure 6.7: Results for the 4 model trajectories displayed on the loss landscape in
Figure 6.8. Left: interpolation test accuracy evaluated on sequences of length 1-10,
similar to the training distribution. Middle: extrapolation test accuracy evaluated
on sequences of length 101-120. Right: training loss.

without a curriculum, and three curricula trajectories for curriculum lengths
C ∈ {10, 50, 100}. All 4 experiments start from the same initial parameters
θ0. We select θ∗ = θ0 as the reference point for the loss plot. We display
the loss landscape in Figure 6.8, and the corresponding test accuracies and
training loss curves in Figure 6.7.

The loss landscape depends on the dataset it is evaluated on. The model
trained without curriculum is always updated based on the landscape cor-
responding to ”Sequence length 1-10”, at every step along the trajectory.
The models trained with curriculum learning are updated based on each of
the landscapes sequentially, starting with sequences of length 1, followed by
1− 2, then 1− 3, etc. Thus, the initial gradient descent direction is driven by
the earlier loss landscapes, but after the curriculum is complete, the model
continues training on the original train distribution. We also display the
loss landscape of the test distribution, for sequences of length 101− 120, on
the last row of Figure 6.8.

Interestingly, we can observe that the loss surface seems smoother with
wider local minima when evaluated on shorter sequences. As the sequences
become longer, the loss space becomes sharper, with narrower local minima.
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Figure 6.8: Loss landscape for an RNN with hidden state 128, trained to predict
the parity function. Each row shows the loss landscape evaluated on datasets with
different sequence lengths. Each column provides a different view of the corre-
sponding loss landscape: a contour plot (left), a heatmap with contour lines (mid-
dle), a 3D view of the heatmap where the height corresponds to the value of the
loss (right). We overlay over each plot the trajectories of three models: a baseline
trained without curriculum, and three curricula of lengths 10, 50 and 100 epochs.
The corresponding test accuracies for these trajectories are shown in Figure 6.7.
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A possible explanation for the narrowing of the local minima with length
is that, for the xor problem, samples consisting of short sequences can be
prefixes of longer sequences. Therefore, a parameter configuration that can
solve a long sequence, is likely to be a good solution for short sequences as
well. Thus, local minima in the loss landscape of long sequences, will likely
be local minima for short sequences as well. This effect can probably be
seen for other problems where the data has this property, such as natural
language processing problems using text data or our addition experiments.
The wideness of the local minima, as well as the smoothness of the loss
landscape, may enable a model trained with a length-based curriculum to
“see” local minima that are farther from the initial parameters. Therefore,
the gradient descent direction during the early stages of the curriculum may
point towards local minima that are not in the immediate descent direction
according to the full training distribution.

Another interesting observation is that the baseline model in this case is
slowed down in a flatter region of the loss surface. We see from the accuracy
plot in Figure 6.7 that is has not converged, but it is moving very slowly
around a flatter region of the loss. The models trained with curricula, on the
other hand, quickly start in the direction of local minima and reach a better
accuracy faster. The shorter of the curricula reaches the local minimum that
is closest to the baseline method, but faster. The longer curricula find a
different local minimum which is further away.

Moreover, when considering that type of benefits we can expect from
curriculum learning, a natural question to ask is whether the curriculum
is just helping the model train faster and the difference in performance at
the end of training is entirely due to the fact that the baseline may need
more iterations to reach the same point. The loss landscape plots suggest
that this is not necessarily the case, and that the models trained with and
without curriculum may not necessarily converge to the same point.
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6.3 case study #2 : addition digit-by-digit

In this case study, we use the same setup as in Section 4.2 to perform digit-
by-digit addition using an LSTM. In this setting, we observed that a curricu-
lum using the number of digits as difficulty measure (equivalent to using
the sequence length) was beneficial for both interpolation and extrapolation,
as reported in Figure 4.6. Next, we attempt to understand better what led
to these effects, using the same type of analyses as in the previous section.

6.3.1 Analytical Study

In Section 6.1 we inspected the gradients of RNNs and of compositional
functions more generally, and pointed out a few issues related to training
on long sequences, such as compounding errors and vanishing gradients.
LSTMs (Hochreiter and Schmidhuber, 1997) are in fact a special type of
RNN that has been designed explicitly to overcome the vanishing gradi-
ents issue. Indeed, LSTMs provide a big improvement over simple RNNs,
making them popular across many machine learning areas, and especially
those that deal with sequential data (e.g., natural language processing, sig-
nal processing). Nevertheless, they are still recurrent networks which are
compositional in nature, and so our discussion in Section 6.1.1 applies to
them as well. That is, when updating the model parameters on a long se-
quence early on, the gradient component trying to correct the predictions at
later time steps will still be affected by the wrong hidden state propagated
from earlier time steps. And similarly, the gradient component trying to
correct the predictions at early time steps will still be affected by the gradi-
ent component propagated from the later time steps. Therefore, using the
same argument as before, we expect to see that the sequences are being
learned in order of length (i.e., Hypothesis 1), and that using length-based
curricula helps them learn faster and more effectively (i.e., Hypothesis 2).

6.3.2 Evidence for the Proposed Hypotheses

We now investigate further what property of the curriculum brought about
the improvements observed in Figure 4.6. Similar to the parity function
experiments, we record the accuracy of the model during training, and ag-
gregate it over samples with the same number of digits. We report these
accuracies per number of digits in Figure 6.9. Also similar to the parity
function experiments, we observe that the accuracies per training step in-
crease in order of number of digits, suggesting that the model first learns
to add the samples with fewer digits, and then with more and more digits.
This provides further evidence for Hypothesis 1.
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Figure 6.9: Accuracy per number of digits for an LSTM with hidden size 16, trained
on adding numbers with up to 5 digits, and evaluated on a held-out test set con-
taining operands with up to 10 digits. We report the accuracy on a validation set,
averaged separately for samples with different number of digits. All accuracies
are the average over 5 runs initialized with different random seeds. Since we are
adding two operands with potentially different number of digits, the number of
digits in the figure refers to the number of digits of their sum (thus it goes to 11).

We also observe that the final accuracies (at the last step) are also de-
creasing with sequence length, which can be explained by the compound-
ing errors argument described in Section 6.1.2. Unlike the parity function
experiment, here the model learns the training data distribution (1-6 dig-
its on the y-axis in the figure) very quickly for both the baseline and the
curriculum training regimes. However, the curriculum version improves ac-
curacy much faster for long sequences that are outside the training data
distribution (7-10 digits), which is in agreement with Hypothesis 2. Further
evidence for Hypothesis 2 is provided by the results in Figure 4.6, where
we the model trained with curriculum learning not only reaches better final
accuracy, but also achieves its best accuracy earlier than the baseline.

6.3.3 The Effect of the Curriculum on the Loss Landscape

We also inspect the loss landscape along the learning trajectories of the
two models, using the process described in Section 6.2.4. In Figure 6.10,
we show contour plots of the loss landscape around the model trajectory
during training. We also project the trajectories of two models: a baseline
trained without curriculum learning, and a model trained with a length-
based curriculum, whose losses are illustrated in Figure 6.9. As we can see
from Figure 6.10, the two trajectories both start at the same initial point, but
they converge to different local minima. The loss landscape marked by the
contour plots depends on the dataset it is being computed over. The model
trained without curriculum is always updated according to the “Full Train”
loss landscape, at every step along the trajectory. The curriculum model,
on the other hand, is updated based on each of the landscapes sequentially
starting with the 5% easiest data, increasing the amount of data allowed
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Figure 6.10: Loss landscape for an LSTM with hidden size 16, performing digit-
by-digit addition. The value of the loss depends on the dataset that it is evaluated
on. In each of the figures above we evaluate the loss on different subsets of data,
as specified in the title of the plot. The contour plots mark different levels of the
loss value—the levels are similar in all plots. The x and y axes represent the 2D
projection of two high-dimensional directions in the parameter space. On the loss
landscape, we plot the trajectories of two models during training: one trained with-
out a curriculum (in blue) and one trained with a length-based curriculum (in red).

as the competence of the curriculum increases. The training distribution
converges to “Full Train” within 500 steps (the length of the curriculum).
Thus, the initial descent direction is driven by the earlier loss landscapes,
but after the curriculum is complete, the model continues training on the
original distribution.

We also make some interesting observations for the loss landscapes. Firstly,
similar to the parity function, we see how the local minima for easier data
are wider, and they become narrower and narrower as the difficulty of the
examples increases. Secondly, unlike the parity function, the loss landscape
here is not necessarily smoother for easier data. For example, the loss peak
around position (2,−3) on the plots is in fact sharper for shorter sequences.
Note that we can make these comparisons between the contour plots be-
cause contour lines marking the loss level are kept constant for all plots.

Taking all these results together, the two case studies so far suggest that
the curriculum makes local minima wider early on, which may be helping the
model start off in a better direction, and reach local minima that may not
otherwise be easily reachable by gradient descent from the starting point.
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This is also consistent with our conjecture about why curricula that are too
long could be harmful: training too long on easy data can get the curriculum
stuck in a different region of the wider local minimum, that is not necessarily a
local minimum for the full training distribution.
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6.4 case study #3 : addition sequence-to-sequence

In this case study, we use the same setup as in Section 4.3, where we trained
an sequence-to-sequence encoder-decoder model to perform an addition
problem provided as a sequence of characters (e.g., “123+45+7”). We repli-
cate the same experiments, where we previously observed that a curricu-
lum using the sequence length as difficulty measure is beneficial for both
interpolation and extrapolation. We reported these in Figure 4.8 and Fig-
ure 4.9, where the curricula helped the model train faster and reach better
final performance than the baseline.

We further show the same types of visualizations as in the previous case
studies, to verify that the results in this case are also compatible with the
proposed hypotheses. Note that in this case we were not able to provide
visualizations of the loss landscape. Since the models in this case study are
much larger than the ones used in the previous experiments, we could not
accurately project the model parameters along the training trajectory down
to a 2D space.

6.4.1 Evidence for the Proposed Hypotheses

Similar to the case studies before, we evaluate the accuracy per sequence
length during training, with and without curriculum learning. The results
are presented in Figure 6.11. The plots confirm the same trends observed in
the previous case study, where the baseline model learns sequences in order
of length, supporting Hypothesis 1. The models trained using a curriculum
also learn sequences in the same order, but faster (especially prevalent for
longer sequences), supporting Hypothesis 2.

Interestingly, these trends hold not only for LSTMs, which have the com-
positional nature discussed in Section 6.1.1, but also for Transformers which
have a different type of compositional structure than LSTMs and do not suf-
fer from the vanishing gradients problem in the same manner. Specifically,
the self-attention mechanism (Vaswani et al., 2017) that Transformers rely
on seems to also benefit from first training the model on shorter sequences.
This is further supported from our results in machine translation using
Transformers, where we also observed that a length-based curriculum was
beneficial (Section 4.4.2).
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Figure 6.11: Accuracy per sequence length during training, for two sequence-to-
sequence models, based on LSTMs (top row) and Transformers (bottom row). The
left column displays the accuracies for models trained without a curriculum, and
on the right for models trained with a length-based curriculum.
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6.5 case study #4 : fine-tuning bert on glue data

In this case study we investigate the effect of curriculum learning on fine-
tuning a model that has already been pretrained. This is very different than
the previous case studies, where our arguments on why curriculum learn-
ing should help relied on the fact that predictions are noisy for a randomly
initialized model. Nevertheless, we are interested to understand if there
is still a benefit from using curriculum learning in this case, perhaps for
different reasons.

Concretely, we consider a very popular Natural Language Processing
(NLP) setting: fine-tuning a BERT model (Devlin et al., 2019) on the pop-
ular GLUE benchmark datasets (Wang et al., 2019a). GLUE (General Lan-
guage Understanding Evaluation) is a collection of datasets aimed at evalu-
ating language understanding capabilities of NLP models, including QNLI
(Stanford Question Answering Dataset; Rajpurkar et al., 2016), SST (Stan-
ford Sentiment Treebank; Socher et al., 2013), and RTE (Recognizing Textual
Entailment; Dagan et al., 2005; Bar-Haim et al., 2006; Giampiccolo et al.,
2007; Bentivogli et al., 2009). BERT is based on the Transformer architec-
ture (Vaswani et al., 2017), for which we have already seen some successful
results with length-based curricula in Section 4.3 and Section 4.4.

We found that, in this case a length-based curriculum does not help the
model in terms of speed or performance. In the following sections, we use
the analysis tools we introduced earlier in this chapter to understand why
this is the case.

6.5.1 Experimental Setup

models . We follow the experimental setup from the official BERT reposi-
tory2, which reports results on the GLUE datasets using the original BERT
model (BERT-Base) from Devlin et al. (2019), as well as using several other
smaller versions of BERT (e.g., BERT-Tiny, BERT-Small, etc.; Turc et al., 2019).
We use pretrained BERT models downloaded from TensorFlow Hub3, and
fine-tune them on GLUE with and without a curriculum. We provide a
high-level visualization of BERT in Figure 6.12

data . We consider a subset of the GLUE datasets for which we analyze
in detail the effect of curriculum learning. We chose a few diverse datasets
where BERT performs significantly better than chance—SST-2, RTE, and QNLI—
which we obtained from the TensorFlow datasets catalog4. SST-2 is the sec-
ond version of the Stanford Sentiment Treebank dataset (Socher et al., 2013).

2https://github.com/google-research/bert
3https://www.tensorflow.org/hub
4https://www.tensorflow.org/datasets

https://github.com/google-research/bert
https://www.tensorflow.org/hub
https://www.tensorflow.org/datasets
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Figure 6.12: Visualization of the BERT-Base model architecture. BERT consists of
multiple Transformer layers (Vaswani et al., 2017) that are pretrained on a very
large corpus, as described in Devlin et al. (2019). The first output of the final
Transformer layer is passed as input to a dense layer, which is initialized from
scratch for each task.

It consists of sentences from movie reviews along with their corresponding
human annotated sentiment, and the goal is to predict the sentiment of a
given sentence. RTE is the Recognizing Textual Entailment dataset, combin-
ing multiple textual entailment datasets from a series of annual challenges:
RTE1 (Dagan et al., 2005), RTE2 (Bar-Haim et al., 2006), RTE3 (Giampiccolo
et al., 2007) and RTE5 (Bentivogli et al., 2009). Here, the samples come from
news and Wikipedia text. QNLI, which stands for Question-answering NLI,
is a modified version of the Stanford Question Answering Dataset (SQuAD;
Rajpurkar et al., 2016), and consists of (question, context sentence) pairs.
The goal is to determine if the context sentence contains the answer to the
question. All three datasets are binary classification tasks. We fine-tune our
models on the provided training splits,4 and we report the accuracy on
the validation dataset. Note that GLUE provides a leaderboard where one
can submit the predictions on a test set, for which labels are not publicly
available. We did not participate in this competition, and thus the results
reported here are on the development set (which we further refer to as Dev)
for which the correct labels have been released. Therefore, the results for
the baseline may differ from those reported on the test set from the original
sources. However, we tried to replicate the hyperparameter tuning setup
described in Devlin et al. (2019) and https://github.com/google-research/bert

to obtain the best results on the Dev set.

https://github.com/google-research/bert
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Table 6.1: Result for fine-tuning BERT models on a subset of the GLUE datasets. We
report the accuracy mean and standard error over 4 runs, where the final projection
layer is randomly initialized with different seeds, and the rest of the model layers
are initialized with the pretrained weights of the corresponding BERT model.

Model Dataset
Accuracy (%)

Baseline Curriculum

BERT-Tiny RTE 59.93± 0.75 58.93± 1.71
QNLI 78.90± 0.14 79.23± 0.19
SST-2 82.48± 0.11 82.26± 0.37

BERT-Medium
RTE 65.25± 0.93 64.26± 1.16
QNLI 89.04± 0.04 88.92± 0.09
SST-2 89.54± 0.21 89.39± 0.15

BERT-Base
RTE 67.37± 1.76 69.32± 1.46
QNLI 90.36± 0.22 90.25± 0.21
SST-2 92.03± 0.07 92.12± 0.12

training . We replicate the training setup from Devlin et al. (2019) for
BERT-Base and from Turc et al. (2019) for the smaller versions, including
the batch size, optimizer, and learning rate schedule. The official repository
results are obtained by fine-tuning the smaller BERT models for only 4

epochs, and BERT-Base for 3 epochs. We replicate this setting.

curriculum . We used the curriculum learning framework proposed in
Section 4.1, which was successful for all the applications in Chapter 4. Here,
we use the sentence length as our difficulty metric, and apply the Square
Root competence function (a setting which was successful in all experiments
in Chapter 4). We evaluate multiple curriculum lengths C.

results . We report results for 3 model sizes: BERT-Tiny, BERT-Medium and
BERT-Base in Table 6.1. We tested multiple values for the curriculum length
C, we report the results for the best performing one in Table 6.1. We also
inspect if the curriculum helps the model converge faster. For this we plot
the accuracy on the Dev set per training step in Figure 6.13. In this case,
the curriculum is not helping the model converge faster. Interestingly, the
baseline on its own converges very quickly, achieving an accuracy close to
its maximum within 1 epoch.
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Figure 6.13: Accuracy mean and standard error per training step for BERT-Base
on the RTE (top), SST-2 (middle) and QNLI (bottom). The model was fine-tuned
for 3 epochs as in the original publication (Devlin et al., 2019), but to get a better
resolution here we display the accuracy per training step.
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Figure 6.14: Accuracy per train step, aggregated for each input sequence length
separately, for BERT-Base. Each row corresponds to a different GLUE dataset. On
the left column, we show the accuracies for the baseline method trained without
curriculum. On the right, we have the accuracies for the corresponding curriculum
approach (with the same length C as the results in Table 6.1).
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6.5.2 Learning Sequences of Different Lengths

As in the previous case studies, we plot the accuracy of the model during
training, aggregated for each sequence length separately. This is displayed
in Figure 6.14. Interestingly, neither the baseline model nor the curriculum
show the pattern of decreasing accuracy with length, as we have seen in
the previous experiments. This may be explained by the fact that we use
BERT which is a pretrained model that already knows how to embed long
sequences, despite the fact that the final layer is not fine-tuned specifically
for the GLUE tasks that we are evaluating on. This could also be the reason
why a length-based curriculum is no longer impactful in this case.

6.5.3 The Effect of the Curriculum on the Loss Landscape

We plot the loss landscape for BERT-Tiny. We chose the smallest version
of BERT, because having less parameters helps us obtain more accurate
loss plots, since it is harder to preserve the variance between the trajectory
points when projecting larger parameter spaces to 2D. This is shown in Fig-
ure 6.15 for the RTE dataset, for both a model trained with and without cur-
riculum. The plot indicates that the initial model parameters already start
in the attraction basin of a local minimum, perhaps due to the fact that the
majority of the model parameters—which are in the Transformer layers—
are already pretrained. Given this initial position and loss landscape shape,
widening the local minimum would not provide further benefits, which
explains why a length-based curriculum is not useful in this case.
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Figure 6.15: Loss landscape of the BERT-Tiny model on the RTE dataset.

6.5.4 Discussion

In this case study, we applied a length-based input-space curriculum to
a popular NLP setting: fine-tuning a pretrained BERT model on the GLUE
datasets. For this scenario, we found that our previously successful curricu-
lum strategies no longer bring any improvements. We were able to provide



6.5 case study #4 : fine-tuning bert on glue data 131

an explanation based on the observation that, when using a pretrained BERT

model, the sequences are no longer learned in order of length, which was
the case when training from scratch. Moreover, through our loss landscape
visualizations we were able to observe that the widening effect of the local
minima that was helpful before, does not seem to matter in this case. This is
because the pretrained model is already in a wide attraction basin of a local
minimum. All in all, these results suggest that curricula are most beneficial
when training a model from scratch.
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6.6 key takeaways

In this chapter, our goal was to understand what happens to the optimiza-
tion process when using curriculum learning, and why it is beneficial to use
in some cases. We focused on a problem setting where we have seen (from
our work in Chapter 4 and from the literature) that curricula consistently
improve the training process: applying length-based input-space curricula
on problems with sequential data. We recapitulate our findings:

1. We considered the gradient update equations of composed models
and recurrent neural networks. We observed that, when training a
model from scratch on long sequences, there are several difficulties
that hinder learning, such as compounding errors, internal covariate
shift or vanishing gradients. These lead to a negative interaction be-
tween the gradient components corresponding to the early and the
late time steps, and are particularly prevalent for long sequences.

2. The analytical discussion lead us to propose two hypotheses that ap-
ply to training recurrent neural networks (of any type) on sequences:

(i) Hypothesis 1: When training composed models (in particular re-
current networks) without a curriculum on sequential data, there
is some degree of correlation between the sequence length and
the relative time during training when that sequence is learned.

(ii) Hypothesis 2: When there is such a correlation even without a
curriculum, a length-based curriculum can help the model con-
verge faster.

3. These hypotheses were supported by the three experimental settings
that we considered: learning the parity function (xor) using a basic
RNN, learning to add two numbers digit by digit with LSTMs, and
learning arithmetic in a sequence-to-sequence fashion with LSTMs
and Transformers.

4. Using visualizations of the loss landscapes produced at different points
in the curriculum, we were able to observe an interesting effect of
training on incrementally longer sequences. The loss landscape on
short sequences has wider local minima, giving the model the possibil-
ity to find a descent direction towards farther local minima that other-
wise would not be accessible from the initialization point via gradient
descent. Then, gradually allowing longer and longer sequences drives
the model parameters to a point that is a local optimum for the entire
training distribution.

5. We also applied a length-based curriculum on a fine-tuning problem.
We fine-tuned the BERT model (Devlin et al., 2019) on a subset of the
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GLUE datasets (Wang et al., 2019a). In this case, the curriculum was
not able to provide any improvements to the training process. We
were able to understand these effects by noticing that Hypothesis 1

no longer applies for pretrained BERT models, and by observing using
loss landscape visualizations that the pretrained model already starts
in the attraction basin of a local minimum.





7
C O N C L U S I O N

In the introduction of this thesis we made the following statement about
curriculum learning:

thesis statement : AI systems that learn like humans, starting with easy
problems and gradually tackling more and more difficult ones, have the po-
tential to reach better local optima and/or converge faster. Furthermore,
the learning benefits gained using a curriculum depend on the choice of cur-
riculum, the size and type of data, and the model architecture.

Throughout this thesis, our goal was to provide evidence that supports
this statement, by discovering different problem settings in which different
forms of curriculum learning are beneficial, and understanding the types
of benefits they provide.

We started this quest by first defining formally what curriculum learn-
ing is (Section 2.1), and how it differs from other learning paradigms (Sec-
tion 2.2). Using these definitions, we were able to identify three broad
categories of curriculum learning methods: curriculum in input space, in
task space, and in model space. We then used this classification to discuss
existing methods from the curriculum learning literature, and provide an
overview of the field, from early ideas that started in the field of cognitive
neuroscience to state-of-the-art methods (Chapter 3).

Moreover, also proposed new curriculum learning methods and applied
them to a variety of models and problem settings, from teaching an LSTM
to solve basic arithmetic problems, to neural machine translation using
Transformers, image classification using convolutional neural networks, and
compositional multitask learning problems. We structured the discussion
around the categories identified earlier, and introduced curricula in input
space in Chapter 4 and curricula in task space in Chapter 5.

Furthermore, we also conducted analyses to understand why curriculum
learning leads to the observed effects (Chapter 6). We focused this discus-
sion on a problem setting where curriculum learning has proved to be con-
sistently successful, both in our work and related literature: curriculum
learning in input space for problems with sequences.

We hope that the work included in this thesis will provide insights for
future research in the field, as well as useful ideas for how to use CL in
practical applications.

135
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7.1 key results

We summarize the key results obtained in this thesis:

1. We introduced a definition of curriculum learning, which allows us to
formally describe what curriculum learning is and how it compares
to other learning paradigms (Section 2.1).

2. We identified three broad categories of curriculum learning methods:
curriculum in input space, curriculum in task space, and curriculum
in model space (Section 2.2).

3. We provided a survey of curriculum learning methods, from early
ideas in cognitive neuroscience, to state-of-the-art approaches (Chap-
ter 3). We structured the discussion around the three categories iden-
tified above.

4. We introduced a curriculum learning framework that can take any
sample difficulty metrics, and combine them with our proposed pac-
ing functions. We applied this framework successfully to multiple
problems, including learning addition digit-by-digit with LSTM net-
works, learning arithmetic using sequence-to-sequence models (LSTM,
Transformer), neural machine translation with LSTMs and Transform-
ers, and multimodal image understanding combining images and cap-
tions using a CNN-RNN network.

5. Through these applications, we learned that curricula can work well
if chosen carefully, for a variety of models, data modalities, and data
regimes.

6. We found that curriculum learning can help the model not only train
faster, but also obtain a better performance at the end of training.

7. For all experiments, there seems to be a consistent trend in the bene-
fits (i.e. gain in accuracy or training speed) obtained with curriculum
learning versus the curriculum length: as we increase the curriculum
length, the benefits steadily increase up to an optimal point, and then
start decreasing. Moreover, curricula that are excessively long can in
fact harm learning, making it slower to train and potentially getting
stuck in bad local optima.

8. In Chapter 5 we explained why for some types of problems (e.g., im-
age classification) curricula in input space have limitations, and pro-
posed the use of curricula in task space. Moreover, we introduced
a curriculum learning algorithm targeted at multiclass classification
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problems. Our algorithm automatically derives a series of easier auxil-
iary tasks which can be used to pretrain the model before tackling the
target task (Section 5.2). This approach was able to improve the perfor-
mance of several image classification models (CNN, Resnet, WideRes-
net), on multiple standard datasets (CIFAR100, Tiny-Imagenet, etc.).

9. We also showcased how curriculum learning can be used in the con-
text of multitask learning on compositional tasks, both in situations
where we model the task composition explicitly (e.g., in Section 5.3.1
we expressed multiplication through addition, and addition through
counting), or implicitly (e.g., in Section 5.3.2 we do not explicitly repre-
sent the compositional relationship between tasks). In both scenarios,
curricula in task space were able to improve model performance.

10. In Chapter 6, we set out to understand why curriculum learning helps
in some cases, and why it does not in others. We considered a setting
where we apply a length-based curriculum on sequential data. By
inspecting the gradient update equations of composed models and
recurrent neural networks, we proposed two hypotheses:

(i) Hypothesis 1: When training composed models (in particular re-
current networks) without a curriculum on sequential data, there
is some degree of correlation between the sequence length and
the relative time during training when that sequence is learned.

(ii) Hypothesis 2: When there is such a correlation even without a
curriculum, a length-based curriculum can help the model con-
verge faster.

11. These hypotheses were confirmed for three case studies (learning the
parity function with basic RNNs, learning addition digit-by-digit with
LSTMs, and learning arthmetic using an encode-decoder architecture).
Furthermore, by visualizing the loss landscape at different points dur-
ing a curriculum, we observed that length-based curricula widen the
local minima, allowing the model to reach certain points of the pa-
rameter space during gradient optimization that otherwise it would
not be able to.

12. We also applied a length-based curriculum on a popular problem set-
ting: fine-tuning BERT (Devlin et al., 2019) on a few benchmark lan-
guage datasets. In this case, we did not observe any improvements
from using curriculum learning, and we explained this result by the
fact that the pretrained model no longer follows Hypothesis 1. More-
over, from the loss landscape visualizations, we observed that the pre-
trained BERT model already starts in the attraction basin of a wide
local minimum.
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7.2 future work

While the field of curriculum learning is not new, it is still at the beginning,
with several directions to explore and improve.

Out of the types of curricula discussed in this thesis, curriculum in input
space is by far the most popular category. However, this type of curricu-
lum is more common in certain application areas, such as natural language
processing, and has not gained ground in many other areas yet. This is par-
tially due to the difficulty of proposing intuitive sample difficulty metrics
for certain fields (e.g. computer vision). For such areas, more automated ap-
proaches (e.g., self-paced learning, automated curricula) are more suitable.
While significant progress has been made in this direction, there is still a
need for more adaptable automated curriculum learning methods that can
be applied to new fields “out-the-box”, without significant re-tuning efforts.
Additionally, for practical reasons, such methods should be easy to imple-
ment and should not add significant computation and memory overhead
to the original system.

Moreover, we have seen in this thesis that curricula in task space show
promise, both for single-task and multitask learning scenarios. However,
for our settings the multitask curricula were designed manually. For future
work, it would be impactful to design task-space curricula that can auto-
matically derive auxiliary tasks (for both single and multi-task learning),
or can automatically derive the relationships between provided tasks (in
multitask learning) and how to schedule them for training.

Furthermore, we discussed in our literature review in Chapter 3 about
curricula in model space. The idea of modifying the model architecture
or model capabilities during training has been explored in various ares
of machine learning, but very few approaches have considered it in the
context of curriculum learning. Future work may look back at the original
inspiration for curriculum learning—the human brain—to further develop
curricula in model space.

Finally, while this thesis has touched on understanding the effects of cur-
riculum learning on the optimization process, more work is needed to truly
explain the effects of various forms of curriculum learning from a theoreti-
cal perspective.
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a.1 coarse-to-fine curriculum learning : supplementary

a.1.1 Confusion Matrix vs Embedding Similarity

In Section 5.2.2, we considered two different measures of class similarity:
one based on the confusion matrix and one based on the class embedding
distance. We experimented with both and observed a few disadvantages to
using the confusion matrix. This made us opt for a measure that is based
on the class embedding distance. In what follows, we discuss these dis-
advantages. We recommend reading Section 5.2.2 before proceeding with
this section, as some of the issues discussed here are related to the way we
intend to use the class similarity measure.

First, we need to define how the confusion matrix is estimated from the
data. We define the confusion matrix as C ∈ [0, 1]K×K, where K is the num-
ber of classes and Cij is the probability that the model predicts class j when
it should have predicted class i, and

∑K
j=1Cij = 1. Given an existing model,

this matrix can be approximated using the sample estimate of each proba-
bility on a validation dataset. Using C as similarity between the classes in
the hierarchical clustering algorithm, we encountered the following issues:

– If the training set is imbalanced, and one class dominates in the num-
ber of training examples, it is possible that the classifier often confuses
all other classes for the dominating class, instead of mistaking them
for more semantically similar classes. This is because making such a
mistake during training is likely to incur a lower loss. Thus, using the
confusion matrix as similarity measure, the most similar class to all
other classes could be the dominating class, regardless of its semantics.
As a consequence, affinity clustering (Bateni et al., 2017) will connect
all classes to the dominating class in the first level of the hierarchy,
resulting in a degenerate case with no auxiliary functions.

– The confusion matrix is not a proper distance metric, as is not symmet-
ric and does not necessarily satisfy the triangle inequality. Although
this did not necessary pose a problem for our implementation of the
affinity clustering algorithm, being a proper distance metric is im-
portant for other hierarchical clustering algorithms, and could cause
issues if the users of our algorithm chose to use a different cluster-
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ing method. In our experiments, we made it symmetric by adding its
transpose to itself (i.e. C + C> ).

– If the classifier does not confuse two classes i and j at all in the valida-
tion set, their confusion count will be 0, and they will thus be consid-
ered highly dissimilar. Using an example from CIFAR-100, the classes
willow_tree, oak_tree, palm_tree and pine_tree are similar seman-
tically and so, intuitively we would expect them to be grouped in the
same cluster. However, suppose that in our validation set willow_tree
and palm_tree are always confused only with each other, and the
same happens for oak_tree and pine_tree. Then willow_tree and
palm_tree classes will be grouped together early on, and oak_tree

and pine_tree will also be grouped together early. After this group-
ing, the confusion between the two new clusters will be 0 and so they
will only be merged at the top of the hierarchy. The class embedding
similarity, being the cosine distance between two high dimensional
vectors, does not suffer from the same issue.

a.1.2 A Staged Coarse-to-Fine Approach

As mentioned in Section 5.2.3, there is also another version of our algorithm,
where we can train a different classifier fθ` at each level ` of the hierarchy.
The main difficulty is that fθ`+1 and fθ` make predictions for different num-
ber of classes, and thus the number of parameters in θ`+1 does not directly
match that of θ`.

Let us assume that for any level `,

fθ = fHθH︸︷︷︸
predictor

◦ fH−1
θH−1 ◦ · · · ◦ f1θ1︸ ︷︷ ︸

encoder

, (A.1)

where ◦ denotes function composition, H is the number of layers in the
network, and θ = {θ1, . . . , θH}. This is a simple decomposition that applies
to most deep learning models that are used in practice. Intuitively, the en-
coder converts its input to a latent representation (i.e., embedding), that is
then processed by the predictor to produce a probability distribution over
classes. Let us further denote the parameters of the predictor by θpred and
those of the encoder by θenc (we have that θ = θpred ∪ θenc). We suggest
decomposing fθ such that most of the model parameters are part of the
encoder. In our experiments, the predictor is simply the output layer of a
neural network, whose output dimensionality changes at every hierarchy
level, depending on the number of clusters in that level. When training
fθ`+1 , we initialize its encoder parameters as θenc`+1 = θ

enc
` , and its predictor

parameters θpred`+1 randomly. Thus, knowledge transfer in this case happens
through the initialization of the encoder parameters, which often include
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Algorithm A.1: Coarse-To-Fine Curriculum: A Staged Approach
// This is an overview of the proposed staged curriculum algorithm.

Inputs : Number of classes K.
Training data {xi,yi}Ni=1.
Trainable baseline model fθ.

1 Train fθ on the provided training data {xi,yi}Ni=1.
2 clustersPerLevel← GenerateClassHierarchy( K, {xi,yi}Ni=1, fθ)
3 M← clustersPerLevel.length
// Train the model at each level of the hierarchy.

4 originalLabels← [1,...,K]
5 for l← 0, . . . ,M - 1 do
6 clusters← clustersPerLevel[l+ 1]
7 newLabels← TransformLabels( {yi}

N
i=1, clusters)

8 if l = 0 then
9 θencoderl+1 ← random().

10 else
11 θencoderl+1 ← θencoderl

12 θ
predictor
l+1 ← random().

13 Train fθl+1
using newLabels as the target labels.

Output: fθ[M]
.

most of the model parameters. The main intuition behind this decision is
that lower level processing (e.g., converting pixels to edges and potentially
to abstract semantic features) is a step that is necessary for most levels of
granularity. However, the predictor parameters are specific to the each task
(i.e., the predictor decides how the higher-level features are assembled to-
gether to solve each task). θ1 is initialized randomly in our experiments.
Putting the pieces together, first we generate a class hierarchy as described
in Algorithm 5.2, and then we train a classifier at each level of the hierar-
chy, transferring knowledge via the model parameters as described above.
These steps are detailed in Algorithm A.1. We refer to this approach as the
staged variant of our curriculum learning algorithm, and we refer to the
approach discussed in the main paper as the continuous variant.

The two proposed training algorithms, staged and continuous, come with
advantages and disadvantages. Here we discuss the trade-offs in terms of
hyperparameters and computational complexity.

hyperparameters . An advantage of the staged approach is that it intro-
duces no extra hyperparameters that we need to tune. The number of levels
in the hierarchy is automatically determined by the output of the hierarchi-
cal clustering algorithm and we train until convergence for each level. The
continuous approach introduces a hyperparameter, which is total number
of epochs to be spent on the curriculum, T , and which is then split equally
among the levels of the hierarchy.
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computational complexity. Let C be the computational complexity
required to train the baseline model to convergence. Since affinity clus-
tering guarantees that our class hierarchy will have at most logK levels,
where K is the original number of classes, the computational complexity
of the staged approach will be at most C logK. However, in practice we
observed that the cost is significantly less for two reasons: (i) training the
coarse-grained classifiers converges much faster than the fine-grained base-
line, and (ii) after fθ1 , all other levels are already pre-trained by being ini-
tialized with the parameters from the previous level, and thus require very
few training iterations. Evidence of this behavior can be seen in Figure A.1.
As discussed in Section 5.2.4, our continuous curriculum has roughly the
same computational complexity as the baseline. Using our heuristic for set-
ting the number of epochs T , the continuous curriculum typically requires
about as many training iterations as the baseline model.

experiments using staged coarse-to-fine curriculum . We show
results for the staged curriculum, on similar settings to the experiments re-
ported in the main paper, using the CNN model. Note that, for all these
experiments, we do not use any image augmentation techniques or spe-
cialized learning rate schedules, since we wanted to understand the effect
of our methods without extra help from such techniques. The results are
reported in Table A.1 and Figure A.1 and Figure A.2.

Table A.1 shows that the staged approach also provides a significant
boost over the baseline method, occasionally even better than the contin-
uous approach (albeit at a larger computational cost).

Figure A.1 shows the training curve of the staged curriculum at each level
of the hierarchy, as well as a comparison with the baseline and the continu-
ous method shown in Figure 5.7. Importantly, even for CIFAR-100 where we
have 100 labels, the hierarchy only contains two auxiliary levels with 6 and
27 clusters, respectively. This means that the staged approach can achieve
accuracy improvements in the order of 3-4% with at most 3 times the com-
putational cost. In practice, the actual cost is much less than that, because
each hierarchy level now needs much fewer iterations to converge than the
baseline, as shown in Figure A.1. This figure also confirms our intuition
that the auxiliary tasks obtained with our approach are indeed sorted in or-
der of difficulty, in the sense that the accuracy of the model at solving levels
3, 2, and 1 is monotonically increasing. Additionally, we directly notice the
benefits of pre-training by looking the accuracy of the staged models after
one epoch.
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Dataset #Class #Samples
Accuracy Accuracy Gain
Baseline Coarse-to-Fine-

Staged
Coarse-to-Fine-
Continuous

CIFAR-10 10 50,000 70.92± 0.37 0.92± 0.32 0.69± 0.32
CIFAR-10 10 20,000 64.66± 0.53 1.86± 0.23 1.28± 0.60
CIFAR-10 10 10,000 59.52± 0.35 1.01± 0.13 1.24± 0.46
CIFAR-10 10 5,000 53.64± 0.19 2.22± 0.42 1.57± 0.39
CIFAR-100 Coarse 20 50,000 49.63± 0.35 0.91± 0.37 1.22± 0.38
CIFAR-100 Coarse 20 20,000 42.04± 0.29 1.03± 0.22 1.84± 0.51
CIFAR-100 Coarse 20 10,000 36.61± 0.19 1.38± 0.53 1.77± 0.56
CIFAR-100 Coarse 20 5,000 31.80± 0.28 1.17± 0.46 1.38± 0.22
CIFAR-100 100 50,000 35.87± 0.23 3.99± 0.24 3.31± 0.59
CIFAR-100 100 20,000 27.83± 0.34 4.40± 0.32 2.27± 0.37
CIFAR-100 100 10,000 21.96± 0.49 2.70± 0.22 2.67± 0.68
CIFAR-100 100 5,000 17.20± 0.20 2.35± 0.29 1.92± 0.24
Tiny-ImageNet 200 100,000 21.94± 0.19 3.79± 0.34 2.73± 0.49
Tiny-ImageNet 200 50,000 16.33± 0.32 3.64± 0.47 3.06± 0.33
Tiny-ImageNet 200 20,000 10.16± 0.22 2.94± 0.36 2.02± 0.34
Tiny-ImageNet 200 10,000 7.38± 0.11 2.01± 0.32 1.14± 0.19

Table A.1: Results on real datasets using the CNN architecture, showing the accuracy
mean and standard error for the baseline model, computed over 5 runs, as well as
the accuracy gain achieved by the two versions of our coarse-to-fine curriculum
(staged and continuous), computed per run and then averaged. Note that these
results were obtained without any image augmentation techniques or specialized
learning rate schedules.

a.1.3 Experimental Details

architecture details . The Convolutional Neural Network (CNN) used
in our experiments consists of these layers:

1. Convolution: 2D convolution using a 3× 3 filter with 32 channels, fol-
lowed by ReLU activation.

2. Pooling: Max pooling using a 2× 2 window.

3. Convolution: 2D convolution using a 3× 3 filter with 64 channels, fol-
lowed by ReLU activation.

4. Pooling: Max pooling using a 2× 2 window.

5. Convolution: 2D convolution using a 3× 3 filter with 64 channels, fol-
lowed by ReLU activation.

6. Projection: Fully connected layer performing a linear projection to the
output space dimensionality (i.e., number of classes), returning logits.

The WideResnet-28-10 and Resnet18 architectures were implemented af-
ter the code released by Wan et al. (2021), and are similar to the original
publications (He et al., 2016; Zagoruyko and Komodakis, 2016).

training . We implemented our method using the TensorFlow framework
(Abadi et al., 2016). All models were trained by minimizing the softmax
cross-entropy loss function.
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Figure A.1: Accuracy per epoch for the baseline and our algorithm, on the CIFAR-
100 dataset.
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Figure A.2: Accuracy mean and standard error for the baseline and the curriculum
model, averaged over 5 runs, on Shapes.

All the CNN experiments used the Adam optimizer (Kingma and Ba, 2015)
with a learning rate of 0.001 and a batch size of 512 samples. We also em-
ployed early stopping by terminating training when validation accuracy
did not improve within the last 50 epochs (we made sure that this num-
ber is large enough by visually inspecting the validation curve). We also
made sure that the baseline is allowed to perform at least as many epochs
as the curriculum. We report test accuracy statistics for the iteration that
corresponds to the best validation set performance. The validation dataset
is obtained by setting aside 20% of the training examples, chosen uniformly
at random.

For the Resnet and WideResnet experiments we replicated the setting of
Wan et al. (2021) from https://github.com/alvinwan/neural-backed-decision-trees,
in order to be able to directly compare with their results. Concretely, we
used a Stochastic Gradient Descent (SGD) optimizer with momentum 0.9,
batch size 128, and weight decay value of 5e− 4, and trained the models for
200 epochs. The learning rate schedule starts with a learning rate of 0.1 and
is divided by 10 twice: 37 and 5

7 of the way through training. Because of this

https://github.com/alvinwan/neural-backed-decision-trees
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step-wise learning rate, our heuristic for choosing the curriculum length
(when the baseline has reached 90% of its peak accuracy) no longer applies,
so in this case the curriculum length was chosen based on validation set per-
formance among the choices {5, 10, 20, 30, 40, 50}. First we randomly split
the training set in a 90% train and 10% validation and trained the models
with each of these curriculum lengths. We then chose the best performing
curriculum length on the validation set, and retrained on the full training
set using this length. Importantly, in all our experiments we only allowed
both the baseline and the corresponding curriculum models to train for
exactly the same number of epochs.

To match the implementation of Wan et al. (2021), for the large models
we used the same data augmentation techniques they did, while for the CNN

experiments we opted out of data augmentation to see just how much the
curriculum impacts this simple model.

Finally, all our experiments were performed using a single Nvidia Titan X
GPU, and the code for reproducing our results is available at https://github.

com/otiliastr/coarse-to-fine-curriculum.

a.1.4 Other Related Work

In Section 5.2.4, we discussed how our coarse-to-fine approach may be re-
lated to hierarchical classification. Here, we expand on the main directions
in hierarchical classification and compare them with our method. A popu-
lar survey on hierarchical classification (Silla and Freitas, 2011) organizes
the hierarchical classification literature in three main types of methods:

– flat classification approaches, which ignore the class hierarchy and con-
sider only the fine-grained leaf-node classes. This is equivalent to any
standard classification problem.

– local classification approaches, which typically go top-down through the
label hierarchy and train multiple classifiers along the way that take
into account only local information (e.g., Bennett and Nguyen, 2009;
Ramaswamy et al., 2015; Ramírez-Corona et al., 2016). These approaches
use various ways of incorporating local information, such as having
a classifier per node (Jin et al., 2008; Valentini and Re, 2009), per par-
ent node (Gauch et al., 2009), or per hierarchy level (Clare and King,
2003). Knowledge can be passed down through the hierarchy in var-
ious ways, for example using the predictions of the parent node as
input to the current classifier (Bennett and Nguyen, 2009; Holden and
Freitas, 2009). A more recent approach (Xu and Geng, 2019) is based
on the idea that two labels with a common ancestor in the class hi-
erarchy are correlated, and explicitly models this correlation in the
label distribution. Approaches in this category are typically computa-

https://github.com/otiliastr/coarse-to-fine-curriculum
https://github.com/otiliastr/coarse-to-fine-curriculum
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tionally more expensive, and tend to be sensitive to error propagation
along the hierarchy levels.

– global classification approaches, which train a single classification func-
tion that takes into account the entire class hierarchy at once (Cai and
Hofmann, 2004; Wang et al., 2009; Xiao et al., 2011; Cerri et al., 2012).
For example, Cai and Hofmann (2004) do so by designing a general-
ization of Support Vector Machines (SVM) using discriminant func-
tions that decompose into contributions from different levels of the
hierarchy. Xiao et al. (2011) train a hierarchical SVM which consists of
a classifier at each node, but information about the whole hierarchy
is encoded in a regularization term that encourages the normal vector
of the classifying hyperplane at each node to be orthogonal to those
of its ancestors. The more recent work of Wehrmann et al. (2018) pro-
poses a new neural network architecture for class hierarchies, which
can make predictions at different levels of the hierarchy and is trained
by combining multiple losses: a local loss, a global loss, and a loss that
penalizes predictions that violate the hierarchy. This approach is not
merely a mechanism for training arbitrary models, but is tied together
to the proposed architecture.

Our approach is similar to local node classification approaches in that we
also train a classifier at each level. It is also in some sense similar to global
classification approaches, because at the end of training, the model at the
final level of the hierarchy is able to preserve knowledge about the rest of
the hierarchy through the parameters that have been propagated through
the levels. However, to the best of our knowledge, none of these hierarchi-
cal classification approaches pass information across levels only through
the model parameters. Typically this information is encoded directly in the
model itself, which often means that the hierarchy is also used during in-
ference, not just during training.
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