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#### Abstract

Classical machine learning posits that data are independently and identically distributed, in a single format usually the same as test data. In modern applications however, additional information in other formats might be available freely or at a lower cost. For example, in data crowdsourcing we can collect preferences over the data points instead of directly asking the labels of a single data point at a lower cost. In natural language understanding problems, we might have limited amount of data in the target domain, but can use a large amount of general domain data for free.

The main topic of this thesis is to study how to efficiently incorporate these diverse forms of information into the learning and decision making process. We study two representative paradigms in this thesis. - Firstly, we study learning and decision making problems with direct labels and comparisons. In many applications such as clinical settings and material science, comparisons are much cheaper to obtain than direct labels. We show that comparisons can greatly reduce the problem complexity; using comparisons as input, our algorithm requires an exponentially smaller amount of labels to work than traditional label-only algorithms. Moreover, our total query complexity is similar to previous algorithms. We consider various learning problems in this settings, including classification, regression, multi-armed bandits, nonconvex optimization, and reinforcement learning. - Secondly, we study multi-task learning and transfer learning to learn from different domains and tasks of data. In this case, our algorithm use the previous collected data from similar tasks or domains, which are essentially free to use. We propose simple yet effective ways to transfer the knowledge from other domains and tasks, and achieve state-of-the-art result on several natural language understanding benchmarks. We illustrate both theoretical and practical insights in this thesis. Theoretically, we show performance guarantees of our algorithms as well as their statistical minimaxity through information-theoretic limits. On the practical side, we demonstrate promising experimental results on price estimation and natural language understanding tasks.
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## Chapter 1

## Introduction

Traditionally, machine learning deal with data from a single distribution and in a fixed form, usually independently and identically distributed. In many practical applications, however, we can obtain data in diverse forms for a single target task, with varied costs and qualities. A natural question is that whether and how algorithms can benefit from using these diverse forms of information. In this thesis we aim to answer this question by analyzing how diverse information can be incorporated into learning algorithms.

Multi-formed data can come in various ways in practice, and we study two different paradigms in this thesis. We first consider multi-formed data from feedbacks; during data acquisition, workers can not only answer about the label of a specific sample, but also many other alternative questions to help understand the problem. A broad goal is to understand the usefulness of, and to design algorithms to exploit, such alternative feedbacks. We study a special version of such feedbacks, namely learning from pairwise comparisons, in this thesis.

We then consider multi-formed data from multiple domains. In many applications, the available data is limited. However, we can obtain data from other domains, effectively of a different distribution, at essentially no cost. For example, for understanding Wikipedia, we can also use other forms of text, such as news and webpages, to train our model. We study the application of multi-task learning to understand multi-domain data for natural language understanding (NLU) problems.

By demonstrating the results of learning from multiple feedbacks and multiple domains, we illustrate the effectiveness of using multiple-source data in learning and decision making problems. We give an overview of our results in the next section.

### 1.1 Overview of Results

We review our results in this section. In Section 1.1.1, we illustrate our results on learning from both labels and comparisons. In Section 1.1.2, we describe the dueling-choice framework for decision making, where comparisons (duels) are available in addition to traditional direct queries. Lastly in Section 1.1.3, we study the problem of learning from multiple domains on natural language understanding tasks.

### 1.1.1 Interactive Learning from Labels and Comparisons

Classical classification and regression algorithms is centered around using labeled observations $\left\{\left(X_{1}, y_{1}\right), \ldots,\left(X_{n}, y_{n}\right)\right\}$, where $X_{i} \in \mathbb{R}^{d}$, and $y_{i} \in\{-1,1\}$ for binary classification, or $y_{i} \in \mathbb{R}$ for regression. In Chapter We consider an alternative way of interaction in this setup, where in addition to direct labels, we can also compare two points $\left(X_{i}, X_{j}\right)$ in the data pool, and obtain the point with a larger $y$ value.

In many applications of machine learning comparisons are easier to obtain than labels. For example, in crowdsourcing, workers are often able to provide ordinal feedback accurately with little effort [153, 164]. Similarly, in clinical settings, precise assessment of each individual patient's health status can be difficult, expensive and/or risky (e.g. it may require application of invasive sensors or diagnostic surgeries), but comparing relative statuses of two patients at a time may be relatively easy and accurate.

In Chapter 2, we consider the problem of active classification with both labels and comparisons, and characterize how the access to an easier comparison oracle helps in improving the label and total query complexity. We show that the comparison oracle reduces the learning problem to that of learning a threshold function. We then present an algorithm that interactively queries the label and comparison oracles and we characterize its query complexity under Tsybakov and adversarial noise conditions for the comparison and labeling oracles. This chapter is based on [187].

In Chapter 3, we consider linear and nonparametric regression with additional ordinal information. We consider ordinal feedback of varying qualities where we have either a perfect ordering of the samples, a noisy ordering of the samples or noisy pairwise comparisons between the samples. We provide a precise quantification of the usefulness of these types of ordinal feedback in both nonparametric and linear regression, showing that in many cases it is possible to accurately estimate an underlying function with a very small labeled set, effectively escaping the curse of dimensionality. We also present lower bounds, that establish fundamental limits for the task and show that our algorithms are optimal in a variety of settings. Finally, we present extensive experiments on new datasets that demonstrate the efficacy and practicality of our algorithms and investigate their robustness to various sources of noise and model misspecification. This chapter is based on [185, 188].

### 1.1.2 Decision Making with Comparisons

Many practical problems can be casted as bandit or optimization problems, where we aim to find target items in a given (finite or infinite) set. In the classical Multi-Armed Bandit(MAB) framework, we selectively query (or pull) an arm to get a random reward from its mean distribution in each iteration. We consider the same additional interaction with comparisons as in the previous section: In each iteration in addition to pulls, we can also compare (or duel) two arms to get the arm with a larger reward. We refer to this problem as Multi-Armed Bandits with Dueling Choices (MAB-DC) since MAB with comparisons is usually called dueling bandits in literature [200], and duels are optional in the algorithm process.

In Chapter 4, we consider regret minimization for MAB-DC under both discrete and continuous arm spaces. For the discrete $K$-armed MAB-DC, we propose the DF algorithm by combining Beat-the-Mean [199] and Successive Elimination[70]. We show that DF acehives a $O(\log T)$
regret rate where $T$ is the number of direct queries, and the regret combines the benefit of both duels and pulls. For a continuous arm space, we give the COMP-GP-UCB algorithm based on GP-UCB [156], where instead of directly querying the point with the maximum Upper Confidence Bound (UCB), we perform constrained optimization and use comparisons to filter out suboptimal points. COMP-GP-UCB comes with theoretical guarantee of $O\left(\frac{\Phi}{\sqrt{T}}\right)$ on simple regret where $\Phi$ is an improved information gain stemming from a comparison-based constraint set that restricts the space for optimum search. In contrast, in the plain direct query setting, $\Phi$ depends on the entire domain. We discuss theoretical aspects and show experimental results to demonstrate efficacy of our algorithms. This chapter extends the content of [189].

In Chapter 5, we consider the Thresholding Bandit Problem (TBP) with Dueling Choices. The Thresholding Bandit Problem (TBP) aims to find the set of arms with mean rewards greater than a given threshold. We provide an algorithm called Rank-Search (RS) for solving TBP-DC by alternating between ranking and binary search. We prove theoretical guarantees for RS, and also give lower bounds to show the optimality of it. Experiments show that RS can outperform baseline algorithms when duels can be obtained at a lower cost than direct assessments. This chapter is based on [192].

In Chapter 6, we consider reinforcment learning with comparisons, namely Preference-based Reinforcement Learning (PbRL). PbRL replaces reward values in traditional reinforcement learning by preferences to better elicit human opinion on the target objective, specially when reward metrics are hard to design or elicit. Despite promising results in applications, the theoretical understanding of PbRL is still preliminary. We present the first finite-time analysis for general PbRL problems. We first show that a unique optimal policy may not exist if preferences over trajectories are deterministic for PbRL . If preferences are stochastic, and the preference probability relates to the reward values, we present algorithms for PbRL both with or without a simulator that are able to identify the best policy up to accuracy epsilon with high probability. Our method explores the state space by navigating to every (remove every since states with very low reach probability are not visited?) under-explored states, and solves PbRL using a combination of dueling bandits and policy search. Experiments show the efficacy of our method on real-world problems. This chapter is based on [193].

### 1.1.3 Natural Language Understanding from Multiple Domains

We focus another paradigm of learning from multiple sources, where we have data from multiple domains, and would like to learn a joint model targeting the performance on a specific dataset. The domains can be different in their input/output formats, data distributions and label distributions. We focus on the problem of Natural Language Understanding (NLU) problems, since NLU data is typically collected from different sources using various corpora.

In Chapter 6, we consider the problem of multi-task learning for machine reading comprehension(MRC). We propose a framework to learn a joint MRC model that can be applied to a wide range of MRC tasks in different domains. Inspired by recent ideas of data selection in machine translation, we develop a novel sample re-weighting scheme to assign sample-specific weights to the loss. Empirical study shows that our approach can be applied to many existing MRC models. Combined with contextual representations from pre-trained language models (such as ELMo), we achieve new state-of-the-art results on a set of MRC benchmark datasets. This work is based on
[191].
In Chapter 7, we consider the problem of transfer multiple source of knowledge to NLU in the medical domain. We use a multi-source transfer learning approach to transfer the knowledge from MT-DNN [119] (general domain NLU) and SciBERT [33] (language model in the medical domain). For transfer learning fine-tuning, we use multi-task learning various tasks on general and medical domains to improve performance. The proposed methods are proved effective for natural language understanding in the medical domain, and we rank the 2nd on the QA task of the MEDIQA-2019 shared task[34]. This work is based on [190].

## Part I

## Interactive Learning from Labels and Comparisons

## Chapter 2

## Classification with Labels and Comparisons

Given high costs of obtaining labels for big datasets, interactive learning is gaining popularity in both practice and theory of machine learning. On the practical side, there has been an increasing interest in designing algorithms capable of engaging domain experts in two-way queries to facilitate more accurate and more effort-efficient learning systems (c.f. [124, [171]). On the theoretical side, study of interactive learning has led to significant advances such as exponential improvement of query complexity over passive learning under certain conditions (c.f. [14, 15, 26, 44, 86, 146]). While most of these approaches to interactive learning fix the form of an oracle, e.g., the labeling oracle, and explore the best way of querying, recent work allows for multiple diverse forms of oracles [25, 36, 64, 196]. The focus of this chapter is on this latter setting, also known as active dual supervision [11]. We investigate how to recover a hypothesis $h$ that is a good approximator of the optimal classifier $h^{*}$, in terms of expected 0/1 error $\operatorname{Pr}_{X}\left[h(X) \neq h^{*}(X)\right]$, given limited access to labels on individual instances $X \in \mathcal{X}$ and pairwise comparisons about which one of two given instances is more likely to belong to the $+1 /-1$ class.

Our study is motivated by important applications where comparisons are easier to obtain than labels, and the algorithm can leverage both types of oracles to improve label and total query complexity. For example, in material design, synthesizing materials for specific conditions requires expensive experimentation, but with an appropriate algorithm we can leverage expertize of material scientists, for whom it may be hard to accurately assess the resulting material properties, but who can quickly compare different input conditions and suggest which ones are more promising. Similarly, in clinical settings, precise assessment of each individual patient's health status can be difficult, expensive and/or risky (e.g. it may require application of invasive sensors or diagnostic surgeries), but comparing relative statuses of two patients at a time may be relatively easy and accurate. In both these scenarios we may have access to a modest amount of individually labeled data, but the bulk of more accessible training information is available via pairwise comparisons. There are many other examples where humans find it easier to perform pairwise comparisons rather than providing direct labels, including content search [77], image retrieval [171], ranking [90], etc.

Despite many successful applications of comparison oracles, many fundamental questions


Figure 2.1: Explanation of work flow of ADGAC-based algorithms. Left: Procedure of typical active learning algorithms. Right: Procedure of our proposed ADGAC-based interactive learning algorithm which has access to both pairwise comparison and labeling oracles.
remain. One of them is how to design noise-tolerant, cost-efficient algorithms that can approximate the unknown target hypothesis to arbitrary accuracy while having access to pairwise comparisons. On one hand, while there is theoretical analysis on the pairwise comparisons concerning the task of learning to rank [7, 95], estimating ordinal measurement models [152] and learning combinatorial functions [28], much remains unknown how to extend these results to more generic hypothesis classes. On the other hand, although we have seen great progress on using single or multiple oracles with the same form of interaction [23, 64], classification using both comparison and labeling queries remains an interesting open problem. Independently of our work, Kane et al. [105] concurrently analyzed a similar setting of learning to classify using both label and comparison queries. However, their algorithms work only in the noise-free setting.
Our Contributions: Our work addresses the aforementioned issues by presenting a new algorithm, Active Data Generation with Adversarial Comparisons (ADGAC), which learns a classifier with both noisy labeling and noisy comparison oracles.

- We analyze ADGAC under Tsybakov (TNC) [165] and adversarial noise conditions for the labeling oracle, along with the adversarial noise condition for the comparison oracle. Our general framework can augment any active learning algorithm by replacing the batch sampling in these algorithms with ADGAC. Figure 2.1 presents the work flow of our framework.
- We propose $\mathrm{A}^{2}$-ADGAC algorithm, which can learn an arbitrary hypothesis class. The label complexity of the algorithm is as small as learning a threshold function under both TNC and adversarial noise condition, independently of the structure of the hypothesis class. The total query complexity improves over previous best-known results under TNC which can only access the labeling oracle.
- We derive Margin-ADGAC to learn the class of halfspaces. This algorithm has the same label and total query complexity as $\mathrm{A}^{2}$-ADGAC, but is computationally efficient.
- We present lower bounds on total query complexity for any algorithm that can access both labeling and comparison oracles, and a noise tolerance lower bound for our algorithms. These lower bounds demonstrate that our analysis is nearly optimal.
An important quantity governing the performance of our algorithms is the adversarial noise level of comparisons: denote by $\operatorname{Tol}_{\text {comp }}(\varepsilon, \delta, \mathcal{A})$ the adversarial noise tolerance level of comparisons that guarantees an algorithm $\mathcal{A}$ to achieve an error of $\varepsilon$, with probability at least $1-\delta$. Table 2.1 compares our results with previous work in terms of label complexity, total query complexity,

Table 2.1: Comparison of various methods for learning of generic hypothesis class (Omitting $\log (1 / \varepsilon)$ factors $)$.

| Label Noise | Work | \# Label | \# Query | Tol $_{\text {comp }}$ |
| :---: | :---: | :---: | :---: | :---: |
| Tsybakov $(\kappa)$ | $[84]$ | $\tilde{\mathcal{O}}\left(\left(\frac{1}{\varepsilon}\right)^{2 \kappa-2} d \theta\right)$ | $\tilde{\mathcal{O}}\left(\left(\frac{1}{\varepsilon}\right)^{2 \kappa-2} d \theta\right)$ | N/A |
| Tsybakov $(\kappa)$ | Ours | $\tilde{\mathcal{O}}\left(\left(\frac{1}{\varepsilon}\right)^{2 \kappa-2}\right)$ | $\tilde{\mathcal{O}}\left(\left(\frac{1}{\varepsilon}\right)^{2 \kappa-2} \theta+d \theta\right)$ | $\mathcal{O}\left(\varepsilon^{2 \kappa}\right)$ |
| Adversarial $(\nu=\mathcal{O}(\varepsilon))$ | $\boxed{86}]$ | $\tilde{\mathcal{O}}(d \theta)$ | $\tilde{\mathcal{O}}(d \theta)$ | N/A |
| Adversarial $(\nu=\mathcal{O}(\varepsilon))$ | Ours | $\tilde{\mathcal{O}}(1)$ | $\tilde{\mathcal{O}}(d \theta)$ | $\mathcal{O}\left(\varepsilon^{2}\right)$ |

Table 2.2: Comparison of various methods for learning of halfspaces (Omitting $\log (1 / \varepsilon)$ factors).

| Label Noise | Work | \# Label | \# Query | Tol $_{\text {comp }}$ | Efficient? |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Massart | $[27]$ | $\tilde{\mathcal{O}}(d)$ | $\tilde{\mathcal{O}}(d)$ | N/A | No |
| Massart | $[14]$ | poly $(d)$ | poly $(d)$ | N/A | Yes |
| Massart | Ours | $\tilde{\mathcal{O}}(1)$ | $\tilde{\mathcal{O}}(d)$ | $\mathcal{O}\left(\varepsilon^{2}\right)$ | Yes |
| Tsybakov $(\kappa)$ | $[86]$ | $\tilde{\mathcal{O}}\left(\left(\frac{1}{2}\right)^{2 \kappa-2} d \theta\right)$ | $\tilde{\mathcal{O}}\left(\left(\frac{1}{\varepsilon}\right)^{2 \kappa-2} d \theta\right)$ | N/A | No |
| Tsybakov $(\kappa)$ | Ours | $\tilde{\mathcal{O}}\left(\left(\frac{1}{\varepsilon}\right)^{2 \kappa-2}\right)$ | $\tilde{\mathcal{O}}\left(\left(\frac{1}{\varepsilon}\right)^{2 \kappa-2}+d\right)$ | $\mathcal{O}\left(\varepsilon^{2 \kappa}\right)$ | Yes |
| Adversarial $(\nu=\mathcal{O}(\varepsilon))$ | $[202]$ | $\tilde{\mathcal{O}}(d)$ | $\tilde{\mathcal{O}}(d)$ | N/A | No |
| Adversarial $(\nu=\mathcal{O}(\varepsilon))$ | $[15]$ | $\tilde{\mathcal{O}}\left(d^{2}\right)$ | $\tilde{\mathcal{O}}\left(d^{2}\right)$ | N/A | Yes |
| Adversarial $(\nu=\mathcal{O}(\varepsilon))$ | Ours | $\tilde{\mathcal{O}}(1)$ | $\tilde{\mathcal{O}}(d)$ | $\mathcal{O}\left(\varepsilon^{2}\right)$ | Yes |

and $\mathrm{Tol}_{\text {comp }}$ for generic hypothesis class $\mathbb{C}$ with error $\varepsilon$. We see that our results significantly improve over prior work with the extra comparison oracle. Denote by $d$ the VC-dimension of $\mathbb{C}$ and $\theta$ the disagreement coefficient. We also compare the results in Table 2.2 for learning halfspaces under isotropic log-concave distributions. In both cases, our algorithms enjoy small label complexity that is independent of $\theta$ and $d$. This is helpful when labels are very expensive to obtain. Our algorithms also enjoy better total query complexity under both TNC and adversarial noise condition for efficiently learning halfspaces.

### 2.1 Our Techniques

Intransitivity: The main challenge of learning with pairwise comparisons is that the comparisons might be asymmetric or intransitive. If we construct a classifier $h(x)$ by simply comparing $x$ with a fixed instance $\hat{x}$ by comparison oracle, then the concept class of classifiers $\{h: h(x)=$ $Z(x, \hat{x}), \hat{x} \in \mathcal{X}\}$ will have infinite VC dimension, so the complexity will be as high as infinite if we apply the traditional tools of VC theory. To resolve the issue, we conduct a group-based binary search in ADGAC. The intuition is that by dividing the dataset into several ranked groups $S_{1}, S_{2}, \ldots$, the majority of labels in each group can be stably decided if we sample enough examples from that group. Therefore, we are able to reduce the original problem in the high-dimensional
space to the problem of learning a "threshold" function in one-dimension space. Then some straightforward approaches such as binary search learns the thresholding function.
Combining with Active Learning Algorithms: If the labels follow Tsybakov noise (i.e., Condition 2), the most straightforward method to combine ADGAC with existing algorithms is to combine ADGAC with an algorithm that uses the label oracle only and works under TNC. However, we cannot save query complexity if we follow this method. To see this, notice that in each round we need roughly $n_{i}=\tilde{\mathcal{O}}\left(d \theta\left(\frac{1}{\varepsilon_{i}}\right)^{2 \kappa-1}\right)$ samples and $m_{i}=\tilde{\mathcal{O}}\left(d \theta\left(\frac{1}{\varepsilon_{i}}\right)^{2 \kappa-2}\right)$ labels; if we use ADGAC, we can obtain a labeling of $n_{i}$ samples with at most $\varepsilon_{i} n_{i} \approx m_{i}$ errors with low label complexity. Suppose $N$ is the set of labels that ADGAC makes error on. However, since the outside active learning algorithm works under TNC, we will need to query labels in $N$ to make sure that the ADGAC labels follow TNC. That means our label complexity is still $m_{i}$, the same as the original algorithm. To avoid this problem, we combine ADGAC with algorithms under adversarial noise in all cases including TNC. This eliminates the need to query additional labels, and also reduces the query complexity.
Handling Independence: We mostly follow previous works on combining ADGAC with existing algorithms. However, since we now obtain labels from ADGAC instead of $\mathcal{P}_{\mathcal{X} \mathcal{Y}}$, the labels are not independently sampled, and we need to adapt the proof to our case. We use different methods for $\mathrm{A}^{2}$-ADGAC and Margin-ADGAC: For the former, we use results from PAC learning to bound the error on all $n_{i}$ samples; for the latter, we decompose the error of any classifier $h$ on labels generated by ADGAC into two parts: The first part is caused by the error of ADGAC itself, and second is by $h$ on truthful labels. Using the above techniques enables us to circumvent the independence problem.
Lower Bounds: It is typically hard to provide a unified lower bound for multi-query learning framework, as several quantities are simultaneously involved in the analysis, e.g., the comparison complexity, the label complexity, the noise tolerance, etc. So traditional proof techniques for active learning, e.g., Le Cam's and Fano's bounds [44, 86], cannot be trivially applied to our setting. Instead, we prove lower bounds on one quantity by allowing arbitrary budgets of other quantities. Another non-trivial technique is in the proof of minimax bound for the adversarial noise level of comparison oracle (see Theorem 12): In the proof of upper bound, we divide the integral region w.r.t. the expectation into $n$ segments, each of size $1 / n$, and the expectation is thus the limit when $n \rightarrow \infty$. We upper bound the discrete approximation of the integral by a careful calibration of noise on each segment for a fixed $n$, and then let $n \rightarrow \infty$. The proof then leads to a general inequality (Lemma21), and it might be of independent interest.

### 2.2 Related Works

It is well known that people are better at comparison than labeling [152, 158]. It has been widely used to tackle problems in classification [124], clustering [109] and ranking [5, 77].

Balcan et al. [28] studied using pairwise comparisons to learn submodular functions on sets. Another related problem is bipartite ranking [4], which exactly does the opposite of our problem: Given a group of binary labels, learn a ranking function that rank positive samples higher than negative ones.

Interactive learning has wide application in the field of computer vision and natural language processing (see e.g., [171]). There are also abundant literatures on interactive ways to improve unsupervised and semi-supervised learning [109]. However, there lacks a general statistical analysis of interactive learning for traditional classification tasks. Balcan and Hanneke [23] analyze class conditional queries (CCQ), where the user gives counterexamples to a given classification. Beygelzimer et al. [36] used a similar idea using search queries. However, their interactions requires a oracle that is usually stronger than the traditional labelers (i.e., we can simulate traditional active learning using such oracles), and is generally hard to deploy in practice. There turns out to be little general analysis on using a "weaker" interaction between human and computer. Balcan and Hanneke [23] studied an abstract query based notions from exact learning, but their analysis cannot handle queries that gives relation between samples (as comparisons do). Our work fits in this blank.

We compare our work to traditional label-based active learning [86], which has drawn a lot of attention in the society in recent years. Disagreement-based active learning has been shown to reach a near-optimal rate on classification problems [84]. Another line of research is margin-based active learning [14], which aims at computational efficiency of learning halfspaces, under the large-margin assumption.

### 2.3 Preliminaries

Notations: We study the problem of learning a classifier $h: \mathcal{X} \rightarrow \mathcal{Y}=\{-1,1\}$, where $\mathcal{X}$ and $\mathcal{Y}$ are the instance space and label space, respectively. Denote by $\mathcal{P}_{\mathcal{X} \mathcal{Y}}$ the distribution over $\mathcal{X} \times \mathcal{Y}$ and let $\mathcal{P}_{\mathcal{X}}$ be the marginal distribution over $\mathcal{X}$. A hypothesis class $\mathbb{C}$ is a set of functions $h: \mathcal{X} \rightarrow \mathcal{Y}$. For any function $h$, define the error of $h$ under distribution $D$ over $\mathcal{X} \times \mathcal{Y}$ as $\operatorname{err}_{D}(h)=\operatorname{Pr}_{(X, Y) \sim D}[h(X) \neq Y]$. Let err $(h)=\operatorname{err}_{P_{\mathcal{X} Y}}(h)$. Suppose that $h^{*} \in \mathbb{C}$ satisfies $\operatorname{err}\left(h^{*}\right)=\inf _{h \in \mathbb{C}} \operatorname{err}(h)$. For simplicity, we assume that such an $h^{*}$ exists in class $\mathbb{C}$.

We apply the concept of disagreement coefficient from Hanneke [84] for generic hypothesis class in this chapter. In particular, for any set $V \subseteq \mathbb{C}$, we denote by $\operatorname{DIS}(V)=\left\{x \in \mathcal{X}: \exists h_{1}, h_{2} \in\right.$ $\left.V, h_{1}(x) \neq h_{2}(x)\right\}$. The disagreement coefficient is defined as $\theta=\sup _{r>0} \frac{\operatorname{Pr}\left[\operatorname{DIS}\left(B\left(h^{*}, r\right)\right]\right.}{r}$, where $B\left(h^{*}, r\right)=\left\{h \in \mathbb{C}: \operatorname{Pr}_{X \sim \mathcal{P}_{\mathcal{X}}}\left[h(X) \neq h^{*}(X)\right] \leq r\right\}$.
Problem Setup: We analyze two kinds of noise conditions for the labeling oracle, namely, adversarial noise condition and Tsybakov noise condition (TNC). We formally define them as follows.
Condition 1 (Adversarial Noise Condition for Labeling Oracle). Distribution $\mathcal{P}_{\mathcal{X Y}}$ satisfies adversarial noise condition for labeling oracle with parameter $\nu \geq 0$, if $\nu=\operatorname{Pr}_{(X, Y) \sim \mathcal{P}_{\mathcal{X y}}}[Y \neq$ $\left.h^{*}(X)\right]$.
Condition 2 (Tsybakov Noise Condition for Labeling Oracle). Distribution $\mathcal{P}_{\mathcal{X Y}}$ satisfies Tsybakov noise condition for labeling oracle with parameters $\kappa \geq 1, \mu \geq 0$, if $\forall h: \mathcal{X} \rightarrow$ $\{-1,1\}, \operatorname{err}(h)-\operatorname{err}\left(h^{*}\right) \geq \mu \operatorname{Pr}_{X \sim \mathcal{P}_{\mathcal{X}}}\left[h(X) \neq h^{*}(X)\right]^{\kappa}$. Also, $h^{*}$ is the Bayes optimal classifier, i.e., $h^{*}(x)=\operatorname{sign}(\eta(x)-1 / 2)$. ${ }^{1}$ where $\eta(x)=\operatorname{Pr}[Y=1 \mid X=x]$. The special case of $\kappa=1$ is

[^0]also called Massart noise condition.
In the classic active learning scenario, the algorithm has access to an unlabeled pool drawn from $\mathcal{P}_{\mathcal{X}}$. The algorithm can then query the labeling oracle for any instance from the pool. The goal is to find an $h \in \mathbb{C}$ such that the error $\operatorname{Pr}\left[h(X) \neq h^{*}(X)\right] \leq \varepsilon^{2}$. The labeling oracle has access to the input $x \in \mathcal{X}$, and outputs $y \in\{-1,1\}$ according to $\mathcal{P}_{\mathcal{X Y}}$. In our setting, however, an extra comparison oracle is available. This oracle takes as input a pair of instances $\left(x, x^{\prime}\right) \in \mathcal{X} \times \mathcal{X}$, and returns a variable $Z\left(x, x^{\prime}\right) \in\{-1,1\}$, where $Z\left(x, x^{\prime}\right)=1$ indicates that $x$ is more likely to be positive, while $Z\left(x, x^{\prime}\right)=-1$ otherwise. In this chapter, we discuss an adversarial noise condition for the comparison oracle. We discuss about other conditions on comparisons at the end of this section.
Condition 3 (Adversarial Noise Condition for Comparison Oracle). Distribution $\mathcal{P}_{\mathcal{X X Z}}$ satisfies adversarial noise with parameter $\nu^{\prime} \geq 0$, if $\nu^{\prime}=\operatorname{Pr}\left[Z\left(X, X^{\prime}\right)\left(h^{*}(X)-h^{*}\left(X^{\prime}\right)\right)<0\right]$.

Note that we do not make any assumptions on the randomness of $Z: Z\left(X, X^{\prime}\right)$ can be either random or deterministic as long as the joint distribution $P_{\mathcal{X X Z}}$ satisfies Condition 3 .

For an interactive learning algorithm $\mathcal{A}$, given error $\varepsilon$ and failure probability $\delta$, let $\mathrm{SC}_{\text {comp }}(\varepsilon, \delta, \mathcal{A})$ and $\mathrm{SC}_{\text {label }}(\varepsilon, \delta, \mathcal{A})$ be the comparison and label complexity, respectively. The query complexity of $\mathcal{A}$ is defined as the sum of label and comparison complexity. Similar to the definition of $\operatorname{Tol}_{\text {comp }}(\varepsilon, \delta, \mathcal{A})$, define $\operatorname{Tol}_{\text {label }}(\varepsilon, \delta, \mathcal{A})$ as the maximum $\nu$ such that algorithm $\mathcal{A}$ achieves an error of at most $\varepsilon$ with probability $1-\delta$. As a summary, $\mathcal{A}$ learns an $h$ such that $\operatorname{Pr}\left[h(X) \neq h^{*}(X)\right] \leq \varepsilon$ with probability $1-\delta$ using $\mathrm{SC}_{\text {comp }}(\varepsilon, \delta, \mathcal{A})$ comparisons and $\operatorname{SC}_{\text {label }}(\varepsilon, \delta, \mathcal{A})$ labels, if $\nu \leq \operatorname{Tol}_{\text {label }}(\varepsilon, \delta, \mathcal{A})$ and $\nu^{\prime} \leq \operatorname{Tol}_{\text {comp }}(\varepsilon, \delta, \mathcal{A})$. We omit the parameters of $\mathrm{SC}_{\text {comp }}, \mathrm{SC}_{\text {label }}, \mathrm{Tol}_{\text {comp }}, \mathrm{Tol}_{\text {label }}$ if they are clear from the context. We use $\mathcal{O}(\cdot)$ to express sample complexity and noise tolerance, and $\tilde{O}(\cdot)$ to ignore the $\log (\cdot)$ terms. Table 2.3 summarizes the main notations throughout the chapter.
Learning under TNC for comparisons. In this section we justify our choice of analyzing adversarial noise model for the comparison oracle. In fact, any algorithm using adversarial comparisons can be transformed into an algorithm using TNC comparisons, by treating learning comparison functions as a separate learning problem. Let $\mathbb{C}^{\prime}$ be a hypothesis class consisting of comparison functions $f: \mathcal{X} \times \mathcal{X} \rightarrow\{-1,1\}$. Suppose the optimal comparison function is $f^{*}\left(x, x^{\prime}\right)=\operatorname{sign}\left(g^{*}(x)-g^{*}\left(x^{\prime}\right)\right)$, and Tsybakov noise condition holds for $\left(\left(X, X^{\prime}\right), Z\right)$ with some constant $\mu^{\prime}, \kappa^{\prime}$; i.e., for any $f \in \mathbb{C}^{\prime}$ we have

$$
\operatorname{Pr}\left[f\left(X, X^{\prime}\right) \neq Z\right]-\operatorname{Pr}\left[f^{*}\left(X, X^{\prime}\right) \neq Z\right] \geq \mu^{\prime} \operatorname{Pr}\left[f\left(X, X^{\prime}\right) \neq f^{*}\left(X, X^{\prime}\right)\right]^{\kappa^{\prime}}
$$

Also suppose $f^{*}\left(x, x^{\prime}\right)=\operatorname{sign}\left(\operatorname{Pr}\left[Z=1 \mid X=x, X^{\prime}=x^{\prime}\right]-1 / 2\right)$. Assume $\mathbb{C}^{\prime}$ has VC-dimension $d^{\prime}$ and disagreement coefficient $\theta^{\prime}$, standard active learning requires

$$
\Phi\left(\nu^{\prime}\right)=\tilde{\mathcal{O}}\left(\theta^{\prime}\left(\frac{1}{\nu^{\prime}}\right)^{2 \kappa^{\prime}-2}\left(d^{\prime} \log \left(\theta^{\prime}\right)+\log (1 / \delta)\right) \log \left(\frac{1}{\nu^{\prime}}\right)\right)
$$

samples to learn a comparison function of error $\nu^{\prime}$ with probability $1-\delta$. So an algorithm $\mathcal{A}$ for adversarial noise on comparisons can be automatically transformed into an algorithm $\mathcal{A}^{\prime}$ for

[^1]Table 2.3: Summary of notations.

| Notation | Meaning |
| :---: | :---: |
| $\mathbb{C}$ | Hypothesis class |
| $X, \mathcal{X}$ | Instance \& Instance space |
| $Y, \mathcal{Y}$ | Label \& Label space |
| $Z, \mathcal{Z}$ | Comparison \& Comparison space |
| $d$ | VC dimension of $\mathbb{C}$ |
| $\theta$ | Disagreement coefficient |
| $h^{*}$ | Optimal classifier in $\mathbb{C}$ |
| $g^{*}$ | Optimal scoring function |
| $\kappa$ | Tsybakov noise level (labeling) |
| $\nu$ | Adversarial noise level (labeling) |
| $\nu^{\prime}$ | Adversarial noise level (comparison) |
| $\operatorname{err}_{D}(h)$ | Error of $h$ on distribution $D$ |
| $\mathrm{SC}_{\text {label }}$ | Label complexity |
| $\mathrm{SC}_{\text {comp }}$ | Comparison complexity |
| $\mathrm{Tol}_{\text {label }}$ | Noise tolerance (labeling) |
| $\mathrm{Tol}_{\text {comp }}$ | Noise tolerance (comparison) |

TNC on comparisons with $\mathrm{SC}_{\text {label }}\left(\mathcal{A}^{\prime}\right)=\mathrm{SC}_{\text {label }}(\mathcal{A})$ and $\mathrm{SC}_{\text {comp }}(\mathcal{A})=\Phi\left(\operatorname{Tol}_{\text {comp }}(\mathcal{A})\right)$. So we only analyze adversarial noise for comparison in other parts of this chapter.

### 2.4 The ADGAC Algorithm

The hardness of learning from pairwise comparisons follows from the error of comparison oracle: the comparisons are noisy, and can be asymmetric and intransitive, meaning that the human might give contradicting preferences like $x_{1} \preccurlyeq x_{2} \preccurlyeq x_{1}$ or $x_{1} \preccurlyeq x_{2} \preccurlyeq x_{3} \preccurlyeq x_{1}$ (here $\preccurlyeq$ is some preference). This makes traditional methods, e.g., defining a function class $\{h: h(x)=Z(x, \hat{x}), \hat{x} \in \mathcal{X}\}$, fail, because such a class may have infinite VC dimension.

In this section, we propose a novel algorithm, Active Data Generation with Adversarial Comparisons (ADGAC), to address this issue. Having access to both comparison and labeling oracles, ADGAC generates a labeled dataset by techniques inspired from group-based binary search. We show that ADGAC can be combined with any active learning procedure to obtain interactive algorithms that can utilize both labeling and comparison oracles. We provide theoretical guarantees for ADGAC.

### 2.4.1 Algorithm Description

To illustrate ADGAC, we start with a general active learning framework in Algorithm 1. Many active learning algorithms can be adapted to this framework, such as $\mathrm{A}^{2}$ [26] and margin-based active algorithms [14, 15]. Here $U$ represents the querying space/disagreement region of the
algorithm (i.e., we reject an instance $x$ if $x \notin U$ ), and $V$ represents a version space consisting of potential classifiers. For example, $\mathrm{A}^{2}$ algorithm can be adapted to Algorithm 1 straightforwardly by keeping $U$ as the sample space and $V$ as the version space. More concretely, $\mathrm{A}^{2}$ algorithm [26] for adversarial noise can be characterized by

$$
U_{0}=\mathcal{X}, V_{0}=\mathbb{C}, f_{V}(U, V, W, i)=\left\{h:|W| \operatorname{err}_{W}(h) \leq n_{i} \varepsilon_{i}\right\}, f_{U}(U, V, W, i)=\operatorname{DIS}(V),
$$

where $\varepsilon_{i}$ and $n_{i}$ are parameters of the $\mathrm{A}^{2}$ algorithm, and $\operatorname{DIS}(V)=\left\{x \in \mathcal{X}: \exists h_{1}, h_{2} \in\right.$ $\left.V, h_{1}(x) \neq h_{2}(x)\right\}$ is the disagreement region of $V$. Margin-based active learning [15] can also be fitted into Algorithm 1 by taking $V$ as the halfspace that (approximately) minimizes the hinge loss, and $U$ as the region within the margin of that halfspace.

```
Algorithm 1 Active Learning Framework
Input: \(\varepsilon, \delta\), a sequence of \(n_{i}\), functions \(f_{U}, f_{V}\).
    Initialize \(U \leftarrow U_{0} \subseteq \mathcal{X}, V \leftarrow V_{0} \subseteq \mathbb{C}\).
    for \(i=1,2, \ldots, \log (1 / \varepsilon)\) do
        Sample unlabeled dataset \(\tilde{S}\) of size \(n_{i}\). Let \(S \leftarrow\{x: x \in \tilde{S}, x \in U\}\).
        Request the labels of \(x \in S\) and obtain \(W \leftarrow\left\{\left(x_{i}, y_{i}\right): x_{i} \in S\right\}\).
        Update \(V \leftarrow f_{V}(U, V, W, i), U \leftarrow f_{U}(U, V, W, i)\).
    end for
```

Output: Any classifier $\hat{h} \in V$.

To efficiently apply the comparison oracle, we propose to replace step 4 in Algorithm 1 with a subroutine, ADGAC, that has access to both comparison and labeling oracles. Subroutine 2 describes ADGAC. It takes as input a dataset $S$ and a sampling number $k$. ADGAC first runs Quicksort algorithm on $S$ using feedback from comparison oracle, which is of form $Z\left(x, x^{\prime}\right)$. Given that the comparison oracle $Z(\cdot, \cdot)$ might be asymmetric w.r.t. its two arguments, i.e., $Z\left(x, x^{\prime}\right)$ may not equal to $Z\left(x^{\prime}, x\right)$, for each pair $\left(x_{i}, x_{j}\right)$, we randomly choose $\left(x_{i}, x_{j}\right)$ or $\left(x_{j}, x_{i}\right)$ as the input to $Z(\cdot, \cdot)$. After Quicksort, the algorithm divides the data into multiple groups of size $\alpha m=\varepsilon|\tilde{S}|$, and does group-based binary search by sampling $k$ labels from each group and determining the label of each group by majority vote.

For active learning algorithm $\mathcal{A}$, let $\mathcal{A}$-ADGAC be the algorithm of replacing step 4 with ADGAC using parameters $\left(S_{i}, n_{i}, \varepsilon_{i}, k_{i}\right)$, where $\varepsilon_{i}, k_{i}$ are chosen as additional parameters of the algorithm. We establish results for specific $\mathcal{A}$ : $\mathrm{A}^{2}$ and margin-based active learning in Sections 2.5 and 2.6, respectively.

### 2.4.2 Theoretical Analysis of ADGAC

Before we combine ADGAC with active learning algorithms, we provide theoretical results for ADGAC. By the algorithmic procedure, ADGAC reduces the problem of labeling the whole dataset $S$ to binary searching a threshold on the sorted list $S$. One can show that the conflicting instances cannot be too many within each group $S_{i}$, and thus binary search performs well in our algorithm. We also use results in [7] to give an error estimate of Quicksort. We have the following result based on the above arguments.

Subroutine 2 Active Data Generation with Adversarial Comparison (ADGAC)
Input: Dataset $S$ with $|S|=m, n, \varepsilon, k$.
$\alpha \leftarrow \frac{\varepsilon n}{2 m}$.
Define preference relation on $S$ according to $Z$. Run Quicksort on $S$ to rank elements in an increasing order. Obtain a sorted list $S=\left(x_{1}, x_{2}, \ldots, x_{m}\right)$.
Divide $S$ into groups of size $\alpha m$ : $S_{i}=\left\{x_{(i-1) \alpha m+1}, \ldots, x_{i \alpha m}\right\}, i=1,2, \ldots, 1 / \alpha$.
$t_{\text {min }} \leftarrow 1, t_{\text {max }} \leftarrow 1 / \alpha$.
while $t_{\text {min }}<t_{\text {max }}$ do $\quad \triangleright$ Do binary search
$t=\left(t_{\min }+t_{\max }\right) / 2$.
Sample $k$ points uniformly without replacement from $S_{t}$ and obtain the labels $Y=$ $\left\{y_{1}, \ldots, y_{k}\right\}$.

If $\sum_{i=1}^{k} y_{i} \geq 0$, then $t_{\text {max }}=t$; else $t_{\text {min }}=t+1$.
end while
For $t^{\prime}>t$ and $x_{i} \in S_{t^{\prime}}$, let $\hat{y}_{i} \leftarrow 1$.
For $t^{\prime}<t$ and $x_{i} \in S_{t^{\prime}}$, let $\hat{y}_{i} \leftarrow-1$.
For $x_{i} \in S_{t}$, let $\hat{y}_{i}$ be the majority of labeled points in $S_{t}$.
Output: Predicted labels $\hat{y}_{1}, \hat{y}_{2}, \ldots, \hat{y}_{m}$.

Theorem 4. Suppose that Conditions 2 and 3 holdfor $\kappa \geq 1, \nu^{\prime} \geq 0$, and $n=\Omega\left(\left(\frac{1}{\varepsilon}\right)^{2 \kappa-1} \log (1 / \delta)\right)$. Assume a set $\tilde{S}$ with $|\tilde{S}|=n$ is sampled i.i.d. from $\mathcal{P}_{\mathcal{X}}$ and $S \subseteq \tilde{S}$ is an arbitrary subset of $\tilde{S}$ with $|S|=m$. There exist absolute constants $C_{1}, C_{2}, C_{3}$ such that if we run Subroutine 2 with $\varepsilon<C_{1}, \nu^{\prime} \leq C_{2} \varepsilon^{2 \kappa} \delta, k=k^{(1)}(\varepsilon, \delta):=C_{3} \log \left(\frac{\log (1 / \varepsilon)}{\delta}\right)\left(\frac{1}{\varepsilon}\right)^{2 \kappa-2}$, it will output a labeling of $S$ such that $\left|\left\{x_{i} \in S: \hat{y}_{i} \neq h^{*}\left(x_{i}\right)\right\}\right| \leq \varepsilon n$, with probability at least $1-\delta$. The expected number of comparisons required is $\mathcal{O}(m \log m)$, and the number of sample-label pairs required is $\mathrm{SC}_{\text {label }}(\varepsilon, \delta)=\tilde{\mathcal{O}}\left(\log \left(\frac{m}{\varepsilon n}\right) \log (1 / \delta)\left(\frac{1}{\varepsilon}\right)^{2 \kappa-2}\right)$.

Similarly, we analyze ADGAC under adversarial noise condition w.r.t. labeling oracle with $\nu=\mathcal{O}(\varepsilon)$.
Theorem 5. Suppose that Conditions 1 and 3 hold for $\nu, \nu^{\prime} \geq 0$, and $n=\Omega\left(\frac{1}{\varepsilon} \log (1 / \delta)\right)$. Assume a set $\tilde{S}$ with $|\tilde{S}|=n$ is sampled i.i.d. from $\mathcal{P}_{\mathcal{X}}$ and $S \subseteq \tilde{S}$ is an arbitrary subset of $\tilde{S}$ with $|S|=m$. There exist absolute constants $C_{1}, C_{2}, C_{3}, C_{4}$ such that if we run Subroutine 2 with $\varepsilon<C_{1}, \nu^{\prime} \leq C_{2} \varepsilon^{2} \delta, k=k^{(2)}(\varepsilon, \delta):=C_{3} \log \left(\frac{\log (1 / \varepsilon)}{\delta}\right)$, and $\nu \leq C_{4} \varepsilon$, it will output a labeling of $S$ such that $\left|\left\{x_{i} \in S: \hat{y}_{i} \neq h^{*}\left(x_{i}\right)\right\}\right| \leq \varepsilon n$, with probability at least $1-\delta$. The expected number of comparisons required is $\mathcal{O}(m \log m)$, and the number of sample-label pairs required is $\mathrm{SC}_{\text {label }}(\varepsilon, \delta)=\mathcal{O}\left(\log \left(\frac{m}{\varepsilon n}\right) \log \left(\frac{\log (1 / \varepsilon)}{\delta}\right)\right)$.
Proof Sketch. We call a pair $\left(x_{i}, x_{j}\right)$ an inverse pair if $Z\left(x_{i}, x_{j}\right)=-1, h^{*}\left(x_{i}\right)=1, h^{*}\left(x_{j}\right)=-1$, and an anti-sort pair if $h^{*}\left(x_{i}\right)=1, h^{*}\left(x_{j}\right)=-1$, and $i<j$. We show that the expectation of inverse pairs is $n(n-1) \varepsilon^{*}$. By the results in [7] the numbers of inverse pairs and anti-sort pairs have the same expectation, and the actual number of anti-sort pairs can be bounded by Markov's inequality. Then we show that the majority label of each group must be all -1 starting from beginning the list, and changes to all 1 at some point of the list. With a careful choice of $k$, we
may obtain the true majority with $k$ labels under Tsybakov noise; we will thus end up in the turning point of the list. The error is then bounded by the size of groups. See appendix for the complete proof.

Theorems 4 and 5 show that ADGAC gives a labeling of dataset with arbitrary small error using label complexity independent of the data size. Moreover, ADGAC is computationally efficient since it only involves binary search. These nice properties of ADGAC lead to improved query complexity when we combine ADGAC with other active learning algorithms.

## $2.5 \quad \mathbf{A}^{2}$-ADGAC: Learning of Generic Hypothesis Class

In this section, we combine ADGAC with $\mathrm{A}^{2}$ algorithm to learn a generic hypothesis class. We use the framework in Algorithm1: let $\mathrm{A}^{2}$-ADGAC be the algorithm that replaces step 4 in Algorithm 1 with ADGAC of parameters $\left(S, n_{i}, \varepsilon_{i}, k_{i}\right)$, where $n_{i}, \varepsilon_{i}, k_{i}$ are parameters to be specified later. Under TNC, we have the following result.
Theorem 6. Suppose that Conditions 2 and 3 hold, and $h^{*}(x)=\operatorname{sign}(\eta(x)-1 / 2)$. There exist global constants $C_{1}, C_{2}$ such that if we run $A^{2}-A D G A C$ with $\varepsilon<C_{1}, \delta, \nu^{\prime} \leq \operatorname{Tol}_{\text {comp }}(\varepsilon, \delta)=$ $C_{2} \varepsilon^{2 \kappa} \delta, \varepsilon_{i}=2^{-(i+2)}, n_{i}=\Omega\left(\frac{1}{\varepsilon_{i}}(d \log (1 / \varepsilon))+\left(\frac{1}{\varepsilon_{i}}\right)^{2 \kappa-1} \log (1 / \delta)\right), k_{i}=k^{(1)}\left(\varepsilon_{i}, \frac{\delta}{4 \log (1 / \varepsilon)}\right)$ with $k^{(1)}$ specified in Theorem 4 with probability at least $1-\delta$, the algorithm will return a classifier $\hat{h}$ with $\operatorname{Pr}\left[\hat{h}(X) \neq h^{*}(X)\right] \leq \varepsilon$ with comparison and label complexity

$$
\begin{gathered}
\mathbb{E}\left[\mathrm{SC}_{\text {comp }}\right]=\tilde{\mathcal{O}}\left(\theta \log ^{2}\left(\frac{1}{\varepsilon}\right) \log (d \theta)\left(\left(d \log \left(\frac{1}{\varepsilon}\right)\right)+\left(\frac{1}{\varepsilon}\right)^{2 \kappa-2} \log (1 / \delta)\right)\right) \\
\mathrm{SC}_{\text {label }}=\tilde{\mathcal{O}}\left(\log \left(\frac{1}{\varepsilon}\right) \log \left(\min \left\{\frac{1}{\varepsilon}, \theta\right\}\right) \log (1 / \delta)\left(\frac{1}{\varepsilon}\right)^{2 \kappa-2}\right)
\end{gathered}
$$

The dependence on $\log ^{2}(1 / \varepsilon)$ in $\mathrm{SC}_{\text {comp }}$ can be reduced to $\log (1 / \varepsilon)$ under Massart noise.
We can prove a similar result for adversarial noise condition.
Theorem 7. Suppose that Conditions 1 and 3 hold. There exist global constants $C_{1}, C_{2}, C_{3}$ such that if we run $A^{2}-A D G A C$ with $\varepsilon<C_{1}, \delta, \nu^{\prime} \leq \operatorname{Tol}_{\text {comp }}(\varepsilon, \delta)=C_{2} \varepsilon^{2} \delta, \nu \leq \operatorname{Tol}_{\text {label }}(\varepsilon, \delta)=C_{3} \varepsilon$, $\varepsilon_{i}=2^{-(i+2)}, n_{i}=\tilde{\Omega}\left(\frac{1}{\varepsilon_{i}} d \log \left(\frac{1}{\varepsilon_{i}}\right) \log (1 / \delta)\right), k_{i}=k^{(2)}\left(\varepsilon_{i}, \frac{\delta}{4 \log (1 / \varepsilon)}\right)$ with $k^{(2)}$ specified in Theorem 5 , with probability at least $1-\delta$, the algorithm will return a classifier $\hat{h}$ with $\operatorname{Pr}[\hat{h}(X) \neq$ $\left.h^{*}(X)\right] \leq \varepsilon$ with comparison and label complexity

$$
\begin{gathered}
\mathbb{E}\left[\mathrm{SC}_{\text {comp }}\right]=\tilde{\mathcal{O}}\left(\theta d \log (\theta d) \log \left(\frac{1}{\varepsilon_{i}}\right) \log (1 / \delta)\right) \\
\mathrm{SC}_{\text {label }}=\tilde{\mathcal{O}}\left(\log \left(\frac{1}{\varepsilon}\right) \log \left(\min \left\{\frac{1}{\varepsilon}, \theta\right\}\right) \log (1 / \delta)\right)
\end{gathered}
$$

Proof of Theorems 6 and 7 uses Theorem 4 and Theorem 5 with standard manipulations in VC theory. Theorems 6 and 7 show that having access to even a biased comparison function can
reduce the problem of learning a classifier in high-dimensional space to that of learning a threshold classifier in one-dimensional space as the label complexity matches that of actively learning a threshold classifier. Given the fact that comparisons are usually easier to obtain, $\mathrm{A}^{2}$-ADGAC will save a lot in practice due to its small label complexity. More importantly, we improve the total query complexity under TNC by separating the dependence on $d$ and $\varepsilon$; The query complexity is now the sum of the two terms instead of the product of them. This observation shows the power of pairwise comparisons for learning classifiers. Such small label/query complexity is impossible without access to a comparison oracle, since query complexity with only labeling oracle is at least $\Omega\left(d\left(\frac{1}{\varepsilon}\right)^{2 \kappa-2}\right)$ and $\Omega\left(d \log \left(\frac{1}{\varepsilon}\right)\right)$ under TNC and adversarial noise conditions, respectively [86]. Our results also matches the lower bound of learning with labeling and comparison oracles up to $\log$ factors (see Section 2.7).

We note that Theorems 6 and 7 require rather small Tol $_{\text {comp }}$, equal to $\mathcal{O}\left(\varepsilon^{2 \kappa} \delta\right)$ and $\mathcal{O}\left(\varepsilon^{2} \delta\right)$, respectively. We will show in Section 2.7.3 that it is necessary to require $\mathrm{Tol}_{\text {comp }}=\mathcal{O}\left(\varepsilon^{2}\right)$ in order to obtain a classifier of error $\varepsilon$, if we restrict the use of labeling oracle to only learning a threshold function. Such restriction is able to reach the near-optimal label complexity as specified in Theorems 6 and 7

### 2.6 Margin-ADGAC: Learning of Halfspaces

In this section, we combine ADGAC with margin-based active learning [15] to efficiently learn the class of halfspaces. Before proceeding, we first mention a naive idea of utilizing comparisons: we can i.i.d. sample pairs $\left(x_{1}, x_{2}\right)$ from $\mathcal{P}_{\mathcal{X}} \times \mathcal{P}_{\mathcal{X}}$, and use $Z\left(x_{1}, x_{2}\right)$ as the label of $x_{1}-x_{2}$, where $Z$ is the feedback from comparison oracle. However, this method cannot work well in our setting without additional assumption on the noise condition for the labeling $Z\left(x_{1}, x_{2}\right)$.

Before proceeding, we assume that $\mathcal{P}_{\mathcal{X}}$ is isotropic log-concave on $\mathbb{R}^{d}$; i.e., $\mathcal{P}_{\mathcal{X}}$ has mean 0 , covariance $I$ and the logarithm of its density function is a concave function [14, 15]. The hypothesis class of halfspaces can be represented as $\mathbb{C}=\left\{h: h(x)=\operatorname{sign}(w \cdot x), w \in \mathbb{R}^{d}\right\}$. Denote by $h^{*}(x)=\operatorname{sign}\left(w^{*} \cdot x\right)$ for some $w^{*} \in \mathbb{R}^{d}$. Define $l_{\tau}(w, x, y)=\max (1-y(w \cdot x) / \tau, 0)$ and $l_{\tau}(w, W)=\frac{1}{|W|} \sum_{(x, y) \in W} l_{\tau}(w, x, y)$ as the hinge loss. The expected hinge loss of $w$ is $L_{\tau}(w, D)=\mathbb{E}_{x \sim D}\left[l_{\tau}\left(w, x, \operatorname{sign}\left(w^{*} \cdot x\right)\right)\right]$.

Margin-based active learning [15] is a concrete example of Algorithm 1 by taking $V$ as (a singleton set of) the hinge loss minimizer, while taking $U$ as the margin region around that minimizer. More concretely, take $U_{0}=\mathcal{X}$ and $V_{0}=\left\{w_{0}\right\}$ for some $w_{0}$ such that $\theta\left(w_{0}, w^{*}\right) \leq \pi / 2$. The algorithm works with constants $M \geq 2, \kappa<1 / 2$ and a set of parameters $r_{i}, \tau_{i}, b_{i}, z_{i}$ that equal to $\Theta\left(M^{-i}\right)$ (see proof in Appendix for formal definition of these parameters). $V$ always contains a single hypothesis. Suppose $V=\left\{w_{i-1}\right\}$ in iteration $i-1$. Let $v_{i}$ satisfies $l_{\tau_{i}}\left(v_{i}, W\right) \leq$ $\min _{v:\left\|v-w_{i-1}\right\|_{2} \leq r_{i},\|v\|_{2} \leq 1} l_{\tau_{i}}(v, W)+\kappa / 8$, where $w_{i}$ is the content of $V$ in iteration $i$. We also have $f_{V}(V, W, i)=\left\{w_{i}\right\}=\left\{\frac{v_{i}}{\left\|v_{i}\right\|_{2}}\right\}$ and $f_{U}(U, V, W, i)=\left\{x:\left|w_{i} \cdot x\right| \leq b_{i}\right\}$.

Let Margin-ADGAC be the algorithm obtained by replacing the sampling step in marginbased active learning with ADGAC using parameters $\left(S, n_{i}, \varepsilon_{i}, k_{i}\right)$, where $n_{i}, \varepsilon_{i}, k_{i}$ are additional parameters to be specified later. We have the following results under TNC and adversarial noise conditions, respectively.

Theorem 8. Suppose that Conditions 2 and 3 hold, and $h^{*}(x)=\operatorname{sign}\left(w^{*} \cdot x\right)=\operatorname{sign}(\eta(x)-1 / 2)$. There are settings of $M, \kappa, r_{i}, \tau_{i}, b_{i}, \varepsilon_{i}, k_{i}$, and constants $C_{1}, C_{2}$ such that for all $\varepsilon \leq C_{1}, \nu^{\prime} \leq$ $\operatorname{Tol}_{\text {comp }}(\varepsilon, \delta)=C_{2} \varepsilon^{2 \kappa} \delta$, if we run Margin-ADGAC with $w_{0}$ such that $\theta\left(w_{0}, w^{*}\right) \leq \pi / 2$, and $n_{i}=$ $\tilde{O}\left(\frac{1}{\varepsilon_{i}} d \log ^{3}(d k / \delta)+\left(\frac{1}{\varepsilon}\right)^{2 \kappa-1} \log (1 / \delta)\right)$, it finds $\hat{w}$ such that $\operatorname{Pr}\left[\operatorname{sign}(\hat{w} \cdot X) \neq \operatorname{sign}\left(w^{*} \cdot X\right)\right] \leq \varepsilon$ with probability at least $1-\delta$. The comparison and label complexity are

$$
\begin{gathered}
\mathbb{E}\left[\mathrm{SC}_{\text {comp }}\right]=\tilde{\mathcal{O}}\left(\log ^{2}(1 / \varepsilon)\left(d \log ^{4}(d / \delta)+\left(\frac{1}{\varepsilon}\right)^{2 \kappa-2} \log (1 / \delta)\right)\right) \\
\mathrm{SC}_{\text {label }}=\tilde{\mathcal{O}}\left(\log (1 / \varepsilon) \log (1 / \delta)\left(\frac{1}{\varepsilon}\right)^{2 \kappa-2}\right)
\end{gathered}
$$

The dependence on $\log ^{2}(1 / \varepsilon)$ in $\mathrm{SC}_{\text {comp }}$ can be reduced to $\log (1 / \varepsilon)$ under Massart noise.
Theorem 9. Suppose that Conditions 17 and 3 hold. There are settings of $M, \kappa, r_{i}, \tau_{i}, b_{i}, \varepsilon_{i}, k_{i}$, and constants $C_{1}, C_{2}, C_{3}$ such that for all $\varepsilon \leq C_{1}, \nu^{\prime} \leq \operatorname{Tol}_{\text {comp }}(\varepsilon, \delta)=C_{2} \varepsilon^{2 \kappa} \delta, \nu \leq \operatorname{Tol}_{\text {comp }}(\varepsilon, \delta)=$ $C_{3} \varepsilon$, if we run Margin-ADGAC with $n_{i}=\tilde{\mathcal{O}}\left(\frac{1}{\varepsilon_{i}} d \log ^{3}(d k / \delta)\right)$ and $w_{0}$ such that $\theta\left(w_{0}, w^{*}\right) \leq \pi / 2$, it finds $\hat{w}$ such that $\operatorname{Pr}\left[\operatorname{sign}(\hat{w} \cdot X) \neq \operatorname{sign}\left(w^{*} \cdot X\right)\right] \leq \varepsilon$ with probability at least $1-\delta$. The comparison and label complexity are

$$
\mathbb{E}\left[\mathrm{SC}_{\text {comp }}\right]=\tilde{\mathcal{O}}\left(\log (1 / \varepsilon)\left(d \log ^{4}(d / \delta)\right)\right), \quad \mathrm{SC}_{\text {label }}=\tilde{\mathcal{O}}(\log (1 / \varepsilon) \log (1 / \delta))
$$

The proofs of Theorems 8 and 9 are different from the conventional analysis of marginbased active learning in two aspects: a) Since we use labels generated by ADGAC, which is not independently sampled from the distribution $\mathcal{P}_{\mathcal{X} \mathcal{Y}}$, we require new techniques that can deal with adaptive noises; b) We improve the results of [15] over the dependence of $d$ by new Rademacher analysis.

Theorems 8 and 9 enjoy better label and query complexity than previous results (see Table 2.2). We mention that while Yan and Zhang [195] proposed a perceptron-like algorithm with label complexity as small as $\tilde{\mathcal{O}}(d \log (1 / \varepsilon))$ under Massart and adversarial noise conditions, their algorithm works only under uniform distributions over the instance space. In contrast, our algorithm Margin-ADGAC works under broad log-concave distributions. The label and total query complexity of Margin-ADGAC improves over that of traditional active learning. The lower bounds in Section 2.7 show the optimality of our complexity.

### 2.7 Lower Bounds

In this section, we give lower bounds on learning using labeling and pairwise comparison. In Section 2.7.1, we give a lower bound on the optimal label complexity $\mathrm{SC}_{\text {label }}$. In Section 2.7.2 we use this result to give a lower bound on the total query complexity, i.e., the sum of comparison and label complexity. Our two methods match these lower bounds up to log factors. In Section 2.7.3. we additionally give an information-theoretic bound on Tol $_{\text {comp }}$, which matches our algorithms in the case of Massart and adversarial noise.

Following from [86, 87], we assume that there is an underlying score function $g^{*}$ such that $h^{*}(x)=\operatorname{sign}\left(g^{*}(x)\right)$. Note that $g^{*}$ does not necessarily have relation with $\eta(x)$; We only require that $g^{*}(x)$ represents how likely a given $x$ is positive. For instance, in digit recognition, $g^{*}(x)$ represents how an image looks like a 7 (or 9); In the clinical setting, $g^{*}(x)$ measures the health condition of a patient. Suppose that the distribution of $g^{*}(X)$ is continuous, i.e., the probability density function exists and for every $t \in \mathbb{R}, \operatorname{Pr}\left[g^{*}(X)=t\right]=0$.

### 2.7.1 Lower Bound on Label Complexity

The definition of $g^{*}$ naturally induces a comparison oracle $Z$ with $Z\left(x, x^{\prime}\right)=\operatorname{sign}\left(g^{*}(x)-g^{*}\left(x^{\prime}\right)\right)$. We note that this oracle is invariant to shifting w.r.t. $g^{*}$, i.e., $g^{*}$ and $g^{*}+t$ lead to the same comparison oracle. As a result, we cannot distinguish $g^{*}$ from $g^{*}+t$ without labels. In other words, pairwise comparisons do not help in improving label complexity when we are learning a threshold function on $\mathbb{R}$, where all instances are in the natural order. So the label complexity of any algorithm is lower bounded by that of learning a threshold classifier, and we formally prove this in the following theorem.

Theorem 10. For any algorithm $\mathcal{A}$ that can access both labeling and comparison oracles, sufficiently small $\varepsilon, \delta$, and any score function $g$ that takes at least two values on $\mathcal{X}$, there exists a distribution $P_{\mathcal{X Y}}$ satisfying Condition 2 such that the optimal function is in the form of $h^{*}(x)=\operatorname{sign}(g(x)+t)$ for some $t \in \mathbb{R}$ and

$$
\begin{equation*}
\mathrm{SC}_{\text {label }}(\varepsilon, \delta, \mathcal{A})=\Omega\left((1 / \varepsilon)^{2 \kappa-2} \log (1 / \delta)\right) \tag{2.1}
\end{equation*}
$$

If $\mathcal{P}_{\mathcal{X Y}}$ satisfies Condition 1 with $\nu=O(\varepsilon), \mathrm{SC}_{\text {label }}$ satisfies Equation (2.1) with $\kappa=1$.
The lower bound in Theorem 10 matches the label complexity of $\mathrm{A}^{2}$-ADGAC and MarginADGAC up to a log factor. So our algorithm is near-optimal.

### 2.7.2 Lower Bound on Total Query Complexity

We use Theorem 10 to give lower bounds on the total query complexity of any algorithm which can access both comparison and labeling oracles.

Theorem 11. For any algorithm $\mathcal{A}$ that can access both labeling and comparison oracles, and sufficiently small $\varepsilon, \delta$, there exists a distribution $P_{\mathcal{X} \mathcal{Y}}$ satisfying Condition 2 such that

$$
\begin{equation*}
\mathrm{SC}_{\text {comp }}(\varepsilon, \delta, \mathcal{A})+\mathrm{SC}_{\text {label }}(\varepsilon, \delta, \mathcal{A})=\Omega\left((1 / \varepsilon)^{2 \kappa-2} \log (1 / \delta)+d \log (1 / \varepsilon)\right) \tag{2.2}
\end{equation*}
$$

If $\mathcal{P}_{\mathcal{X Y}}$ satisfies Condition $\left[1\right.$ with $\nu=O(\varepsilon), \mathrm{SC}_{\text {comp }}+\mathrm{SC}_{\text {label }}$ satisfies Equation $(2.2)$ with $\kappa=1$.
The first term of Equation (2.2) follows from Theorem 10, whereas the second term follows from transforming a lower bound of active learning with access to only the labeling oracle. The lower bounds in Theorem 11 match the performance of $\mathrm{A}^{2}$-ADGAC and Margin-ADGAC up to $\log$ factors.

### 2.7.3 Adversarial Noise Tolerance of Comparisons

Note that label queries are typically expensive in practice. Thus it is natural to ask the following question: what is the minimal requirement on $\nu^{\prime}$, given that we are only allowed to have access to minimal label complexity as in Theorem 10? We study this problem in this section. More concretely, we study the requirement on $\nu^{\prime}$ when we learn a threshold function using labels. Suppose that the comparison oracle gives feedback using a scoring function $\hat{g}$, i.e., $Z\left(x, x^{\prime}\right)=$ $\operatorname{sign}\left(\hat{g}(x)-\hat{g}\left(x^{\prime}\right)\right)$, and has error $\nu^{\prime}$. We give a sharp minimax bound on the risk of the optimal classifier in the form of $h(x)=\operatorname{sign}(\hat{g}(x)-t)$ for some $t \in \mathbb{R}$ below.
Theorem 12. Suppose that $\min \left\{\operatorname{Pr}\left[h^{*}(X)=1\right], \operatorname{Pr}\left[h^{*}(X)=-1\right]\right\} \geq \sqrt{\nu^{\prime}}$ and both $\hat{g}(X)$ and $g^{*}(X)$ have probability density functions. If $\hat{g}(X)$ induces an oracle with error $\nu^{\prime}$, then we have $\min _{t} \max _{\hat{g}, g^{*}} \operatorname{Pr}\left[\operatorname{sign}(\hat{g}(X)-t) \neq h^{*}(X)\right]=\sqrt{\nu^{\prime}}$.

The proof is technical and omitted. By Theorem 12, we see that the condition of $\nu^{\prime}=\varepsilon^{2}$ is necessary if labels from $g^{*}$ are only used to learn a threshold on $\hat{g}$. This matches our choice of $\nu^{\prime}$ under Massart and adversarial noise conditions for labeling oracle (up to a factor of $\delta$ ).

### 2.8 Conclusion

We presented a general algorithmic framework, ADGAC, for learning with both comparison and labeling oracles. We proposed two variants of the base algorithm, $\mathrm{A}^{2}$-ADGAC and MarginADGAC, to facilitate low query complexity under Tsybakov and adversarial noise conditions. The performance of our algorithms matches lower bounds for learning with both oracles. Our analysis is relevant to a wide range of practical applications where it is easier, less expensive, and/or less risky to obtain pairwise comparisons than labels.

There are multiple directions for future works. One improvement over our work is to show complexity bounds for excess risk $\operatorname{err}(h)-\operatorname{err}\left(h^{*}\right)$ instead of $\operatorname{Pr}\left[h \neq h^{*}\right]$. Also, our bound on comparison complexity is in expectation due to limits of quicksort; deriving concentration inequalities on the comparison complexity would be helpful. Also, an adaptive algorithm that applies to different levels of noise w.r.t. labels and comparisons would be interesting; i.e., use labels when comparisons are noisy and use comparisons when labels are noisy. Other directions include using comparisons (or more broadly, rankings) for other ML tasks like regression or matrix completion.

### 2.9 Proofs

### 2.9.1 Proof of Theorem 4

Proof. We only prove the theorem for $\kappa>1$, the case of $\kappa=1$ holds with a similar proof. An equivalent condition (see e.g., page 341, [37]) for Condition 2 under $\kappa>1$ is that there exists constant $\tilde{\mu}>0$ such that for all $t>0$ we have

$$
\begin{equation*}
\operatorname{Pr}(|\eta(x)-1 / 2|<t) \leq \tilde{\mu} t^{1 /(\kappa-1)} \tag{2.3}
\end{equation*}
$$

We use Equation (2.3) instead of Condition 2 through out the proof.

To bound the error in labeling by ADGAC, we first bound the number of incorrectly sorted pairs due to noise/bias of the comparison oracle. We call $\left(x_{i}, x_{j}\right)$ an inverse pair if $h^{*}\left(x_{i}\right)=1, h^{*}\left(x_{j}\right)=$ $-1, x_{i} \preccurlyeq x_{j}$ (the partial order is decided by randomly querying $Z\left(x_{i}, x_{j}\right)$ or $Z\left(x_{j}, x_{i}\right)$ ). Also, we call $\left(x_{i}, x_{j}\right)$ an anti-sort pair if $h^{*}\left(x_{i}\right)=1, h^{*}\left(x_{j}\right)=-1, i<j$ (after sorting by Quicksort). Let $T$ be the set of all anti-sort pairs, $T^{\prime}$ be the set of all inverse pairs in $S$, and $\tilde{T}^{\prime}$ be the set of all inverse pairs in $\tilde{S}$. We first bound $|T|$ using $\left|T^{\prime}\right|$. Let $s$ be the random bits supplied for Quicksort in its process, by Theorem 3 in [7] we have

$$
\mathbb{E}_{s}[|T|]=\left|T^{\prime}\right|
$$

Notice that sampling a pair of $\left(X, X^{\prime}\right)$ is equivalent to sample a set $\tilde{S}$ of $n$ points and then uniformly pick two different points in it. Also, number of inverse pairs in $S$ is less than that in $\tilde{S}$. So we have

$$
\mathbb{E}_{S}\left[\mathbb{E}_{s}[|T|]\right]=\mathbb{E}_{S}\left[\left|T^{\prime}\right|\right] \leq \mathbb{E}_{\tilde{S}}\left[\left|\tilde{T}^{\prime}\right|\right]=n(n-1) \nu^{\prime} \leq n^{2} \nu^{\prime}
$$

By Markov inequality we have

$$
\begin{equation*}
\operatorname{Pr}\left(|T| \geq \frac{2 \nu^{\prime}}{\delta} n^{2}\right) \leq \frac{\delta}{2} \tag{2.4}
\end{equation*}
$$

Suppose $|T|<\frac{2 \nu^{\prime}}{\delta} n^{2}$ (which holds with probability $>1-\delta / 2$ ). We now proceed to bound the number of labeling errors made by ADGAC. First, notice that in Algorithm 2 , we divide all samples into groups of size $\alpha m=\varepsilon n / 2$. For every set $S_{i}$, let

$$
\begin{aligned}
q\left(S_{i}\right) & =\frac{1}{\left|S_{i}\right|} \min \left\{\sum_{x \in S_{i}} I\left(h^{*}(x)=1\right), \sum_{x \in S_{i}} I\left(h^{*}(x)=-1\right)\right\} \\
& =\min \left\{\operatorname{Pr}_{X \sim S_{i}}\left(h^{*}(x)=-1\right), \operatorname{Pr}_{X \sim S_{i}}\left(h^{*}(x)=1\right)\right\}
\end{aligned}
$$

where $X \sim S_{i}$ denote the empirical distribution that $X$ is drawn uniformly at random from the finite collection of points in $S_{i}$. Let

$$
\beta=\frac{2}{\varepsilon} \sqrt{\frac{\nu^{\prime}}{\delta}} \leq C \varepsilon^{\kappa-1}
$$

for some constant $C$. Suppose $\varepsilon$ is small enough such that $\beta \leq 1 / 2$. Then we claim that there is at most 1 set $S_{i}$ such that $q\left(S_{i}\right) \geq \beta$. Otherwise, suppose two such sets exist; let them be $S_{i}$ and $S_{j}$. So there are at least $\alpha \beta m$ points $x \in S_{i}$ with $h^{*}(x)=-1$, and $\alpha \beta m$ points $x \in S_{i}$ with $h^{*}(x)=1$; the same holds for $S_{j}$. These -1 s and 1 s would indicate at least

$$
2 \alpha^{2} \beta^{2} m^{2}=\frac{2 \nu^{\prime}}{\delta} n^{2}
$$

anti-sort pairs, which violates our claim of $|T|$.
Since ADGAC uses group binary search, we first analyze some properties of the majority label of the Bayes optimal classifier within each group/set. For each set $S_{i}$, let $\mu\left(S_{i}\right)=$
$\operatorname{sign}\left(\sum_{x \in S_{i}} h^{*}\left(x_{i}\right)\right)$ be the majority Bayes optimal label. We can show that $\mu\left(S_{i}\right)$ is monotonic: that is, for every $i<j$ we have $\mu\left(S_{i}\right) \leq \mu\left(S_{j}\right)$. To see this, suppose there exist two sets $S_{i}, S_{j}, i<j$ such that $\mu\left(S_{i}\right)=1$ and $\mu\left(S_{j}\right)=-1$. That would indicate at least $\alpha^{2} m^{2} / 2>\alpha^{2} \beta^{2} m^{2}$ anti-sort pairs, which violates our assumption. So there must be a boundary $l$ such that $\mu\left(S_{i}\right)=-1$ for $i<l$, and $\mu\left(S_{i}\right)=1$ for $i \geq l$. We call $S_{l}$ to be the boundary set. Now consider two cases:

- Case 1: there exists a set $S_{l^{\prime}}$ such that $q\left(S_{l^{\prime}}\right) \geq \beta$ (recall that from previous arguments, there is only one such set). If $l \neq l^{\prime}$, the sets $S_{l}$ and $S_{l^{\prime}}$ generates at least $2(\alpha m / 2)(\alpha \beta m) \geq$ $2 \alpha^{2} \beta^{2} m^{2}$ anti-sort pairs, which violates our assumption for $|T|$. So $l=l^{\prime}$.
- Case 2: for all sets $S_{i}$, we have $q\left(S_{i}\right)<\beta$.

In both cases, we have $q\left(S_{i}\right)<\beta$ for all $i \neq l$.
Now we prove that the majority vote of the noisy labels agrees with the majority vote of the Bayes optimal classifier $\mu\left(S_{i}\right)$ for each set $S_{i}$ that we visit, and hence we will find the boundary set $S_{l}$. Suppose $q\left(S_{i}\right)<\beta$. Take

$$
t=\left(\frac{\varepsilon}{16 \tilde{\mu}}\right)^{\kappa-1}
$$

For small enough $\varepsilon$, we have $t \leq 1 / 2$, and $\operatorname{Pr}(x:|\eta(x)-1 / 2| \leq t) \leq \varepsilon / 16$. Let $U=\left\{x_{i} \in S\right.$ : $\left.\left|\eta\left(x_{i}\right)-1 / 2\right| \leq t\right\}$. By relative form of Chernoff bound we have

$$
\operatorname{Pr}(|U|>3 \log (4 / \delta)+n \varepsilon / 8) \leq \exp \left(-\frac{3 \log (4 / \delta)+\varepsilon n / 16}{3}\right) \leq \frac{\delta}{4}
$$

Suppose $|U| / n \leq \varepsilon / 8$, so at most $1 / 4$ of each $S_{i}$ is in $U$.
For each set $S_{i}$, let $\bar{S}_{i}=\left\{x \in S_{i}: h^{*}(x) \neq \mu\left(S_{i}\right)\right\}$ and $S_{i}^{\prime}=\left\{x \in S_{i}:|\eta(x)-1 / 2| \leq t\right\}$. So for each set such that $q\left(S_{i}\right) \leq \beta$, we have

$$
\begin{aligned}
\operatorname{Pr}\left(Y \neq \mu\left(S_{i}\right) \mid X \sim S_{i}\right) \leq & \operatorname{Pr}\left(Y \neq \mu\left(S_{i}\right) \mid X \in S_{i}^{\prime}\right) \operatorname{Pr}\left(X \in S_{i}^{\prime} \mid X \sim S_{i}\right)+ \\
& \operatorname{Pr}\left(Y \neq \mu\left(S_{i}\right) \mid X \in \bar{S}_{i}\right) \operatorname{Pr}\left(X \in \bar{S}_{i} \mid X \sim S_{i}\right)+ \\
& \operatorname{Pr}\left(Y \neq \mu\left(S_{i}\right) \mid X \notin S_{i}^{\prime}, X \notin \bar{S}_{i}\right) \operatorname{Pr}\left(X \notin S_{i}^{\prime}, X \notin \bar{S}_{i} \mid X \sim S_{i}\right) \\
\leq & \left(\frac{1}{2}+t\right) \cdot \frac{1}{4}+1 \cdot \beta+\left(\frac{1}{2}-t\right) \cdot\left(\frac{3}{4}-\beta\right) \\
= & \frac{1}{2}-\frac{1}{2} t+\left(\frac{1}{2}+t\right) \beta .
\end{aligned}
$$

Pick $\nu^{\prime}$ small enough such that $\beta \leq \frac{1}{4} t$ :

$$
\frac{2}{\varepsilon} \sqrt{\frac{\nu^{\prime}}{\delta}} \leq \frac{1}{4}\left(\frac{\varepsilon}{16 \tilde{\mu}}\right)^{\kappa-1}
$$

This yields

$$
\nu^{\prime} \leq \frac{\varepsilon^{2 \kappa} \delta}{32(16 \tilde{\mu})^{2 \kappa-2}}
$$

Note that this also guarantees $\beta \leq 1 / 2$ above, since $t \leq \frac{1}{2}$. Now we have

$$
\operatorname{Pr}\left[Y \neq \mu\left(S_{i}\right) \mid X \sim S_{i}\right] \leq \frac{1}{2}-\frac{1}{2} t+\frac{1}{4} t(t+1 / 2) \leq \frac{1}{2}-\frac{1}{4} t .
$$

In the algorithm, suppose we pick $X_{1}, X_{2}, \ldots, X_{k} \in S_{i}$ as the points for which to query the label and the labels are $Y_{1}, \ldots, Y_{k}$. Note that since $n=\Omega\left(\left(\frac{1}{\varepsilon}\right)^{2 \kappa-1} \log (1 / \delta)\right)$, we have $\left|S_{i}\right|=\alpha n \geq k$ for every $i$, so we will not run out of samples for each set. By Hoeffding's inequality, we have

$$
\operatorname{Pr}\left[\operatorname{sign}\left(\sum_{j=1}^{k} Y_{j}\right)=\mu\left(S_{i}\right)\right]=\operatorname{Pr}\left[\frac{1}{k} \sum_{j=1}^{n} I\left(Y_{j}=\mu\left(S_{i}\right)\right)>\frac{1}{2}\right] \leq \exp \left(-\frac{1}{8} k t^{2}\right) .
$$

The choice of $k$ yields that the majority vote of the noisy labels agrees with the majority vote $\mu\left(S_{i}\right)$ of the Bayes optimal classifier for each $S_{i}$ with $q\left(S_{i}\right) \leq \beta$ we visit, with probability $\frac{\delta}{8 \log (2 / \varepsilon)}$.

Suppose the binary search output set $S_{t}$ (i.e., the value of $t$ at step 10). Now we analyze the errors we made in the final output. We consider the two cases:

- Case 1: If $q\left(S_{l}\right) \geq \beta$, then with probability $1-\delta$, we have $t \in\{l-1, l, l+1\}$ since we might behave arbitrarily in set $S_{l}$. In this case, we have $q\left(S_{l}\right)\left|S_{l}\right| \geq \alpha \beta m$, and so $\mid\{x: x \in$ $\left.S_{t^{\prime}}, t^{\prime}<l, h^{*}(x)=1\right\} \leq \alpha \beta m$, because otherwise we have $\alpha^{2} \beta^{2} m^{2}$ anti-sort pairs, which violates our assumption on $|T|$. Similarly, $\left|\left\{x: x \in S_{t^{\prime}}, t^{\prime}>l, h^{*}(x)=-1\right\}\right| \leq \alpha \beta m$. Counting also the possible errors made on $S_{l}$, the total number of errors is

$$
\left|\left\{\hat{y}_{i}: \hat{y}_{i} \neq h^{*}\left(x_{i}\right)\right\}\right| \leq \alpha m+2 \alpha \beta m \leq \frac{\varepsilon n}{2}\left(1+\frac{1}{2} t\right) \leq \varepsilon n .
$$

- Case 2: If $q\left(S_{i}\right)<\beta$ for all $i$, then we have $t \in\{l-1, l\}$. Now note that we have $\mid\left\{x \in S_{l-1}\right.$ : $\left.h^{*}(x)=-1\right\} \mid \geq \alpha m / 2$, and so $\left|\left\{x \in S_{t^{\prime}}: t^{\prime}<l-1, h^{*}(x)=1\right\}\right| \leq \alpha \beta m$ since otherwise at least $\alpha^{2} \beta m / 2$ anti-sort pairs are present. So $\left|\left\{x \in S_{t^{\prime}}: t^{\prime} \leq l-1, h^{*}(x)=1\right\}\right| \leq 2 \alpha \beta m$ considering $q\left(S_{l-1}\right)<\beta$. Similarly, $\left|\left\{x \in S_{t^{\prime}}: t^{\prime} \geq l, h^{*}(x)=-1\right\}\right| \leq 2 \alpha \beta m$. So the total number of errors is

$$
\left|\left\{\hat{y}_{i}: \hat{y}_{i} \neq h^{*}\left(x_{i}\right)\right\}\right| \leq 4 \alpha \beta m \leq \varepsilon n .
$$

So we have at most $\varepsilon n$ error under both cases. Now we examine the total query complexity: The expected comparison complexity is $O(m \log m)$ even if we have noisy comparisons, see [7]. For label complexity, it takes $k=\tilde{\mathcal{O}}\left(\log (1 / \delta)\left(\frac{1}{\varepsilon}\right)^{2 \kappa-2}\right)$ queries for each set $S_{t}$, and we do this for $\mathcal{O}(\log (1 / \alpha))=\mathcal{O}\left(\log \left(\frac{2 m}{\varepsilon n}\right)\right)$ times. So the total query complexity is

$$
\tilde{\mathcal{O}}\left(\log \left(\frac{2 m}{\varepsilon n}\right) \log (1 / \delta)\left(\frac{1}{\varepsilon}\right)^{2 \kappa-2}\right) .
$$

### 2.9.2 Proof of Theorem 5

Proof. The first part of proof is exactly the same as that of Theorem 4 . We now bound $\operatorname{Pr}[Y \neq$ $\left.\mu\left(S_{i}\right) \mid X \sim S_{i}\right]$. Suppose $q\left(S_{i}\right)<\beta$. Let $V=\left\{x: \operatorname{Pr}\left[Y \neq h^{*}(X) \mid X=x\right]>1 / 4\right\}$ and $U=\left\{x_{i}: \operatorname{Pr}\left[Y \neq h^{*}(X) \mid X=x_{i}\right]>1 / 4\right\}$. We have $P(V) \leq 4 \nu$. By a relative Chernoff bound, if $\nu \leq C_{1} \varepsilon$ for a small enough constant $C_{1}$ we have

$$
\operatorname{Pr}[|U| \leq 8 n \nu+3 \log (4 / \delta)] \leq \exp \left(-\frac{3 \log (4 / \delta)+4 \nu n}{3}\right) \leq \delta / 4
$$

So if $\nu \leq \frac{1}{64} \varepsilon$ we have $|U| / n \leq \varepsilon / 8$ with probability $\delta / 4$. In this case, at most $1 / 4$ of each $S_{i}$ is in $U$.

For each set $S_{i}$, let $\bar{S}_{i}=\left\{x \in S_{i}: h^{*}(x) \neq \mu\left(S_{i}\right)\right\}$ and $\tilde{S}_{i}=\left\{x \in S_{i}, x \in U\right\}$. So for each set such that $q\left(S_{i}\right) \leq \beta$, we have

$$
\begin{aligned}
\operatorname{Pr}\left(Y \neq \mu\left(S_{i}\right) \mid X \sim S_{i}\right) \leq & \operatorname{Pr}\left(Y \neq \mu\left(S_{i}\right) \mid X \in \tilde{S}_{i}\right) \operatorname{Pr}\left(X \in \tilde{S}_{i} \mid X \sim S_{i}\right)+ \\
& \operatorname{Pr}\left(Y \neq \mu\left(S_{i}\right) \mid X \in \bar{S}_{i}\right) \operatorname{Pr}\left(X \in \bar{S}_{i} \mid X \sim S_{i}\right)+ \\
& \operatorname{Pr}\left(Y \neq \mu\left(S_{i}\right) \mid X \notin \tilde{S}_{i}, X \notin \bar{S}_{i}\right) \operatorname{Pr}\left(X \notin \tilde{S}_{i}, X \notin \bar{S}_{i} \mid X \sim S_{i}\right) \\
\leq & 1 \cdot \frac{1}{4}+1 \cdot \beta+\left(\frac{3}{4}-\beta\right) \frac{1}{4} \\
= & \frac{7}{16}+\frac{3}{4} \beta .
\end{aligned}
$$

So there exists constant $C_{2}$ such that if $\nu^{\prime} \leq C_{2} \varepsilon^{2} \delta$ we have $\left.\beta \leq \frac{1}{24}, \operatorname{Pr}\left(Y \neq \mu\left(S_{i}\right) \mid X \sim S_{i}\right)\right] \leq$ $\frac{1}{2}-\frac{1}{32}$. Thus by Hoeffding's inequality, the choice of $k$ yields that we recover $\mu\left(S_{i}\right)$ for each $i$ we visit with probability $\frac{\delta}{8 \log (2 / \varepsilon)}$.

By similar analysis as the proof of Theorem 4, we can show that the number of errors (i.e., $\left.\left|\left\{\hat{y}_{i}: \hat{y}_{i} \neq h^{*}\left(x_{i}\right)\right\}\right|\right)$ is at most $\varepsilon n$.

Now examine the total query complexity: It takes $k=\mathcal{O}(\log (\log (1 / \varepsilon) / \delta))$ queries for each set $S_{t}$, and we do this for $\mathcal{O}(\log (1 / \alpha))=\mathcal{O}\left(\log \left(\frac{2 m}{\varepsilon n}\right)\right)$ times. So the total query complexity is

$$
\mathcal{O}\left(\log \left(\frac{2 m}{\varepsilon n}\right) \log \left(\frac{\log (1 / \varepsilon)}{\delta}\right)\right) .
$$

### 2.9.3 Proof for A $^{2}$-ADGAC

We use the following lemma adapted from [86]:
Lemma 13 ([86], Lemma 3.1). Suppose that $\mathcal{D}=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ is i.i.d. sampled from $\mathcal{P}_{\mathcal{X}}$, and $h^{*} \in \mathbb{C}$. There is a universal constant $c_{0} \in(1, \infty)$ such that for any $\gamma \in(0,1)$, and any $n \in \mathbb{N}$, letting

$$
U(n, \gamma)=c_{0} \frac{d \log (n / d)+\log (1 / \gamma)}{n}
$$

with probability at least $1-\gamma, \forall h \in \mathbb{C}$, the following inequalities hold:

$$
\begin{aligned}
& \operatorname{Pr}_{X \sim \mathcal{P}_{\mathcal{X}}}\left[h(X) \neq h^{*}(X)\right] \leq \max \left\{2 \operatorname{Pr}_{X \sim \mathcal{D}}\left[h(X) \neq h^{*}(X)\right], U(n, \gamma)\right\}, \\
& \operatorname{Pr}_{X \sim \mathcal{D}}\left[h(X) \neq h^{*}(X)\right] \leq \max \left\{2 \operatorname{Pr}_{X \sim \mathcal{P}_{\mathcal{X}}}\left[h(X) \neq h^{*}(X)\right], U(n, \gamma)\right\} .
\end{aligned}
$$

Here $X \sim \mathcal{D}$ means $X$ is uniformly sampled from finite set $\mathcal{D}$.

```
Algorithm \(3 \mathrm{~A}^{2}\)-ADGAC
Input: \(n_{i}, \mathbb{C}, \varepsilon, \delta\), comparison oracle \(f\).
    Let \(V \leftarrow \mathbb{C}\).
    for \(i=1,2, \ldots,\lceil\log (1 / \varepsilon)\rceil\) do
        Sample dataset \(S\) of size \(n_{i}\).
        Let \(S \leftarrow\{x \in \tilde{S}: x \in \operatorname{DIS}(V)\}\).
        Run ADGAC (Subroutine 2) with \(S, \tilde{S}, \varepsilon_{i}=2^{-(i+2)}, k_{i}\) and labeled dataset \(W\).
        \(V=V \backslash\left\{h:|W| \operatorname{err}_{W}(h) \geq n_{i} \varepsilon_{i}\right\}\).
    end for
Output: Any Classifier \(\hat{h} \in V\).
```

Proof of Theorem 6 For a labeled dataset $W=\left\{\left(x_{i}, \hat{y}_{i}\right)\right\}_{i=1}^{n}$, let $\operatorname{err}_{W}(h)=\frac{1}{n} \sum_{i=1}^{n} I\left(h\left(x_{i}\right) \neq\right.$ $\hat{y}_{i}$ ) be the empirical risk of $h$ on $W$ for any $h \in \mathbb{C}$ (remind that $\hat{y}_{i}$ are predictions of ADGAC). For a clearer explanation, we formalize the $\mathrm{A}^{2}-\mathrm{ADGAC}$ algorithm in Algorithm 3. We use induction to prove that after iteration $i$ we have $\operatorname{Pr}\left[h(X) \neq h^{*}(X)\right] \leq 4 \varepsilon_{i}$ for all $h \in V$ after step 6 in Algorithm 3. This proposition holds for $i=0$. Suppose it holds for $i-1$. By Theorem 4 and a union bound, with probability $1-\delta / 4$, for every iteration $i$ we have at most $n_{i} \varepsilon_{i}$ errors with respect to $h^{*}$ after running ADGAC, i.e., $|W| \operatorname{err}_{W}\left(h^{*}\right) \leq n_{i} \varepsilon_{i}$. So $h^{*}$ will not be eliminated from $V$ in any iteration with probability $1-\delta / 4$. On the other hand, notice that by Step 6 in Algorithm 3 all functions $h \in V$ satisfies $|W| \operatorname{err}_{W}(h) \leq n_{i} \varepsilon_{i}$, so by triangle inequality we have (notice that $W$ is just the set $S$ with labels)

$$
\begin{aligned}
|S| \operatorname{Pr}_{X \sim S}\left[h(X) \neq h^{*}(X)\right] & =\left|\left\{x \in S: h(x) \neq h^{*}(x)\right\}\right| \\
& \leq|\{(x, \hat{y}) \in W: h(x) \neq \hat{y}\}|+\left|\left\{(x, \hat{y}) \in W: h^{*}(x) \neq \hat{y}\right\}\right| \\
& \leq 2 \varepsilon_{i} n_{i} .
\end{aligned}
$$

Also note that functions in $V$ agrees on $\tilde{S} \backslash S$; so $|\tilde{S}| \operatorname{Pr}_{X \sim \tilde{S}}\left[h(X) \neq h^{*}(X)\right] \leq 2 \varepsilon_{i} n_{i}$, and since $|\tilde{S}|=n_{i}$ we have $\operatorname{Pr}_{X \sim \tilde{S}}\left[h(X) \neq h^{*}(X)\right] \leq 2 \varepsilon_{i}$. Now using Lemma 13 with $n=n_{i}$, we have $\operatorname{Pr}_{X \sim \mathcal{P}_{\mathcal{X}}}\left[h(x) \neq h^{*}(x)\right] \leq 4 \varepsilon_{i}$ for every $h \in V$ by choosing $n_{i}$ such that $U\left(n_{i}, \frac{\delta}{4 \log (1 / \varepsilon)}\right) \leq \varepsilon_{i}$. So at the end of the algorithm it outputs a classifier with $\operatorname{Pr}\left[\hat{h} \neq h^{*}\right] \leq \varepsilon$.

Now we examine the number of queries. By definition of disagreement coefficient, at round $i$ we have $\operatorname{DIS}(V) \leq \theta \varepsilon_{i}$; thus using a relative Chernoff bound we know that with probability $1-\delta / 4$ we have

$$
m_{i}:=|S| \leq \log (12 / \delta)+2 n_{i} \theta \varepsilon_{i}=\mathcal{O}\left(\theta\left((d \log (1 / \varepsilon))+\left(\frac{1}{\varepsilon_{i}}\right)^{2 \kappa-2} \log (1 / \delta)\right)\right)
$$

It takes $O\left(m_{i} \log m_{i}\right)$ comparisons in expectation to rank the set, and there are $\log (1 / \varepsilon)$ iterations. So the total comparison complexity is

$$
\mathbb{E}\left[\mathrm{SC}_{\text {comp }}\right]=\tilde{\mathcal{O}}\left(\theta \log \left(\frac{1}{\varepsilon}\right)\left(\log d \theta+(\kappa-1) \log \left(\frac{1}{\varepsilon}\right)\right)\left(\left(d \log \left(\frac{1}{\varepsilon}\right)\right)+\left(\frac{1}{\varepsilon}\right)^{2 \kappa-2} \log (1 / \delta)\right)\right) .
$$

This obtained the stated comparison complexity. The label complexity follows by multiplying the label complexity of ADGAC by $\log (1 / \varepsilon)$. Note that in every step we have $\frac{m_{i}}{\varepsilon_{i} n_{i}}=O\left(\min \left\{\theta, \frac{1}{\varepsilon}\right\}\right)$.

Proof of Theorem 7 With the same proof, $\mathrm{A}^{2}$-ADGAC outputs a classifier with $\operatorname{Pr}\left[\hat{h} \neq h^{*}\right] \leq \varepsilon$ upon finishing. We know examine the number of queries. By definition of disagreement coefficient, at round $i$ we have $\operatorname{DIS}(V) \leq \theta \varepsilon_{i}$; thus using a Chernoff bound we know that with probability $1-\delta / 4$ we have

$$
m_{i}:=|S| \leq \log (12 / \delta)+2 n_{i} \theta \varepsilon_{i}=\mathcal{O}\left(\theta d \log \left(\frac{1}{\varepsilon_{i}}\right) \log \left(\frac{1}{\delta}\right)\right)
$$

It takes $O\left(m_{i} \log m_{i}\right)$ comparisons in expectation to rank the set, and there are $\log (1 / \varepsilon)$ iterations. So the total comparison complexity is

$$
\mathbb{E}\left[\mathrm{SC}_{\text {comp }}\right]=\tilde{\mathcal{O}}\left(\theta d \log (\theta d) \log \left(\frac{1}{\varepsilon_{i}}\right) \log \left(\frac{1}{\delta}\right)\right)
$$

This obtained the stated comparison complexity. The label complexity follows by multiplying the label complexity of ADGAC by $\log (1 / \varepsilon)$. Note that in every step we have $\frac{m_{i}}{\varepsilon_{i} n_{i}}=O\left(\min \left\{\theta, \frac{1}{\varepsilon}\right\}\right)$.

### 2.9.4 Proof for Margin-ADGAC

We first prove Theorem 8 , and Theorem 9 follows exactly the same proof with $\kappa=1$ and using Theorem [5. For clearer explanation, we re-illustrate Margin-ADGAC in a form similar to that in [15] in Algorithm 4. The proof mostly follows that of [15]. We give a refined sample complexity via Rademacher complexity following the ideas in [195], and also change the proof according to the properties of ADGAC (note that we are not using independent samples by replace the sampling step with ADGAC).

To simplify notations, let $\operatorname{err}(w)$ be $\operatorname{err}\left(h_{w}(x)\right)=\operatorname{err}(\operatorname{sign}(w \cdot x))$. Define $\Delta_{D}\left(w, w^{\prime}\right)=$ $\operatorname{Pr}_{X \sim D}\left[\operatorname{sign}(w \cdot X) \neq \operatorname{sign}\left(w^{\prime} \cdot X\right)\right]$. Also, let $\theta\left(w_{1}, w_{2}\right)$ be the angle between two vectors $w_{1}, w_{2}$. Let $D_{w, \gamma}=\{x:|w \cdot x| \leq \gamma\}$.

The key step is to prove the following theorem:
Theorem 14. For $k \leq \log (1 / \varepsilon)$, if $\Delta_{\mathcal{P}_{\mathcal{X}}}\left(w_{k-1}, w^{*}\right) \leq M^{-(k-1)}$, with probability $1-\frac{\delta}{k+k^{2}}$, after round $k$ of Margin-ADGAC we have $\Delta_{D_{w_{k-1}, b_{k-1}}}\left(w_{k}, w^{*}\right) \leq \kappa$.

To prove the theorem, we first list useful properties of isotropic log-concave distributions and fix the parameters we use for the algorithm. We use exactly the same parameters for $r_{i}, \tau_{i}, b_{i}, z_{i}$ as in [15], and we restate them here for completeness.

```
Algorithm 4 Margin-ADGAC: Efficiently learning halfspaces with comparison
Input: \(\varepsilon, \delta\), target errors \(\varepsilon_{k}\), sample sizes \(n_{k}\), sequences \(r_{k}, b_{k}, \tau_{k}\), precision value \(\kappa\).
    Draw \(n_{1}\) unlabeled samples to \(S\) and run ADGAC with
    \(\left(S, n_{1}, \varepsilon_{0}, \frac{\delta}{8 \log (1 / \varepsilon)}, k_{1}\left(\varepsilon_{0}, \frac{\delta}{8 \log (1 / \varepsilon)}\right)\right)\), and obtain a labeled dataset \(W\).
    for \(k=1,2, \ldots, s=\lceil\log (4 / \varepsilon)\rceil\) do
        Find \(v_{k} \in B\left(w_{k-1}, r_{k}\right)\) that approximately minimize training hinge loss over \(W\), with
    \(\left\|v_{k}\right\|_{2} \leq 1\) :
        \(l_{\tau_{k}}\left(v_{k}, W\right) \leq \min _{w \in B\left(w_{k-1}, r_{k}\right) \cap B(0,1)} l_{\tau_{k}}(w, W)+\kappa / 8\).
        \(w_{k} \leftarrow \frac{v_{k}}{\left\|v_{k}\right\|_{2}}\).
        Sample another dataset \(\tilde{S}\) of \(n_{k}\) unlabeled samples.
        \(S=\left\{x \in S:\left|w_{k} \cdot x\right| \leq b_{k}\right\}\).
        Run ADGAC with \(\left(S, n_{k}, \varepsilon_{k}, \frac{\delta}{8 \log (1 / \varepsilon)}, k^{(1)}\left(\varepsilon_{k}, \frac{\delta}{8 \log (1 / \varepsilon)}\right)\right)\) and obtain labeled dataset
    \(W\).
    end for
Output: Return \(w_{s}\).
```

Lemma 15 ([15, 24, 121]). Suppose $X \sim \mathcal{P}_{\mathcal{X}}$ is a isotropic log-concave distribution in $\mathbb{R}^{d}$ with probability density function $f$. Then
(a) There is an absolute constant $c_{1}$ such that, if $d=1, f(x)>c_{1}$ for all $x \in[-1 / 9,1 / 9]$.
(b) There is an absolute constant $c_{2}$ such that for any two unit vectors $u$ and $v$ in $R^{d}$ we have $c_{2} \theta(u, v) \leq \Delta_{\mathcal{P}_{\mathcal{X}}}(u, v)$.
(c) There exists constant $c_{3}$ such that for any unit vector $w$ and $\gamma>0, \operatorname{Pr}[|w \cdot X| \leq \gamma] \leq c_{3} \gamma$.
(d) There is a constant $c_{4}$ such that for any unit vector $u$, all $0<\gamma<1$, for all a such that $\|u-a\|_{2} \leq \gamma$ and $\|a\|_{2} \leq 1, \mathbb{E}_{X \sim D_{u, \gamma}}\left[(a \cdot X)^{2}\right] \leq c_{4}\left(r^{2}+\gamma^{2}\right)$.
(e) For any $c_{5}>0$, there is a constant $c_{6}>0$ such that the following holds: let $u$ and $v$ be two unit vectors in $\mathbb{R}^{d}$, and assume that $\theta(u, v)=\alpha<\pi / 2$. Then $\operatorname{Pr}_{X \sim \mathcal{P}}[\operatorname{sign}(u \cdot X) \neq$ $\operatorname{sign}(v \cdot X)$ and $\left.|v \cdot X| \leq c_{6} \alpha\right] \leq c_{5} \alpha$.
Now we give the settings of parameters. Let $M=\max \left\{\frac{2}{c_{2} \pi}, 2\right\}$. Let $c_{1}^{\prime}$ be the value of $c_{6}$ in Lemma 15 corresponding to the case where $c_{5}$ is $\frac{c_{2}}{4 M}$; let $b_{k}=c_{1}^{\prime} M^{-k}$. Let $r_{k}=$ $\min \left\{M^{-(k-1)} / c_{2}, \pi / 2\right\}$ and $\kappa=\frac{1}{4 c_{1}^{\prime} M}$. Let $\tau_{k}=\frac{c_{1} \min \left\{b_{k-1}, 1 / 9\right\} \kappa}{6}$, and $z_{k}^{2}=r_{k}^{2}+b_{k-1}^{2}$. Let $\varepsilon_{k}=\frac{c_{3} \tau_{k}^{2} b_{k} \kappa^{2}}{256 c_{4} z_{k}^{2}}$, and $n_{k}=O\left(\frac{1}{b_{k}} d \log ^{3}\left(\frac{d k}{1 / \delta}\right)\right)$. Also let $m_{k}=2 c_{3} b_{k} n_{k}+\log (12 k / \delta)$.

Then we prove the following lemma:
Lemma 16. Suppose $|W| \geq m_{k}$. Let $c(W)$ be the set with truthful labels w.r.t. $w^{*}$, i.e., $c(W)=$ $\left\{\left(x, \operatorname{sign}\left(w^{*} \cdot x\right)\right): x \in W\right\}$. For any $w \in B\left(w_{k-1}, r_{k}\right)$, with probability $1-\frac{\delta}{3\left(k+k^{2}\right)}$ we have

$$
|l(w, W)-l(w, c(W))| \leq \kappa / 8
$$

Proof. Let $N=\left\{(x, \hat{y}) \in W: \hat{y} \neq \operatorname{sign}\left(w^{*} \cdot x\right)\right\}$ be the set where ADGAC has $x$ 's label different
than $\operatorname{sign}\left(w^{*} \cdot x\right)$ (remind that $\hat{y}$ is the prediction of ADGAC). We have

$$
\begin{aligned}
l(w, W) & =\frac{1}{|W|} \sum_{(x, \hat{y}) \in W} l_{\tau_{k}}(w, x, \hat{y}) \\
& =\frac{1}{|W|}\left(\sum_{(x, y) \notin N} l_{\tau_{k}}\left(w, x, \operatorname{sign}\left(w^{*} \cdot x\right)\right)+\sum_{(x, y) \in N} l_{\tau_{k}}\left(w, x,-\operatorname{sign}\left(w^{*} \cdot x\right)\right)\right) .
\end{aligned}
$$

So

$$
\begin{align*}
|l(w, W)-l(w, c(W))| & \leq \frac{1}{\tau_{k}|W|} \sum_{x \in N} 2(w \cdot x) \\
& \leq \frac{1}{\tau_{k}|W|} \sum_{x \in W} I(x \in N) 2(w \cdot x) \tag{2.5}
\end{align*}
$$

We use the following lemma from [15]:
Lemma 17 (Lemma D.4, [15]). For an absolute constant c, with probability $1-\frac{\delta}{6\left(k+k^{2}\right)}$,

$$
\max _{x \in W}\|x\|_{2} \leq c \sqrt{d} \log \left(\frac{|W| k}{\delta}\right)
$$

Note that

$$
|w \cdot x| \leq\left|w_{k-1} \cdot x\right|+\left|\left(w-w_{k-1}\right) \cdot x\right| \leq b_{k}+r_{k}\|x\|_{2} .
$$

So with probability $1-\frac{\delta}{6\left(k+k^{2}\right)}$, an event $E_{\delta}$ happens such that

$$
\frac{|w \cdot x|}{\tau_{k}} \leq c^{\prime} \sqrt{d} \log \left(\frac{|W| k}{\delta}\right)
$$

for all $x \in W$, for some constant $c^{\prime}$.
Notice that $\frac{|N|}{|W|} \leq \frac{\varepsilon_{k} n_{k}}{m_{k}}$. Let $N^{\prime}$ be a $\frac{\varepsilon_{k} n_{k}}{m_{k}}$ fraction of $W$ with the largest values of $|w \cdot x|$. Let $\varphi(W)=\sum_{x \in N^{\prime}}|w \cdot x|$. So by Equation 2.5 we have $|l(w, W)-l(w, c(W))| \leq \frac{2}{\tau_{k}|W|} \varphi(W)$. Now we have

$$
\begin{aligned}
\mathbb{E}[\varphi(W)] & =\mathbb{E}\left[\sum_{x \in W} \delta\left(x \in N^{\prime}\right)|w \cdot x|\right] \\
& \leq \sqrt{\frac{\left|N^{\prime}\right|}{|W|} \mathbb{E}}\left[\sqrt{\sum_{x \in W}(w \cdot x)^{2}}\right] \\
& \leq \sqrt{\frac{\varepsilon_{k} n_{k}}{m_{k}}} \sqrt{\mathbb{E}\left[\sum_{x \in W}(w \cdot x)^{2}\right]} \\
& \leq \sqrt{\frac{\varepsilon_{k} n_{k}}{m_{k}}} \sqrt{c_{4}} z_{k}|W| \leq \kappa \tau_{k}|W| / 16 .
\end{aligned}
$$

The first inequality is by Cauchy-Schwartz inequality; the second is by Jensen's inequality; the third inequality is by property (d) in Lemma 15; the last inequality is by the value of $\varepsilon_{i}$. If we condition $\mathcal{P}_{\mathcal{X}}$ on $E_{\delta}$, the above expectation will be smaller since we bound $|w \cdot x|$ from above. Now by Mcdiarmid's inequality, $\frac{1}{|W|} \varphi(W)$ deviates by at most $\frac{c^{\prime} \sqrt{d} \log \left(\frac{|W| k}{\delta}\right)}{|W|}$ when we change a single value of $w \cdot x$ for some $x \in W$. So by McDiarmid's inequality, using $|W| \geq m_{k}=\Omega\left(d \log ^{2}(d / \delta)\right)$, with probability $1-\frac{\delta}{3\left(k+k^{2}\right)}$ we have

$$
|l(w, W)-l(w, c(W))| \leq \mathbb{E}\left[\varphi(W) \mid E_{\delta}\right]+\kappa / 16 \leq \kappa / 8
$$

The other lemma is about bounding the difference between $l(w, c(W))$ and $E_{W}[l(w, c(W))]$. We improve the results in [15] using Rademacher complexity as below.

Lemma 18. With probability $1-\frac{\delta}{6\left(k+k^{2}\right)}$ we have

$$
\left|\mathbb{E}_{W}\left[l\left(w, x, \operatorname{sign}\left(w^{*} \cdot x\right)\right)\right]-l(w, W)\right| \leq \kappa / 16
$$

Proof. Note that every $x \in W$ is sampled independently from $D_{w_{k}, b_{k-1}}$. Following the same proof as in Lemma 16, an Event $E_{\delta}$ happens with probability $1-\frac{k_{k}}{6\left(k+k^{2}\right)}$ that

$$
\left|\frac{w \cdot x}{\tau_{k}}\right| \leq c^{\prime} \sqrt{d} \log \left(\frac{|W| k}{\delta}\right)
$$

for all $x \in W$, for some constant $c^{\prime}$. This means $l_{\tau_{k}}\left(w, x, \operatorname{sign}\left(w^{*} \cdot x\right)\right)$ are also bounded in the same range under $E_{\delta}$.

Define the function class $\mathcal{F}=\left\{x \rightarrow l_{\tau_{k}}\left(w, x, \operatorname{sign}\left(w^{*} \cdot x\right)\right),\left\|w-w_{k}\right\| \leq r_{k}\right\}$. On event $E_{\delta}$, all functions in $\mathcal{F}$ are bounded. Now we bound the Rademacher complexity $R_{n}(\mathcal{F})$. Actually, define $\mathcal{F}^{\prime}=\left\{x \rightarrow \frac{1}{\tau_{k}} w \cdot x \cdot \operatorname{sign}\left(w^{*} \cdot x\right),\left\|w-w_{k}\right\| \leq r_{k}\right\}$, we have $R_{n}(\mathcal{F}) \leq R_{n}\left(\mathcal{F}^{\prime}\right)$ by contraction
inequality of Rademacher complexity (since hinge loss is 1-Lipschitz). So

$$
\begin{align*}
& R_{n}(\mathcal{F}) \leq R_{n}\left(\mathcal{F}^{\prime}\right) \\
& =\frac{1}{\tau_{k} n} E_{x_{1}, \ldots, x_{n} \sim D_{w_{k}, b_{k-1}}} E_{\sigma_{1}, \ldots, \sigma_{n}} \sup _{w:\left\|w-w_{k}\right\| \leq r_{k}} \sum_{i=1}^{n} \sigma_{i} w \cdot x_{i} \cdot \operatorname{sign}\left(w^{*} \cdot x_{i}\right) \\
& =\frac{1}{\tau_{k} n} E_{x_{1}, \ldots, x_{n} \sim D_{w_{k}, b_{k-1}}} E_{\sigma_{1}, \ldots, \sigma_{n}} \sup _{w:\left\|w-w_{k}\right\| \leq r_{k}} \sum_{i=1}^{n} \sigma_{i}\left(w \cdot x_{i}\right)  \tag{2.6}\\
& =\frac{1}{\tau_{k} n} E_{x_{1}, \ldots, x_{n} \sim D_{w_{k}, b_{k-1}}} E_{\sigma_{1}, \ldots, \sigma_{n}} \sum_{i=1}^{n} \sigma_{i}\left(w_{k} \cdot x_{i}\right)+ \\
& \frac{1}{\tau_{k} n} E_{x_{1}, \ldots, x_{n} \sim D_{w_{k}, b_{k-1}}} E_{\sigma_{1}, \ldots, \sigma_{n}} \sup _{w:\left\|w-w_{k}\right\| \leq r_{k}} \sum_{i=1}^{n} \sigma_{i}\left(w-w_{k}\right) \cdot x_{i} \\
& =\frac{1}{\tau_{k} n} E_{x_{1}, \ldots, x_{n} \sim D_{w_{k}, b_{k-1}}} E_{\sigma_{1}, \ldots, \sigma_{n}} \sup _{w:\left\|w-w_{k}\right\| \leq r_{k}} \sum_{i=1}^{n} \sigma_{i}\left(w-w_{k}\right) \cdot x_{i} \\
& =\frac{1}{\tau_{k} n} E_{x_{1}, \ldots, x_{n} \sim D_{w_{k}, b_{k-1}}} E_{\sigma_{1}, \ldots, \sigma_{n}} \sup _{w:\left\|w-w_{k}\right\| \leq r_{k}}\left(w-w_{k}\right) \sum_{i=1}^{n} \sigma_{i} \cdot x_{i} \\
& \leq \frac{1}{\tau_{k} n} E_{x_{1}, \ldots, x_{n} \sim D_{w_{k}, b_{k-1}}} E_{\sigma_{1}, \ldots, \sigma_{n}} \sup _{w:\left\|w-w_{k}\right\| \leq r_{k}}\left\|w-w_{k}\right\|_{2}\left\|\sum_{i=1}^{n} \sigma_{i} x_{i}\right\|_{2} \\
& \leq \frac{2 r_{k}}{\tau_{k} n} \sqrt{E_{x_{1}, \ldots, x_{n} \sim D_{w_{k}, b_{k-1}}} E_{\sigma_{1}, \ldots, \sigma_{n}}\left\|\sum_{i=1}^{n} \sigma_{i} x_{i}\right\|_{2}^{2}}  \tag{2.7}\\
& \leq \frac{2 r_{k}}{\tau_{k} n} \sqrt{E_{x_{1}, \ldots, x_{n} \sim D_{w_{k}, b_{k-1}}} E_{\sigma_{1}, \ldots, \sigma_{n}}\left[\sum_{i=1}^{n}\left\|x_{i}\right\|_{2}^{2}+\sum_{i, j} \sigma_{i} \sigma_{j} x_{i} \cdot x_{j}\right]}  \tag{2.8}\\
& \leq \mathcal{O}\left(\frac{1}{n} \cdot \sqrt{n d \log ^{2}\left(\frac{n k}{\delta}\right)}\right)  \tag{2.9}\\
& =\mathcal{O}\left(\sqrt{\frac{d \log ^{2}\left(\frac{n k}{\delta}\right)}{n}}\right) \text {. }
\end{align*}
$$

Equation (2.6) is by the property that $\sigma_{i} \cdot \operatorname{sign}\left(w^{*} \cdot x_{i}\right)$ has the same distribution as $\sigma_{i}$, and thus we can substitute $\sigma_{i} \cdot \operatorname{sign}\left(w^{*} \cdot x_{i}\right)$ with a single variable; Equation (2.7) is by Jensen's inequality,
and Equation 2.9 is by the boundary condition on $\|x\|_{2}$. So by Rademacher's inequality we have

$$
\begin{aligned}
\left|\mathbb{E}_{W}\left[l\left(w, x, \operatorname{sign}\left(w^{*} \cdot x\right)\right)\right]-l(w, W)\right| & \leq R_{|W|}(\mathcal{F})+\sqrt{\frac{\log (1 / \delta)}{|W|}} C \sqrt{d} \log \left(\frac{|W| k}{\delta}\right) \\
& \leq \mathcal{O}\left(\sqrt{\frac{d \log ^{2}\left(\frac{|W| k}{\delta}\right)}{|W|}}\right)+\sqrt{\frac{\log (k / \delta)}{|W|}} C \sqrt{d} \log \left(\frac{|W| k}{\delta}\right) \\
& =\mathcal{O}\left(\sqrt{\frac{d \log (k / \delta)}{|W|}} \log \left(\frac{|W| k}{\delta}\right)\right)
\end{aligned}
$$

The choice of $|W|=m_{i}=\Omega\left(d \log ^{3}\left(\frac{d k}{1 / \delta}\right)\right)$ makes the above quantity less than $\kappa / 16$.
Now we are ready to prove Theorem 14.
Proof of Theorem 14 With a probability of $1-\frac{\delta}{k+k^{2}}$, suppose the conditions in Lemma 16 and 18 holds for $w=v_{k}$ and $w=w^{*}$. We have

$$
\begin{array}{rlr} 
& \Delta_{D_{w_{k-1}, b_{k-1}}}\left(w_{k}, w^{*}\right) \\
= & \Delta_{D_{w_{k-1}, b_{k-1}}}\left(v_{k}, w^{*}\right) \\
\leq & \mathbb{E}_{x \in D_{w_{k-1}, b_{k-1}}}\left[l\left(v_{k}, x, \operatorname{sign}\left(w^{*} \cdot x\right)\right)\right] & \\
\leq l\left(v_{k}, c(W)\right)+\kappa / 16 & \\
\leq l\left(v_{k}, W\right)+\kappa / 8 & \text { (Since hinge loss upper bounds 0-1 loss) } \\
\leq l\left(w^{*}, W\right)+\kappa / 4 & \text { (Using Lemma 18) } \\
\leq & l\left(w^{*}, c(W)\right)+\kappa / 4+\kappa / 16 & \text { (Using Lemma 16) } \\
\leq & L\left(w^{*}\right)+\kappa / 4+\kappa / 8 & \text { (By the process of selecting } v_{k} \text { ) } \\
\leq & \kappa . & \text { (Using Lemma 16) } \\
\text { (Using Lemma 18) } \\
\text { (Using Lemma 3.7 in [15]) }
\end{array}
$$

## Now we can prove Theorem 8 .

Proof of Theorem 8 By relative Chernoff bound and property (c) in Lemma 15, with probability $1-\frac{\delta}{6\left(k+k^{2}\right)}$ we have $|W| \geq m_{k}=2 c_{3} b_{k} n_{k}+\log (12 k / \delta)$ in every iteration. Then the correctness of Margin-ADGAC follows the same way as in [15]. Now examine the number of queries: In each step we need to compare $m_{i}$ instances, as well as fitting the minimum requirement of ADGAC. So the comparison complexity is

$$
\mathbb{E}\left[\mathrm{SC}_{\text {comp }}\right]=\tilde{\mathcal{O}}\left(\log ^{2}(1 / \varepsilon)\left(d \log ^{4}(d / \delta)+\left(\frac{1}{\varepsilon}\right)^{2 \kappa-2} \log (1 / \delta)\right)\right)
$$

The label complexity is again obtained by multiplying the label complexity in each iteration by $\log (1 / \varepsilon)$. Note that $\frac{\varepsilon_{k} n_{k}}{m_{k}}$ is constant in each iteration. Therefore,

$$
\mathrm{SC}_{\text {label }}=\tilde{\mathcal{O}}\left(\log (1 / \varepsilon) \log (1 / \delta)\left(\frac{1}{\varepsilon}\right)^{2 \kappa-2}\right)
$$

Proof of Theorem 9 The proof follows exactly the same process as that of Theorem 8 using $\kappa=1$, and Theorem 5 .

### 2.9.5 Proof of Lower Bounds

### 2.9.6 Proof of Theorem 10

Proof. Suppose $g\left(x_{1}\right)=a$ and $g\left(x_{0}\right)=b$ for $x_{1}, x_{2} \in \mathcal{X}, a<b$. Let $h_{1}(x)=\operatorname{sign}(g(x)-a)$ and $h_{2}(x)=\operatorname{sign}(g(x)-b)$. Note that using $Z\left(x_{1}, x_{2}\right)=0$ incurs $\nu^{\prime}=0$ for both $h^{*}=h_{1}$ and $h^{*}=h_{2}$, and thus comparison cannot distinguish between $h_{1}$ and $h_{2}$. Suppose $\mathbb{C}=\left\{h_{1}, h_{2}\right\}$. Thus, any algorithm $\mathcal{A}$ using both comparison and labeling oracles can be transformed into an algorithm $\mathcal{A}^{\prime}$ that uses labeling oracle only, by making the comparison oracle always return 0 . Note that $\mathrm{SC}_{\text {label }}(\mathcal{A})=\mathrm{SC}_{\text {label }}\left(\mathcal{A}^{\prime}\right)$, so we only need to lower bound $\mathrm{SC}_{\text {label }}\left(\mathcal{A}^{\prime}\right)$. In the following, we adapt the proof in [86] to give a lower bound. The main difference is that our goal is to reach a small $\operatorname{Pr}\left[h(X) \neq h^{*}(X)\right]$, whereas in [86] the goal is a small $\operatorname{err}(h)-\operatorname{err}\left(h^{*}\right)$.

Let $P\left(x_{1}\right)=24 \varepsilon, P\left(x_{0}\right)=1-24 \varepsilon$. Consider two distributions $\mathcal{P}_{1}, \mathcal{P}_{2}$ over $\mathcal{X} \times \mathcal{Y}$ with two different Bayes function $\eta_{1}(), \eta_{2}()$. Let $\gamma=\varepsilon^{\kappa-1}$ if $\kappa>1$, or $\gamma=\frac{1}{48}$ if $\kappa=1$. Let $\eta_{1}\left(x_{0}\right)=\eta_{2}\left(x_{0}\right)=1, \eta_{1}\left(x_{1}\right)=\frac{1}{2}+\gamma, \eta_{2}\left(x_{1}\right)=\frac{1}{2}-\gamma$. It is easy to verify both $\mathcal{P}_{1}$ and $\mathcal{P}_{2}$ satisfy Tsybakov noise condition.

Choose the groundtruth distribution to be $\mathcal{P}_{1}$ or $\mathcal{P}_{2}$ both with probability $1 / 2$. By the same proof as Theorem 4.3 in [86], an event happens with probability at least $\delta$ that $\hat{h}\left(x_{1}\right) \neq h^{*}\left(x_{1}\right)$, and thus $\operatorname{Pr}\left[\hat{h}(X) \neq h^{*}(X)\right] \geq \varepsilon$, if at most $2\left\lfloor\frac{1-\gamma^{2}}{\gamma^{2}} \log \left(\frac{1}{8 \delta(1-2 \delta)}\right)\right\rfloor$ labels are queried. So we prove the theorem for TNC.

The proof for adversarial noise is the same as the above proof using $\kappa=1$.

### 2.9.7 Proof of Theorem 11

Proof of Theorem 11. The first term in Equation (2.2) follows directly from Theorem 10. For the second term, we consider the case where both labeling and comparison oracles are perfect with $\nu=\nu^{\prime}=0$. This is a special case for all Conditions 1, 2 and 3 . Notice that in this case, a perfect comparison oracle can be constructed from a labeling oracle by $Z\left(x, x^{\prime}\right)=$ $\operatorname{sign}\left(Y(x)-Y\left(x^{\prime}\right)\right)=\operatorname{sign}\left(h^{*}(x)-h^{*}\left(x^{\prime}\right)\right)$; thus, any algorithm $\mathcal{A}$ with access to both labeling and comparison oracles can be transformed into another algorithm $\mathcal{A}^{\prime}$ that uses labeling oracle (by replacing the comparison oracle with one that queries labeling oracle instead). So we have

$$
2 \mathrm{SC}_{\text {comp }}(\mathcal{A})+\mathrm{SC}_{\text {label }}(\mathcal{A})=\mathrm{SC}_{\text {label }}\left(\mathcal{A}^{\prime}\right)=\Omega(d \log (1 / \varepsilon))
$$

where $\Omega(d \log (1 / \varepsilon))$ is the standard lower bound for realizable active learning (see e.g., [86]).

### 2.9.8 Proof of Theorem 12

Define $R^{B}(\hat{g})$ to be the error of comparison oracle induced by $\hat{g}$, and also $\mathbb{C}_{\hat{g}}=\{h: h(x)=$ $\operatorname{sign}(\hat{g}(x)-t), t \in \mathbb{R}\}$. To prove Theorem 12 , we first give a lower bound on the left hand side (Theorem 19 by giving a $\hat{g}$ that every $h \in \mathbb{C}_{\hat{g}}$ will have every at least $\sqrt{\nu^{\prime}}$. Then we give an upper bound on it (Theorem 20) by finding a good estimator $t$. We find $t$ by reducing $\operatorname{Pr}\left[\operatorname{sign}(\hat{g}(X)-t) \neq h^{*}(X)\right]$ to the case when for every $x, x^{\prime}$ such that $\hat{g}(x)=\hat{g}\left(x^{\prime}\right)$ we also have $h^{*}(x)=h^{*}\left(x^{\prime}\right)$. We find such a good function $f$ in this case by fixing the amount of error at each value of $\hat{g}(x)$, and carefully adjusting the noise levels.
Theorem 19. Suppose $\min \left\{\operatorname{Pr}\left[h^{*}(X)=1\right], \operatorname{Pr}\left[h^{*}(X)=-1\right]\right\} \geq \sqrt{\nu^{\prime}}$. For any $g^{*}$ such that $g^{*}(X)$ has a density function, there exists $\hat{g}$ which induces a comparison oracle with error $\nu^{\prime}$, such that for every $h \in \mathbb{C}_{\hat{g}}$, we have $\operatorname{Pr}\left[h(X) \neq h^{*}(X)\right] \geq \sqrt{\nu^{\prime}}$.

Proof. Consider the distribution of $g^{*}(X)$. Pick a consecutive interval $I=[a, b]$ with $a<0<b$ such that $\operatorname{Pr}\left(g^{*}(X) \in[0, b]\right)=\operatorname{Pr}\left(g^{*}(X) \in[a, 0]\right)=\sqrt{\nu^{\prime}}$. Pick some integer $n \in \mathbb{N}$. Suppose the cdf and pdf of random variable $T=g^{*}(X)$ is $F(t)$ and $p(t)$ respectively. Define

$$
\hat{g}(x)= \begin{cases}a+(b-a) \frac{F\left(g^{*}(x)\right)-F(a)}{\sqrt{v^{\prime}}}, & \text { if } x \in[a, 0], \\ a+(b-a) \frac{F\left(g^{*}(x)\right)-F(0)}{\sqrt{v^{\prime}}}, & \text { if } x \in(0, b], \\ g^{*}(x), & \text { otherwise. } .\end{cases}
$$

The error of the comparison oracle induced by $\hat{g}$ can be represented as

$$
R^{B}(\hat{g})=2 \int_{g^{*}(x) \in(0, b]} p\left(g^{*}(x)\right) \int_{g^{*}\left(x^{\prime}\right) \in[a, 0)} p\left(g^{*}\left(x^{\prime}\right)\right) \cdot \delta\left(\hat{g}\left(x^{\prime}\right)>\hat{g}(x)\right) \mathrm{d} g^{*}(x) \mathrm{d} g^{*}\left(x^{\prime}\right)
$$

Let $t=g^{*}(x)$ and $t^{\prime}=g^{*}\left(x^{\prime}\right)$. Then $\hat{g}\left(x^{\prime}\right)>\hat{g}(x)$ if and only if

$$
\begin{aligned}
& F\left(t^{\prime}\right)-F(a)>F(t)-F(0), \\
\Leftrightarrow & F(t)-F\left(t^{\prime}\right)<\sqrt{\nu^{\prime}} .
\end{aligned}
$$

For every $t \in[0, b]$, let $G(t)$ satisfy $F(t)-F(G(t))=\sqrt{\nu^{\prime}}$. Then

$$
\begin{aligned}
R^{B}(\hat{g}) & =2 \int_{t=0}^{b} p(t) \int_{t^{\prime}=a}^{0} p\left(t^{\prime}\right) \cdot \delta\left(F(t)-F\left(t^{\prime}\right)<\sqrt{\nu^{\prime}}\right) \mathrm{d} t \mathrm{~d} t^{\prime} \\
& =2 \int_{t=0}^{b} p(t) \int_{t^{\prime}=a}^{G(t)} p\left(t^{\prime}\right) \mathrm{d} t \mathrm{~d} t^{\prime} \\
& =2 \int_{t=0}^{b} p(t)(F(G(t))-F(a)) \mathrm{d} t \\
& =2 \int_{t=0}^{b} p(t)(F(t)-F(0)) \mathrm{d} t \\
& =2 \int_{t=0}^{b} p(t) \int_{t^{\prime}=0}^{t} p\left(t^{\prime}\right) \mathrm{d} t \mathrm{~d} t^{\prime} \\
& =2 \int_{t=0}^{b} \int_{t^{\prime}=0}^{b} p(t) p\left(t^{\prime}\right) \delta\left(t^{\prime}<t\right) \mathrm{d} t \mathrm{~d} t^{\prime} \\
& =\nu^{\prime}
\end{aligned}
$$

Now examine any function in $\mathbb{C}_{\hat{g}}$. If we pick a threshold $t \notin[a, b]$, the error is at least $\sqrt{\nu^{\prime}}$ since we incur error on either $\left\{x: g^{*}(x) \in[a, 0]\right\}$ or $\left\{x: g^{*}(x) \in[0, b]\right\}$. If we pick threshold $a+(b-a) t$ for $t \in[0,1]$, we induce an error for any $g^{*}(x) \in[a, 0]$ with $\frac{F\left(g^{*}(x)\right)-F(a)}{\sqrt{v}}>t$, and any $g^{*}(x) \in(0, b]$ with $\frac{F\left(g^{*}(x)\right)-F(0)}{\sqrt{v}}<t$. A routine calculation shows the error is always $\sqrt{\nu^{\prime}}$.

Theorem 20. Suppose that $\hat{g}$ induces a comparison oracle with error $\nu^{\prime}$, and also distributions of $\hat{g}(X)$ and $g^{*}(X)$ are smooth in the sense that they both have a density function. There exists $h_{t}(x):=\operatorname{sign}(\hat{g}(x)-t) \in \mathbb{C}_{\hat{g}}$ such that the error of $h_{t}(x)$ with respect to $h^{*}(x)$ is at most $\sqrt{\nu^{\prime}}$, i.e.,

$$
\operatorname{Pr}\left[h_{t}(X) \neq h^{*}(X)\right]=\operatorname{Pr}\left[(\hat{g}(X)-t) g^{*}(X)<0\right] \leq \sqrt{\nu^{\prime}} .
$$

We first prove the inequality:
Lemma 21. Suppose $\left\{x_{i}\right\}_{i=1}^{n}$ and $\left\{y_{i}\right\}_{i=1}^{n}$ satisfies $x_{i}, y_{i} \in \mathbb{R}, x_{i}, y_{i} \geq 0$. If $\sum_{i=1}^{n} \sum_{j=i}^{n} x_{i} y_{j} \leq t$, we have

$$
\min _{k=0,1, \ldots, n}\left\{x_{1}+\cdots+x_{k}+y_{k+1}+\cdots+y_{n}\right\} \leq \sqrt{\frac{2 n t}{n+1}},
$$

the equality holds when $x_{1}=x_{2}=\cdots=x_{n}=y_{1}=\cdots=y_{n}=\sqrt{\frac{2 t}{n(n+1)}}$.

Proof of Lemma 21, Let $f(k)=x_{1}+\cdots+x_{k}+y_{k+1}+\cdots+y_{n}$. We first prove that when the maximum of $\min _{k=0,1, \ldots, n} f(k)$ is achieved, we must have $x_{i}=y_{i}$ for all $i$. If not, not losing generality suppose $x_{l}>y_{l}$. Now consider $x_{i}^{\prime}=x_{i}$ for all $i \neq l, l+1$, and $x_{l}^{\prime}=y_{l}, x_{l+1}^{\prime}=$ $x_{l+1}+x_{l}-y_{l}$ (omit the latter step if $l=n$ ). Let $f^{\prime}(k)$ be the function of $k$ computed based on $x^{\prime}$ and $y$. By $x_{l}>y_{l}$ we have $f(l)>f(l-1)$. Notice that only $f^{\prime}(l)=f(l-1)<f(l)$ is reduced
and for all other $k \neq l$ we have $f(k)=f^{\prime}(k)$, so the minimum remains the same. Now we have

$$
\begin{aligned}
\sum_{i=1}^{n} \sum_{j=i}^{n} x_{i}^{\prime} y_{j} & =\sum_{j=1}^{n} \sum_{i=1}^{j} x_{i}^{\prime} y_{j}=\sum_{j=1}^{n} y_{j} \sum_{i=1}^{j} x_{i}^{\prime} \\
& =\sum_{j=1}^{l-1} y_{j} \sum_{i=1}^{j} x_{i}+y_{l} \sum_{i=1}^{l} x_{i}^{\prime}+\sum_{j=l+1}^{n} y_{j} \sum_{i=1}^{j} x_{i} \\
& \leq \sum_{j=1}^{l-1} y_{j} \sum_{i=1}^{j} x_{i}+y_{l} \sum_{i=1}^{l} x_{i}+\sum_{j=l+1}^{n} y_{j} \sum_{i=1}^{j} x_{i} \\
& \leq t .
\end{aligned}
$$

So there exists a configuration that maximizes $\min _{k} f(k)$ with $x_{i}=y_{i}$ for all $i$. Now suppose $x_{i}=y_{i}$ for all $i$. The constraint becomes

$$
\sum_{i=1}^{n} \sum_{j=i}^{n} x_{i} x_{j} \leq \varepsilon
$$

which is equivalent to

$$
\left(\sum_{i=1}^{n} x_{i}\right)^{2}+\sum_{i=1}^{n} x_{i}^{2} \leq 2 \varepsilon
$$

By Cauchy-Schwarz inequality we have

$$
\sum_{i=1}^{n} x_{i}^{2} \geq \frac{\left(\sum_{i=1}^{n} x_{i}\right)^{2}}{n}
$$

So

$$
x_{1}+\cdots+x_{k}+y_{k+1}+\cdots+y_{n}=\sum_{i=1}^{n} x_{i} \leq \sqrt{\frac{2 n t}{n+1}} .
$$

It is easy to verify the equality condition.
Proof of Theorem 20 Not losing generality, suppose $\hat{g}(x) \in[0,1]$; such a assumption is justifiable since any increasing transformation of $\hat{g}$ does not change $R^{B}(\hat{g})$. So we only need to consider $\mathbb{C}_{\hat{g}}=\left\{h: h(x)=h_{t}(x)=\operatorname{sign}(\hat{g}(x)-t), t \in[0,1]\right\}$. Let $q(u)$ denote the distribution of $\hat{g}(X)$. Let $\xi(u)=q(u) \operatorname{Pr}\left(h^{*}(X)=1 \mid \hat{g}(x)=u\right)$. So we have

$$
\int_{0}^{t} \xi(u) d u=\operatorname{Pr}\left(h^{*}(X)=1, \hat{g}(X)<t\right) .
$$

So the error of $h_{t}$ with respect to $h^{*}$ can be expressed as

$$
\begin{aligned}
\operatorname{Pr}\left((\hat{g}(X)-t) g^{*}(X)<0\right) & =\operatorname{Pr}\left(\hat{g}(X)>t, g^{*}(X)<0\right)+\operatorname{Pr}\left(\hat{g}(X)<t, g^{*}(X)>0\right) \\
& =\int_{0}^{t} \xi(u) d u+\int_{t}^{1}(q(u)-\xi(u)) d u .
\end{aligned}
$$

On the other hand, the comparison error can be expressed as

$$
\begin{aligned}
R^{B}(\hat{g}) & =2 \operatorname{Pr}\left(\hat{g}(X)>\hat{g}\left(X^{\prime}\right), h^{*}(X)=-1, h^{*}(X)=1\right) \\
& =\int_{0}^{1} \xi(u) \int_{u}^{1}(q(v)-\xi(v)) d u d v .
\end{aligned}
$$

Now consider we do this on the grid with step size $1 / n$ and let $n \rightarrow \infty$; the integral will be the limit value. So, let

$$
S_{n}=\frac{1}{n^{2}} \sum_{i=1}^{n} \sum_{j=i}^{n} \xi(i / n)(q(j / n)-\xi(j / n))
$$

So

$$
\operatorname{Pr}\left(\hat{g}(X)>g\left(X^{\prime}\right), h^{*}(X)=-1, h^{*}(X)=1\right)=\lim _{n \rightarrow \infty} S_{n} .
$$

Also, let

$$
T_{n}^{t}=\frac{1}{n}\left(\sum_{i: i / n<t} \xi(i / n)+\sum_{i: i / n>=t}(q(i / n)-\xi(i / n))\right),
$$

SO

$$
\operatorname{Pr}((\hat{g}(X)-t) g(X)<0)=\lim _{n \rightarrow \infty} T_{n}^{t}
$$

Now let $x_{i}=\frac{1}{n} \xi(i / n), y_{i}=\frac{1}{n}(q(i / n)-\xi(i / n))$ in Lemma 21, and we have

$$
\min _{t} T_{n}^{t} \leq \sqrt{\frac{2 n S_{n}}{n+1}}
$$

Note that $\lim _{n \rightarrow \infty} 2 S_{n}=R^{B}(\hat{g}) \leq \nu^{\prime}$ and let $n \rightarrow \infty$ on both side, we have

$$
\min _{t} \operatorname{Pr}[(\hat{g}(X)-t) g(X)<0] \leq \sqrt{\nu^{\prime}}
$$

## Chapter 3

## Regression with Labels and Ordinal Information

Classical regression is centered around the development and analysis of methods that use labeled observations, $\left\{\left(X_{1}, y_{1}\right), \ldots,\left(X_{n}, y_{n}\right)\right\}$, where each $\left(X_{i}, y_{i}\right) \in \mathbb{R}^{d} \times \mathbb{R}$, in various tasks of estimation and inference. Nonparametric and high-dimensional methods are appealing in practice owing to their flexibility, and the relatively weak a-priori structural assumptions that they impose on the unknown regression function. However, the price we pay is that these methods typically require a large amount of labeled data to estimate complex target functions, scaling exponentially with the dimension for fully nonparametric methods and scaling linearly with the dimension for high-dimensional parametric methods - the so-called curse of dimensionality. This has motivated research on structural constraints - for instance, sparsity or manifold constraints as well as research on active learning and semi-supervised learning where labeled samples are used judiciously.

We consider a complementary approach, motivated by applications in material science, crowdsourcing, and healthcare, where we are able to supplement a small labeled dataset with a potentially larger dataset of ordinal information. Such ordinal information is obtained either in the form of a (noisy) ranking of unlabeled points or in the form of (noisy) pairwise comparisons between function values at unlabeled points. Some illustrative applications of the methods we develop in this chapter include:

Example 1: Crowdsourcing. In crowdsourcing we rely on human labeling effort, and in many cases humans are able to provide more accurate ordinal feedback with substantially less effort (see for instance [150, 154, 164]). When crowdsourced workers are asked to give numerical price estimates, they typically have difficulty giving a precise answer, resulting in a high variance between worker responses. On the other hand, when presented two products or listings side by side, workers may be more accurate at comparing them. We conduct experiments on the task of price estimation in Section 3.5.4.

Example 2: Material Synthesis. In material synthesis, the broad goal is to design complex new materials and machine learning approaches are gaining popularity [72, 194]. Typically, given a setting of input parameters (temperature, pressure etc.) we are able to perform a synthesis
experiment and measure the quality of resulting synthesized material. Understanding this landscape of material quality is essentially a task of high-dimensional function estimation. Synthesis experiments can be costly and material scientists when presented with pairs of input parameters are often able to cheaply and reasonably accurately provide comparative assessments of quality.

Example 3: Patient Diagnosis. In clinical settings, precise assessment of each individual patient's health status can be difficult, expensive, and risky but comparing the relative status of two patients may be relatively easy and accurate.

In each of these settings, it is important to develop methods for function estimation that combine standard supervision with (potentially) cheaper and abundant ordinal or comparative supervision.

### 3.1 Our Contributions

We consider both linear and nonparametric regression with both direct (cardinal) and comparison (ordinal) information. In both cases, we consider the standard statistical learning setup, where the samples $X$ are drawn i.i.d. from a distribution $\mathbb{P}_{X}$ on $\mathbb{R}^{d}$. The labels $y$ are related to the features $X$ as,

$$
y=f(X)+\varepsilon
$$

where $f=\mathbb{E}[y \mid X]$ is the underlying regression function of interest, and $\varepsilon$ is the mean-zero label noise. Our goal is to construct an estimator $\widehat{f}$ of $f$ that has low risk or mean squared error (MSE),

$$
R(\widehat{f}, f)=\mathbb{E}(\widehat{f}(X)-f(X))^{2}
$$

where the expectation is taken over the labeled and unlabeled training samples, as well as a new test point $X$. We also study the fundamental information-theoretic limits of estimation with classical and ordinal supervision by establishing lower (and upper) bounds on the minimax risk. Letting $\eta$ denote various problem dependent parameters, which we introduce more formally in the sequel, the minimax risk:

$$
\begin{equation*}
\mathfrak{M}(m, n ; \eta)=\inf _{\widehat{f}} \sup _{f \in \mathcal{F}_{\eta}} R(\widehat{f}, f) \tag{3.1}
\end{equation*}
$$

provides an information-theoretic benchmark to assess the performance of an estimator.
First, focusing on nonparametric regression, we develop a novel Ranking-Regression ( $\mathrm{R}^{2}$ ) algorithm for nonparametric regression that can leverage ordinal information, in addition to direct labels. We make the following contributions:

- To establish the usefulness of ordinal information in nonparametric regression, in Section 3.3.2 we consider the idealized setting where we obtain a perfect ordering of the unlabeled set. We show that the risk of the $\mathrm{R}^{2}$ algorithm can be bounded with highprobability as $\widetilde{O}\left(m^{-2 / 3}+n^{-2 / d}\right)^{1}$. where $m$ denotes the number of labeled samples and $n$

[^2]the number of ranked samples. To achieve an MSE of $\varepsilon$, the number of labeled samples required by $\mathrm{R}^{2}$ is independent of the dimensionality of the input features. This result establishes that sufficient ordinal information of high quality can allow us to effectively circumvent the curse of dimensionality.

- In Sections 3.3.3 and 3.3.4 we analyze the $\mathrm{R}^{2}$ algorithm when using either a noisy ranking of the samples or noisy pairwise comparisons between them. For noisy ranking, we show that the MSE is bounded by $\widetilde{O}\left(m^{-2 / 3}+\sqrt{\nu}+n^{-2 / d}\right)$, where $\nu$ is the Kendall-Tau distance between the true and noisy ranking. As a corollary, we combine $\mathrm{R}^{2}$ with algorithms for ranking from pairwise comparisons [39] to obtain an MSE of $\widetilde{O}\left(m^{-2 / 3}+n^{-2 / d}\right)$ when $d \geq 4$, when the comparison noise is bounded.
Turning our attention to the setting of linear regression with ordinal information, we develop an algorithm that uses active (or adaptive) comparison queries in order to reduce both the label complexity and total query complexity.
- In Section 3.4 we develop and analyze an interactive learning algorithm that estimates a linear predictor using both labels and comparison queries. Given a budget of $m$ label queries and $n$ comparison queries, we show that MSE of our algorithm decays at the rate of $\widetilde{O}(1 / m+\exp (-n / d))$. Once again we see that when sufficiently many comparisons are available, the label complexity of our algorithm is independent of the dimension $d$.
To complement these results we also give information-theoretic lower bounds to characterize the fundamental limits of combining ordinal and standard supervision.
- For nonparametric regression, we show that the $\mathrm{R}^{2}$ algorithm is optimal up to $\log$ factors both when it has access to a perfect ranking, as well as when the comparisons have bounded noise. For linear regression, we show that the rate of $O(1 / m)$, and the total number of queries, are not improvable up to log factors.
On the empirical side we comprehensively evaluate the algorithms we propose, on simulated and real datasets.
- We use simulated data, and study the performance of our algorithms as we vary the noise in the labels and in the ranking.
- Second, we consider a practical application of predicting people's ages from photographs. For this dataset we obtain comparisons using people's apparent ages (as opposed to their true biological age).
- Finally, we curate a new dataset using crowdsourced data obtained through Amazon's Mechanical Turk. We provide workers AirBnB listings and attempt to estimate property asking prices. We obtain both direct and comparison queries for the listings, and also study the time taken by workers to provide these different types of feedback. We find that, our algorithms which combine direct and comparison queries are able to achieve significantly better accuracy than standard supervised regression methods, for a fixed time budget.


### 3.2 Related Works

As a classical way to reduce the labeling effort, active learning has been mostly focused on classification [85]. For regression, it is known that, in many natural settings, the ability to make
active queries does not lead to improved rates over passive baselines. For example, [47] shows that when the underlying model is linear, the ability to make active queries can only improve the rate of convergence by a constant factor, and leads to no improvement when the feature distribution is spherical Gaussian. In [178], the authors show a similar result that in nonparametric settings, active queries do not lead to a faster rate for smooth regression functions except when the regression function is piecewise smooth.

There is considerable work in supervised and unsupervised learning on incorporating additional types of feedback beyond labels. For instance, [138, 207] study the benefits of different types of "feature feedback" in clustering and supervised learning respectively. [62] consider learning with partial corrections, where the user provides corrective feedback to the algorithm when the algorithm makes an incorrect prediction.

There is also a vast literature on models and methods for analyzing pairwise comparison data, like the classical Bradley-Terry [38] and Thurstone [162] models. In this literature, the typical focus is on ranking or quality estimation for a fixed set of objects. In contrast, we focus on function estimation and the resulting models and methods are quite different. We build on the work on "noisy sorting" [39, 151] to extract a consensus ranking from noisy pairwise comparisons.

Given ordinal information of sufficient fidelity, the problem of nonparametric regression is related to the problem of regression with shape constraints, or more specifically isotonic regression [29, 203]. Accordingly, we leverage such algorithms in our work and we comment further on the connections in Section 3.3.2. Some salient differences between this literature and our work are that we design methods that work in a semisupervised setting, and further that our target is an unknown $d$-dimensional (smooth) regression function as opposed to a univariate shape-constrained function.

The rest of this chapter is organized as follows. In Section 3.3, we consider the problem of combining direct and comparison-based labels for nonparametric regression, providing upper and lower bounds for both noiseless and noisy ordinal models. In Section 3.4, we consider the problem of combining adaptively chosen direct and comparison-based labels for linear regression. In Section 3.5, we turn our attention to an empirical evaluation of our proposed methods on real and synthetic data. Finally, we conclude in Section 3.6 with a number of additional results and open directions. In the Appendix we present detailed proofs for various technical results and a few additional supplementary experimental results.

### 3.3 Nonparametric Regression with Ordinal Information

We now provide analysis for nonparametric regression. First, in Section 3.3.1 we establish the problem setup and notations. Then, we introduce the $\mathrm{R}^{2}$ algorithm in Section 3.3 .2 and analyze it under perfect rankings. Next, we analyze its performance for noisy rankings and comparisons in Sections 3.3.3 and 3.3.4.

### 3.3.1 Background and Problem Setup

We consider a nonparametric regression model with random design, i.e. we suppose first that we are given access to an unlabeled set $\mathcal{U}=\left\{X_{1}, \ldots, X_{n}\right\}$, where $X_{i} \in \mathcal{X} \subset[0,1]^{d}$, and $X_{i}$
are drawn i.i.d. from a distribution $\mathbb{P}_{X}$ and we assume that $\mathbb{P}_{X}$ has a density $p$ which is upper and lower bounded as $0<p_{\min } \leq p(x) \leq p_{\max }$ for $x \in \mathcal{X}$. Our goal is to estimate a function $f: \mathcal{X} \mapsto \mathbb{R}$, where following classical work [82, 166] we assume that $f$ is bounded in $[-M, M]$ and belongs to a Hölder ball $\mathcal{F}_{s, L}$, with $0<s \leq 1$ :

$$
\mathcal{F}_{s, L}=\left\{f:|f(x)-f(y)| \leq L\|x-y\|_{2}^{s}, \forall x, y \in \mathcal{X}\right\} .
$$

For $s=1$ this is the class of Lipschitz functions. We discuss the estimation of smoother functions (i.e. the case when $s>1$ ) in Section 3.6. We obtain two forms of supervision:

1. Classical supervision: For a (uniformly) randomly chosen subset $\mathcal{L} \subseteq \mathcal{U}$ of size $m$ (we assume throughout that $m \leq n$ and focus on settings where $m \ll n$ ) we make noisy observations of the form:

$$
y_{i}=f\left(X_{i}\right)+\epsilon_{i}, \quad i \in \mathcal{L}
$$

where $\epsilon_{i}$ are i.i.d. Gaussian with $\mathbb{E}\left[\epsilon_{i}\right]=0, \operatorname{Var}\left[\epsilon_{i}\right]=1$. We denote the indices of the labeled samples as $\left\{t_{1}, \ldots, t_{m}\right\} \subset\{1, \ldots, n\}$.
2. Ordinal supervision: For the given dataset $\left\{X_{1}, \ldots, X_{n}\right\}$ we let $\pi$ denote the true ordering, i.e. $\pi$ is a permutation of $\{1, \ldots, n\}$ such that for $i, j \in\{1, \ldots, n\}$, with $\pi(i) \leq \pi(j)$ we have that $f\left(X_{i}\right) \leq f\left(X_{j}\right)$. We assume access to one of the following types of ordinal supervision:
(1) We assume that we are given access to a noisy ranking $\widehat{\pi}$, i.e. for a parameter $\nu \in[0,1]$ we assume that the Kendall-Tau distance between $\widehat{\pi}$ and the true-ordering is upper-bounded as:

$$
\begin{equation*}
\sum_{i, j \in[n]} \mathbb{I}[(\pi(i)-\pi(j))(\widehat{\pi}(i)-\widehat{\pi}(j))<0] \leq \nu n^{2} \tag{3.2}
\end{equation*}
$$

(2) For each pair of samples $\left(X_{i}, X_{j}\right)$, with $i<j$ we obtain a comparison $Z_{i j}$ where for some constant $\lambda>0$ :

$$
\begin{equation*}
\mathbb{P}\left(Z_{i j}=\mathbb{I}\left(f\left(X_{i}\right)>f\left(X_{j}\right)\right)\right) \geq \frac{1}{2}+\lambda \tag{3.3}
\end{equation*}
$$

As we discuss in Section 3.3.4, it is straightforward to extend our results to a setting where only a randomly chosen subset of all pairwise comparisons are observed.
Although classic supervised learning learns a regression function with labels only and without ordinal supervision, we note that learning cannot happen in the opposite way: That is, we cannot consistently estimate the underlying function with only ordinal supervision and without labels: the underlying function is only identifiable up to certain monotonic transformations.

As discussed in Section 3.1, our goal is to design an estimator $\widehat{f}$ of $f$ that achieves the minimax mean squared error (3.1), when $f \in \mathcal{F}_{s, L}$. We conclude this section recalling a well-known fact: given access to only classical supervision the minimax risk $\mathfrak{M}(m ; \eta)=\Theta\left(m^{-\frac{2 s}{2 s+d}}\right)$, suffers from an exponential curse of dimensionality.

### 3.3.2 Nonparametric Regression with Perfect Ranking

To ascertain the value of ordinal information we first consider an idealized setting, where we are given a perfect ranking $\pi$ of the unlabeled samples in $\mathcal{U}$. We present our Ranking-Regression ( $\mathrm{R}^{2}$ ) algorithm with performance guarantees in Section 3.3.2, and a lower bound for it in Section 3.3.2 which shows that $\mathrm{R}^{2}$ is optimal up to log factors.

## Upper bounds for the $\mathbf{R}^{2}$ Algorithm

Algorithm $5 \mathrm{R}^{2}$ : Ranking-Regression
Input: Unlabeled data $\mathcal{U}=\left\{X_{1}, \ldots, X_{n}\right\}$, a labeled set of size $m$ and corresponding labels, i.e. samples $\left\{\left(X_{t_{1}}, y_{t_{1}}\right), \ldots,\left(X_{t_{m}}, y_{t_{m}}\right)\right\}$, and a ranking $\widehat{\pi}$.
1: Order elements in $\mathcal{U}$ as $\left(X_{\widehat{\pi}(1)}, \ldots, X_{\widehat{\pi}(n)}\right)$.
Run isotonic regression (see Equation (3.4) on $\left\{y_{t_{1}}, \ldots, y_{t_{m}}\right\}$. Denote the estimated values by $\left\{\widehat{y}_{t_{1}}, \ldots, \widehat{y}_{t_{m}}\right\}$.
3: For $i=1,2, \ldots, n$, let $\widetilde{i}=t_{k}$, where $\widehat{\pi}\left(t_{k}\right)$ is the largest value such that $\widehat{\pi}\left(t_{k}\right) \leq \widehat{\pi}(i), k=$ $0,1, \ldots, m$, and $\widetilde{i}=\star$ if no such $t_{k}$ exists. Set

$$
\widehat{y}_{i}= \begin{cases}\widehat{y}_{\widehat{i}} & \text { if } \widetilde{i} \neq \star \\ 0 & \text { otherwise }\end{cases}
$$

Output: Function $\widehat{f}=$ NearestNeighbor $\left(\left\{\left(X_{i}, \widehat{y}_{i}\right)\right\}_{i=1}^{n}\right)$.
Our nonparametric regression estimator is described in Algorithm 5 and Figure 3.1. We first rank all the samples in $\mathcal{U}$ according to the (given or estimated) permutation $\widehat{\pi}$. We then run isotonic regression [29] on the labeled samples in $\mathcal{L}$ to de-noise them and borrow statistical strength. In more detail, we solve the following program to de-noise the labeled samples:

$$
\begin{align*}
& \min _{\left\{\widehat{y}_{\left.\widehat{\pi}\left(t_{1}\right), \ldots, \widehat{y}_{\widehat{\pi}\left(t_{m}\right)}\right\}}\right.} \sum_{k=1}^{m}\left(\widehat{y}_{\widehat{\pi}\left(t_{k}\right)}-y_{\widehat{\pi}\left(t_{k}\right)}\right)^{2}  \tag{3.4}\\
& \text { s.t. } \quad \widehat{y}_{t_{k}} \leq \widehat{y}_{t_{l}} \forall(k, l) \text { such that } \widehat{\pi}\left(t_{k}\right)<\widehat{\pi}\left(t_{l}\right) \\
& \quad-M \leq\left\{\hat{y}_{\widehat{\pi}\left(t_{1}\right)}, \ldots, \hat{y}_{\widehat{\pi}\left(t_{m}\right)}\right\} \leq M .
\end{align*}
$$

We introduce the bounds $\{M,-M\}$ in the above program to ease our analysis. In our experiments, we simply set $M$ to be a large positive value so that it has no influence on our estimator. We then leverage the ordinal information in $\widehat{\pi}$ to impute regression estimates for the unlabeled samples in $\mathcal{U}$, by assigning each unlabeled sample the value of the nearest (de-noised) labeled sample which has a smaller function value according to $\widehat{\pi}$. Finally, for a new test point, we use the imputed (or estimated) function value of the nearest neighbor in $\mathcal{U}$.

In the setting where we use a perfect ranking the following theorem characterizes the performance of $\mathrm{R}^{2}$ :
Theorem 22. For constants $C_{1}, C_{2}>0$ the MSE of $\widehat{f}$ is bounded by

$$
\mathbb{E}(\widehat{f}(X)-f(X))^{2} \leq C_{1} m^{-2 / 3} \log ^{2} n \log m+C_{2} n^{-2 s / d}
$$






Figure 3.1: Top Left: A group of unlabeled points are ranked according to function values using ordinal information only. Top Right: We obtain function values of $m$ randomly chosen samples. Middle Right: The values are adjusted using isotonic regression. Bottom Right: Function values of other unlabeled points are inferred. Bottom Left: For a new point, the estimated value is given by the nearest neighbor in $\mathcal{U}$.

Before we turn our attention to the proof of this result, we examine some consequences.
Remarks: (1) Theorem 22 shows a surprising dependency on the sizes of the labeled and unlabeled sets ( $m$ and $n$ ). The MSE of nonparametric regression using only the labeled samples is $\Theta\left(m^{-\frac{2 s}{2 s+d}}\right)$ which is exponential in $d$ and makes nonparametric regression impractical in high-dimensions. Focusing on the dependence on $m$, Theorem 22 improves the rate to $m^{-2 / 3}$ polylog $(m, n)$, which is no longer exponential. By using enough ordinal information we can avoid the curse of dimensionality.
(2) On the other hand, the dependence on $n$ (which dictates the amount of ordinal information needed) is still exponential. This illustrates that ordinal information is most beneficial when it is copious. We show in Section 3.3.2 that this is unimprovable in an information-theoretic sense.
(3) Somewhat surprisingly, we also observe that the dependence on $n$ is faster than the $n^{-\frac{2 s}{2 s+d}}$ rate that would be obtained if all the samples were labeled. Intuitively, this is because of the noise in labels: Given the $m$ labels along with the (perfect) ranking, the difference between two neighboring labels is typically very small (around $1 / m$ ). Therefore, any unlabeled points in $\mathcal{U} \backslash \mathcal{L}$ will be restricted to an interval much narrower than the constant noise in direct labels. In the case where all points are labeled (i.e., $m=n$ ), the MSE is of order $n^{-2 / 3}+n^{-2 s / d}$, also slightly better rate than when no ordinal information is available. On the other hand, the improvement is stronger when $m \ll n$.
(4) Finally, we also note in passing that the above theorem provides an upper bound on the minimax risk in Equation (3.1).

Proof Sketch We provide a brief outline and defer technical details to the Supplementary Material. For a randomly drawn point $X \in \mathcal{X}$, we denote by $X_{\alpha}$ the nearest neighbor of $X$ in $\mathcal{U}$. We
decompose the MSE as

$$
\begin{equation*}
\mathbb{E}\left[(\widehat{f}(X)-f(X))^{2}\right] \leq 2 \mathbb{E}\left[\left(\widehat{f}(X)-f\left(X_{\alpha}\right)\right)^{2}\right]+2 \mathbb{E}\left[\left(f\left(X_{\alpha}\right)-f(X)\right)^{2}\right] \tag{3.5}
\end{equation*}
$$

The second term corresponds roughly to the finite-sample bias induced by the discrepancy between the function value at $X$ and the closest labeled sample. We use standard sample-spacing arguments (see [82]) to bound this term. This term contributes the $n^{-2 s / d}$ rate to the final result. For the first term, we show a technical result in the Appendix (Lemma 34). Without loss of generality suppose $f\left(X_{t_{1}}\right) \leq \cdots f\left(X_{t_{m}}\right)$. By conditioning on a probable configuration of the points and enumerating over choices of the nearest neighbor we find that roughly (see Lemma 34 for a precise statement):

$$
\begin{align*}
& \mathbb{E}\left[\left(\widehat{f}(X)-f\left(X_{\alpha}\right)\right)^{2}\right] \leq\left(\frac{\log ^{2} n \log m}{m}\right) \times \\
& \mathbb{E}\left(\sum_{k=1}^{m}\left(\left(\widehat{f}\left(X_{t_{k}}\right)-f\left(X_{t_{k}}\right)\right)^{2}+\left(f\left(X_{t_{k+1}}\right)-f\left(X_{t_{k}}\right)\right)^{2}\right)\right) . \tag{3.6}
\end{align*}
$$

Intuitively, these terms are related to the estimation error arising in isotonic regression (first term) and a term that captures the variance of the function values (second term). When the function $f$ is bounded, we show that the dominant term is the isotonic estimation error which is on the order of $m^{1 / 3}$. Putting these pieces together we obtain the theorem.

## Lower bounds with Ordinal Data

To understand the fundamental limits on the usefulness of ordinal information, as well as to study the optimality of the $\mathrm{R}^{2}$ algorithm we now turn our attention to establishing lower bounds on the minimax risk. In our lower bounds we choose $\mathbb{P}_{\mathcal{X}}$ to be uniform on $[0,1]^{d}$. Our estimators $\widehat{f}$ are functions of the labeled samples: $\left\{\left(X_{t_{1}}, y_{t_{1}}\right), \ldots,\left(X_{t_{m}}, y_{t_{m}}\right)\right\}$, the set $\mathcal{U}=\left\{X_{1}, \ldots, X_{n}\right\}$ and the true ranking $\pi$. We have the following result:
Theorem 23. For any estimator $\widehat{f}$ we have that for a universal constant $C>0$,

$$
\inf _{\widehat{f}} \sup _{f \in \mathcal{F}_{s, L}} \mathbb{E}\left[(f(X)-\widehat{f}(X))^{2}\right] \geq C\left(m^{-2 / 3}+n^{-2 s / d}\right)
$$

Comparing with the result in Theorem 22 we conclude that the $\mathrm{R}^{2}$ algorithm is optimal up to $\log$ factors, when the ranking is noiseless.
Proof Sketch We establish each term in the lower bound separately. Intuitively, for the $n^{-2 s / d}$ lower bound we consider the case when all the $n$ points are labeled perfectly (in which case the ranking is redundant) and show that even in this setting the MSE of any estimator is at least $n^{-2 s / d}$ due to the finite resolution of the sample.

To prove the $m^{-2 / 3}$ lower bound we construct a novel packing set of functions in the class $\mathcal{F}_{s, L}$, and use information-theoretic techniques (Fano's inequality) to establish the lower bound. The functions we construct are all increasing functions, and as a result the ranking $\pi$ provides no


Figure 3.2: Original construction for nonparametric regression in 1-d (left), and our construction (right).
additional information for these functions, easing the analysis. Figure 3.2 contrasts the classical construction for lower bounds in nonparametric regression (where tiny bumps are introduced to a reference function) with our construction where we additionally ensure the perturbed functions are all increasing. To complete the proof, we provide bounds on the cardinality of the packing set we create, as well as bounds on the Kullback-Leibler divergence between the induced distributions on the labeled samples. We provide the technical details in Section 3.8.2.

### 3.3.3 Nonparametric Regression using Noisy Ranking

In this section, we study the setting where the ordinal information is noisy. We focus here on the setting where as in equation Equation (3.2) we obtain a ranking $\widehat{\pi}$ whose Kendall-Tau distance from the true ranking $\pi$ is at most $\nu n^{2}$. We show that the $\mathrm{R}^{2}$ algorithm is quite robust to ranking errors and achieves an MSE of $\widetilde{O}\left(m^{-2 / 3}+\sqrt{\nu}+n^{-2 s / d}\right)$. We establish a complementary lower bound of $\widetilde{O}\left(m^{-2 / 3}+\nu^{2}+n^{-2 s / d}\right)$ in Section 3.3.3.

## Upper Bounds for the $\mathbf{R}^{\mathbf{2}}$ Algorithm

We characterize the robustness of $\mathrm{R}^{2}$ to ranking errors, i.e. when $\widehat{\pi}$ satisfies the condition in Equation (3.2), in the following theorem:
Theorem 24. For constants $C_{1}, C_{2}>0$, the MSE of the $R^{2}$ estimate $\widehat{f}$ is bounded by

$$
\mathbb{E}\left[(\widehat{f}(X)-f(X))^{2}\right] \leq C_{1}\left(\log ^{2} n \log m\left(m^{-2 / 3}+\sqrt{\nu}\right)\right)+C_{2} n^{-2 s / d}
$$

Remarks: (1) Once again we observe that in the regime where sufficient ordinal information is available, i.e. when $n$ is large, the rate no longer has an exponential dependence on the dimension $d$.
(2) This result also shows that the $\mathrm{R}^{2}$ algorithm is inherently robust to noise in the ranking, and the mean squared error degrades gracefully as a function of the noise parameter $\nu$. We investigate the optimality of the $\sqrt{\nu}$-dependence in the next section.

We now turn our attention to the proof of this result.

Proof Sketch When using an estimated permutation $\widehat{\pi}$ the true function of interest $f$ is no longer an increasing (isotonic) function with respect to $\widehat{\pi}$, and this results in a model-misspecification bias. The core technical novelty of our proof is in relating the upper bound on the error in $\widehat{\pi}$ to an upper bound on this bias. Concretely, in the Appendix we show the following lemma:
Lemma 25. For any permutation $\widehat{\pi}$ satisfying the condition in Equation (3.2)

$$
\sum_{i=1}^{n}\left(f\left(X_{\pi^{-1}(i)}\right)-f\left(X_{\widehat{\pi}^{-1}(i)}\right)\right)^{2} \leq 8 M^{2} \sqrt{2 \nu} n
$$

Using this result we bound the minimal error of approximating an increasing sequence according to $\pi$ by an increasing sequence according to the estimated (and misspecified) ranking $\widehat{\pi}$. We denote this error on $m$ labeled points by $\Delta$, and using Lemma 25 we show that in expectation (over the random choice of the labeled set)

$$
\mathbb{E}[\Delta] \leq 8 M^{2} \sqrt{2 \nu} m
$$

With this technical result in place we follow the same decomposition and subsequent steps before we arrive at the expression in equation Equation (3.6). In this case, the first term for some constant $C>0$ is bounded as:

$$
\mathbb{E}\left(\sum_{k=1}^{m}\left(\widehat{f}\left(X_{t_{k}}\right)-f\left(X_{t_{k}}\right)\right)^{2}\right) \leq 2 \mathbb{E}[\Delta]+C m^{1 / 3},
$$

where the first term corresponds to the model-misspecification bias and the second corresponds to the usual isotonic regression rate. Putting these terms together in the decomposition in Equation (3.6) we obtain the theorem.

In settings where $\nu$ is large $\mathrm{R}^{2}$ can be led astray by the ordinal information, and a standard nonparametric regressor can achieve the (possibly faster) $O\left(m^{-\frac{2 s}{2 s+d}}\right)$ rate by ignoring the ordinal information. In this case, a simple and standard cross-validation procedure can combine the benefits of both methods: we estimate the regression function twice, once using $\mathrm{R}^{2}$ and once using k nearest neighbors, and choose the regression function that performs better on a held-out validation set. The following theorem shows guarantees for this method and an upper bound for the minimax risk (3.1):
Theorem 26. Under the same assumptions as Theorem 24 there exists an estimator $\widehat{f}$ such that

$$
\mathbb{E}\left[(\widehat{f}(X)-f(X))^{2}\right]=\widetilde{O}\left(m^{-2 / 3}+\min \left\{\sqrt{\nu}, m^{-\frac{2 s}{2 s+d}}\right\}+n^{-2 s / d}\right)
$$

The main technical difficulty in analyzing the model-selection procedure we propose in this context is that a naïve analysis of the procedure, using classical tail bounds to control the deviation between the empirical risk and the population risk, results in an excess risk of $\widetilde{O}(1 / \sqrt{m})$. However, this rate would overwhelm the $\widetilde{O}\left(m^{-2 / 3}\right)$ bound that arises from isotonic regression. We instead follow a more careful analysis outlined in the work of [30] which exploits properties of the squared-loss to obtain an excess risk bound of $\widetilde{O}(1 / m)$. We provide a detailed proof in the Appendix for convenience and note that in our setting, the $y$ values are not assumed to be bounded and this necessitates some minor modifications to the original proof [30].

## Lower bounds with Noisy Ordinal Data

In this section we turn our attention to lower bounds in the setting with noisy ordinal information. In particular, we construct a permutation $\widehat{\pi}$ such that for a pair ( $X_{i}, X_{j}$ ) of points randomly chosen from $\mathbb{P}_{\mathcal{X}}$ :

$$
\mathbb{P}[(\pi(i)-\pi(j))(\widehat{\pi}(i)-\widehat{\pi}(j))<0] \leq \nu
$$

We analyze the minimax risk of an estimator which has access to this noisy permutation $\widehat{\pi}$, in addition to the labeled and unlabeled sets (as in Section 3.3.2).
Theorem 27. There is a constant $C>0$ such that for any estimator $\widehat{f}$ taking input $X_{1}, \ldots, X_{n}, y_{1}, \ldots, y_{m}$ and $\widehat{\pi}$,

$$
\inf _{\widehat{f}} \sup _{f \in \mathcal{F}_{s, L}} \mathbb{E}(f(X)-\widehat{f}(X))^{2} \geq C\left(m^{-\frac{2}{3}}+\min \left\{\nu^{2}, m^{-\frac{2}{d+2}}\right\}+n^{-2 s / d}\right)
$$

Comparing this result with our result in Remark 3 following Theorem 24, our upper and lower bounds differ by the gap between $\sqrt{\nu}$ and $\nu^{2}$, in the case of Lipschitz functions $(s=1)$.
Proof Sketch We focus on the dependence on $\nu$, as the other parts are identical to Theorem 23. We construct a packing set of Lipschitz functions, and we subsequently construct a noisy comparison oracle $\widehat{\pi}$ which provides no additional information beyond the labeled samples. The construction of our packing set is inspired by the construction of standard lower bounds in nonparametric regression (see Figure 3.2), but we modify this construction to ensure that $\widehat{\pi}$ is uninformative. In the classical construction we divide $[0,1]^{d}$ into $u^{d}$ grid points, with $u=m^{1 /(d+2)}$ and add a "bump" at a carefully chosen subset of the grid points. Here we instead divide $[0, t]^{d}$ into a grid with $u^{d}$ points, and add an increasing function along the first dimension, where $t$ is a parameter we choose in the sequel.

We now describe the ranking oracle which generates the permutation $\widehat{\pi}$ : we simply rank sample points according to their first coordinate. This comparison oracle only makes an error when both $x, x^{\prime}$ lies in $[0, t]^{d}$, and both $x_{1}, x_{1}^{\prime}$ lie in the same grid segment $[t k / u, t(k+1) / u]$ for some $k \in[u]$. So the Kendall-Tau error of the comparison oracle is $\left(t^{d}\right)^{2} \times\left((1 / u)^{2} \times u\right)=u t^{2 d}$. We choose $t$ such that this value is less than $\nu$. Once again we complete the proof by lower bounding the cardinality of the packing-set for our stated choice of $t$, upper bounding the Kullback-Leibler divergence between the induced distributions and appealing to Fano's inequality.

### 3.3.4 Regression with Noisy Pairwise Comparisons

In this section we focus on the setting where the ordinal information is obtained in the form of noisy pairwise comparisons, following equation Equation (3.3). We investigate a natural strategy of aggregating the pairwise comparisons to form a consensus ranking $\widehat{\pi}$ and then applying the $\mathrm{R}^{2}$ algorithm with this estimated ranking. We build on results from theoretical computer science, where such aggregation algorithms are studied for their connections to sorting with noisy comparators. In particular, Braverman and Mossel [39] study noisy sorting algorithms under the noise model described in Equation (3.3) and establish the following result:

Theorem 28 ([39]). Let $\alpha>0$. There exists a polynomial-time algorithm using noisy pairwise comparisons between $n$ samples, that with probability $1-n^{-\alpha}$, returns a ranking $\widehat{\pi}$ such that for a constant $c(\alpha, \lambda)>0$ we have that:

$$
\sum_{i, j \in[n]} \mathbb{I}[(\pi(i)-\pi(j))(\widehat{\pi}(i)-\widehat{\pi}(j))<0] \leq c(\alpha, \lambda) n
$$

Furthermore, if allowed a sequential (active) choice of comparisons, the algorithm queries at most $O(n \log n)$ pairs of samples.

Combining this result with our result on the robustness of $\mathrm{R}^{2}$ we obtain an algorithm for nonparametric regression with access to noisy pairwise comparisons with the following guarantee on its performance:
Corollary 29. For constants $C_{1}, C_{2}>0, R^{2}$ with $\widehat{\pi}$ estimated as described above produces an estimator $\widehat{f}$ with MSE

$$
\mathbb{E}(\widehat{f}(X)-f(X))^{2} \leq C_{1} m^{-2 / 3} \log ^{2} n \log m+C_{2} \max \left\{n^{-2 s / d}, n^{-1 / 2} \log ^{2} n \log m\right\}
$$

## Remarks:

1. From a technical standpoint this result is an immediate corollary of Theorems 24 and 28 , but the extension is important from a practical standpoint. The ranking error of $O(1 / n)$ from the noisy sorting algorithm leads to an additional $\widetilde{O}(1 / \sqrt{n})$ term in the MSE. This error is dominated by the $n^{-2 s / d}$ term if $d \geq 4 s$, and in this setting the result in Corollary 29 is also optimal up to log factors (following the lower bound in Section 3.3.2).
2. We also note that the analysis in [39] extends in a straightforward way to a setting where only a randomly chosen subset of the pairwise comparisons are obtained.

### 3.4 Linear Regression with Comparisons

In this section we investigate another popular setting for regression, that of fitting a linear predictor to data. We show that when we have enough comparisons, it is possible to estimate a linear function even when $m \ll d$, without making any sparsity or structural assumptions.

For linear regression we follow a different approach when compared to the nonparametric setting we have studied thus far. By exploiting the assumption of linearity, we see that each comparison now translates to a constraint on the parameters of the linear model, and as a consequence we are able to use comparisons to obtain a good initial estimate. However, the unknown linear regression parameters are not fully identified by comparison. For instance, we observe that the two regression vectors $w$ and $2 \times w$ induce the same comparison results for any pairs $\left(X_{1}, X_{2}\right)$. This motivates using direct measurements to estimate a global scaling of the unknown regression parameters, i.e the norm of regression vector $w^{*}$. Essentially by using comparisons instead of direct measurements to estimate the weights, we convert the regression problem to a classification problem, and therefore can leverage existing algorithms and analyses from the passive/active classification literature.

We present our assumptions and notation for the linear setup in the next subsection. Then we give the algorithm along with its analysis in Section 3.4.2. We also present information-theoretic lower bounds on the minimax rate in Section 3.4.3.

### 3.4.1 Background and Problem Setup

Following some of the previous literature on estimating a linear classifier [13, 14], we assume that the distribution $\mathbb{P}_{X}$ is isotropic and log-concave. In more detail, we assume that coordinates of $X$ are independent, centered around 0 , have covariance $I_{d}$; and that the $\log$ of the density function of $X$ is concave. This assumption is satisfied by many standard distributions, for instance the uniform and Gaussian distributions [121]. We let $B(v, r)$ denote the ball of radius $r$ around vector $v$. Our goal is to estimate a linear function $f(X)=\left\langle w^{*}, X\right\rangle$, and for convenience we denote:

$$
r^{*}=\left\|w^{*}\right\|_{2} \quad \text { and } \quad v^{*}=\frac{w^{*}}{\left\|w^{*}\right\|_{2}}
$$

Similar to the nonparametric case, we suppose that we have access to two kinds of supervision using labels and comparisons respectively. We represent these using the following two oracles:

- Label Oracle: We assume access to a label oracle $\mathcal{O}_{l}$, which takes a sample $X \in \mathbb{R}^{d}$ and outputs a label $y=\left\langle w^{*}, X\right\rangle+\varepsilon$, with $\mathbb{E}[\varepsilon]=0, \operatorname{Var}(\varepsilon)=\sigma^{2}$.
- Comparison Oracle: We also have access to a (potentially cheaper) comparison oracle $\mathcal{O}_{c}$. For each query, the oracle $\mathcal{O}_{c}$ receives a pair of samples $\left(X, X^{\prime}\right) \sim \mathbb{P}_{X} \times \mathbb{P}_{X}$, and returns a random variable $Z \in\{-1,+1\}$, where $Z=1$ indicates that the oracle believes that $f(X)>f\left(X^{\prime}\right)$, and $Z=-1$ otherwise. We assume that the oracle has agnostic noise ${ }^{2}$ $\nu$, i.e.:

$$
\mathbb{P}\left(Z \neq \operatorname{sign}\left(\left\langle w^{*}, X-X^{\prime}\right\rangle\right)\right) \leq \nu
$$

That is, for a randomly sampled triplet $\left(X, X^{\prime}, Z\right)$ the oracle is wrong with probability at most $\nu$. Note that the error of the oracle for a particular example $\left(X, X^{\prime}\right)=\left(x, x^{\prime}\right)$ can be arbitrary.
Given a set of unlabeled instances $\mathcal{U}=\left\{X_{1}, X_{2}, \ldots\right\}$ drawn from $\mathbb{P}_{X}$, we aim to estimate $w^{*}$ by querying $\mathcal{O}_{l}$ and $\mathcal{O}_{c}$ with samples in $\mathcal{U}$, using a label and comparison budget of $m$ and $n$ respectively. Our algorithm can be either passive, active or semi-supervised; we denote the output of algorithm $\mathcal{A}$ by $\widehat{w}=\mathcal{A}\left(\mathcal{U}, \mathcal{O}_{l}, \mathcal{O}_{c}\right)$. For an algorithm $\mathcal{A}$, we study the minimax risk (3.1), which in this case can be written as

$$
\begin{equation*}
\mathfrak{M}(m, n)=\inf _{\mathcal{A}} \sup _{w^{*}} \mathbb{E}\left[\left\langle w^{*}-\widehat{w}, X\right\rangle^{2}\right] . \tag{3.7}
\end{equation*}
$$

Our algorithm relies on a linear classification algorithm $\mathcal{A}^{c}$, which we assume to be a proper classification algorithm (i.e. the output of $\mathcal{A}^{c}$ is a linear classifier which we denote by $\widehat{v}$ ). We let $\mathcal{A}^{c}(\mathcal{U}, \mathcal{O}, m)$ denote the output (linear) classifier of $\mathcal{A}^{c}$ when it uses the unlabeled data pool $\mathcal{U}$,
${ }^{2}$ As we discuss in the sequel our model can also be adapted to the bounded noise model case of eqn. 3.3 using a different algorithm from active learning; see Section 6.4.2 for details.
the label oracle $\mathcal{O}$ and acquires $m$ labels. $\mathcal{A}^{c}$ can be either passive or active; in the former case the $m$ labels are randomly selected from $\mathcal{U}$, whereas in the latter case $\mathcal{A}^{c}$ decides which labels to query. We use $\varepsilon_{\mathcal{A}^{c}}(m, \delta)$ to denote (an upper bound on) the $0 / 1$ error of the algorithm $\mathcal{A}^{c}$ when using $m$ labels, with $1-\delta$ probability, i.e.:

$$
\mathbb{P}\left[\operatorname{err}\left(\mathcal{A}^{c}(\mathcal{U}, m)\right) \leq \varepsilon_{\mathcal{A}^{c}}(m, \delta)\right] \geq 1-\delta
$$

We note that by leveraging the log-concave assumption on $P_{X}$, it is straightforward to translate guarantees on the $0 / 1$ error to corresponding guarantees on the $\ell_{2}$ error $\left\|\widehat{v}-v^{*}\right\|_{2}$.

We conclude this section by noting that the classical minimax rate for ordinary least squares (OLS) is of order $O(d / m)$, where $m$ is the number of label queries. This rate cannot be improved by active label queries (see for instance [47]).

### 3.4.2 Algorithm and Analysis

Our algorithm, Comparison Linear Regression (CLR), is described in Algorithm6. We first use the comparisons to construct a classification problem with samples $\left(X-X^{\prime}\right)$ and oracle $\mathcal{O}_{c}$. Here we slightly overload the notation of $\mathcal{O}_{c}$ that $\mathcal{O}_{c}\left(X_{i}-X_{j}\right)=\mathcal{O}_{c}\left(X_{i}, X_{j}\right)$. Given these samples we use an active linear classification algorithm to estimate a normalized weight vector $\widehat{v}$. After classification, we use the estimated $\widehat{v}$ along with actual label queries to estimate the norm of the weight vector $\widehat{r}$. Combining these results we obtain our final estimate $\widehat{w}=\widehat{r} \cdot \widehat{v}$.

```
Algorithm 6 Comparison Linear Regression (CLR)
Input: comparison budget \(n\), label budget \(m\), unlabeled data pool \(\mathcal{U}\), algorithm \(\mathcal{A}^{c}\)
    1: Construct pairwise pool \(\mathcal{U}^{\prime}=\left\{X_{1}-X_{2}, X_{3}-X_{4}, \ldots, X_{n-1}-X_{n}\right\}\)
    2: Run \(\mathcal{A}^{c}\left(\mathcal{U}^{\prime}, \mathcal{O}_{c}, n\right)\) and obtain a classifier with corresponding weight vector \(\widehat{v}\)
    3: Query random samples \(\left\{\left(X_{i}, y_{i}\right)\right\}_{i=1}^{m}\)
    4: Let \(\widehat{r}=\frac{\sum_{i=1}^{m}\left\langle\widehat{v}, X_{i}\right\rangle y_{i}}{\sum_{i=1}^{m}\left\langle\widehat{v}, X_{i}\right\rangle^{2}}\).
Output: \(\widehat{w}=\widehat{r} \cdot \widehat{v}\).
```

We have the following main result which relates the error of $\widehat{w}$ to the error of the classification algorithm $\mathcal{A}^{c}$.
Theorem 30. There exists some constants $C, M$ such that if $m>M$, the MSE of Algorithm 6 satisfies

$$
\mathbb{E}\left[\left\langle w^{*}-\widehat{w}, X\right\rangle^{2}\right] \leq \widehat{O}\left(\frac{1}{m}+\log ^{2} m \cdot \varepsilon_{\mathcal{A}^{c}}\left(n, \frac{1}{m}\right)+\nu^{2}\right)
$$

We defer a detailed proof to the Appendix and provide a concise proof sketch here.

## Proof Sketch

We recall that, by leveraging properties of isotropic log-concave distributions, we can obtain an estimator $\widehat{v}$ such that $\left\|\widehat{v}-v^{*}\right\|_{2} \leq \varepsilon=O\left(\varepsilon_{\mathcal{A}^{c}}(n, \delta)\right)$. Now let $T_{i}=\left\langle\widehat{v}, X_{i}\right\rangle$, and we have

$$
\widehat{r}=\frac{\sum_{i=1}^{m} T_{i} y_{i}}{\sum_{i=1}^{m} T_{i}^{2}}=r^{*}+\frac{\sum_{i=1}^{m} T_{i} r^{*}\left\langle v^{*}-\widehat{v}, X_{i}\right\rangle+\varepsilon_{i}}{\sum_{i=1}^{m} T_{i}^{2}} .
$$

And thus

$$
\left\langle w^{*}, X\right\rangle-\langle\widehat{w}, X\rangle=r^{*}\left\langle v^{*}-\widehat{v}, X\right\rangle-\frac{\sum_{i=1}^{m} T_{i} r^{*}\left\langle v^{*}-\widehat{v}, X_{i}\right\rangle}{\sum_{i=1}^{m} T_{i}^{2}}\langle\widehat{v}, X\rangle+\frac{\sum_{i=1}^{m} T_{i} \varepsilon_{i}}{\sum_{i=1}^{m} T_{i}^{2}}\langle\widehat{v}, X\rangle
$$

The first term can be bounded using $\left\|\widehat{v}-v^{*}\right\|_{2} \leq \varepsilon$; for the latter two terms, using Hoeffding bounds we show that $\sum_{i=1}^{m} T_{i}^{2}=O(m)$. Then by decomposing the sums in the latter two terms, we can bound the MSE.

Leveraging this result we can now use existing results to derive concrete corollaries for particular instantiations of the classification algorithm $\mathcal{A}^{c}$. For example, when $\nu=0$ and we use passive learning, standard VC theory shows that the empirical risk minimizer has error $\varepsilon_{\text {ERM }}=O(d \log (1 / \delta) / n)$. This leads to the following corollary:
Corollary 31. Suppose that $\nu=0$, and that we use the passive ERM classifier as $\mathcal{A}^{c}$ in Algorithm 6 then the output $\widehat{w}$ has MSE bounded as:

$$
\mathbb{E}\left[\left\langle w^{*}-\widehat{w}, X\right\rangle^{2}\right] \leq \widehat{O}\left(\frac{1}{m}+\frac{d \log ^{3} m}{n}\right)
$$

When $\nu>0$, we can use other existing algorithms for either the passive/active case. We give a summary of existing results in Table 3.1, and note that (as above) each of these results can be translated in a straightforward way to a guarantee on the MSE when combining direct and comparison queries. We also note that previous results using isotropic log-concave distribution can be directly exploited in our setting since $X-X^{\prime}$ follows isotropic log-concave distribution if $X$ does [121]. Each of these results provide upper bounds on minimax risk Equation (3.7) under certain restrictions.

Table 3.1: Summary of existing results for passive/active classification for isotropic log-concave $X$ distributions. $C$ denotes some fixed constant; $\varepsilon=\varepsilon_{\mathcal{A}^{c}}(m, \delta)$. The work of [195] additionally requires that $X-X^{\prime}$ follow a uniform distribution.

| Algorithm | Oracle | Requirement | Rate of $\varepsilon$ | Efficient? |
| :---: | :---: | :---: | :---: | :---: |
| ERM [85] | Passive | None <br> $\nu=O(\varepsilon)$ | $\widetilde{O}\left(d \sqrt{\frac{1}{m}}\right)$ <br> $\widetilde{O}\left(\frac{d}{m}\right)$ | No |
| $[14]$ | Passive | $\nu=O(\varepsilon)$ | $\widetilde{O}\left(\left(\frac{d}{m}\right)^{1 / 3}\right)$ | Yes |
| $[13]$ | Active | $\nu=O(\varepsilon)$ | $\exp \left(-\frac{C m}{d+\log (m / \delta)}\right)$ | Yes |
| $[195]$ | Passive <br> Active | $\nu=O\left(\frac{\varepsilon}{\log d+\log \log \frac{1}{\varepsilon}}\right)$ | $\exp \left(-\frac{C m}{d+\log (m / \delta)}\right)$ | Yes |

### 3.4.3 Lower Bounds

Now we turn to information-theoretic lower bounds on the minimax risk (3.1). We consider any active estimator $\widehat{w}$ with access to the two oracles $\mathcal{O}_{c}, \mathcal{O}_{l}$, using $n$ comparisons and $m$ labels. In
this section, we show that the $1 / m$ rate in Theorem 30 is optimal; we also show a lower bound in the active setting on the total number of queries in the appendix.
Theorem 32. Suppose that $X$ is uniform on $[-1,1]^{d}$, and $\varepsilon \sim \mathcal{N}(0,1)$. Then, for any (active) estimator $\widehat{w}$ with access to both label and comparison oracles, there is a universal constant $c>0$ such that,

$$
\inf _{\widehat{w}} \sup _{w^{*}} \mathbb{E}\left[\left\langle w^{*}-\widehat{w}, X\right\rangle^{2}\right] \geq \frac{c}{m} .
$$

Theorem 32 shows that the $O(1 / m)$ term in Theorem 30 is necessary. The proof uses classical information-theoretic techniques (Le Cam's method) applied to two increasing functions with $d=1$, and is included in Appendix 3.8.7.

We note that we cannot establish lower bounds that depend solely on number of comparisons $n$, since we can of course achieve $O(d / m)$ MSE without using any comparisons. Consequently, we show a lower bound on the total number of queries in Appendix 3.8.8. This bound shows that when using the algorithm in the paper of [13] as $\mathcal{A}^{c}$ in CLR, the total number of queries is optimal up to $\log$ factors.

### 3.5 Experiment Results

To verify our theoretical results and test our algorithms in practice, we perform three sets of experiments. First, we use simulated data, where the noise in the labels and ranking can be controlled separately. Second, we consider an application of predicting people's ages from photographs, where we synthesize comparisons from data on people's apparent ages (as opposed to their true biological ages). Finally, we crowdsource data using Amazon's Mechanical Turk to obtain comparisons and direct measurements for the task of estimating rental property asking prices. We then evaluate various algorithms for predicting rental property prices, both in terms of their accuracy, as well as in terms of their time cost.
Baselines. In the nonparametric setting, we compare $\mathrm{R}^{2}$ with $k$ - NN algorithms in all experiments. We choose $k$-NN methods because they are near-optimal theoretically for Lipschitz functions, and are widely used in practice. Also, the $\mathrm{R}^{2}$ method is a nonparametric method built on a nearest neighbor regressor. It may be possible to use the ranking-regression method in conjunction with other nonparametric regressors but we leave this for future work. We choose from a range of different constant values of $k$ in our experiments.

In the linear regression setting, for our CLR algorithm, we consider both a passive and an active setting for comparison queries. For the passive comparison query setting, we simply use a Support Vector Machine (SVM) as $\mathcal{A}$ in Algorithm 6. For the active comparison query setting, we use an algorithm minimizing hinge loss as described in [13]. We compare CLR to the LASSO and to Linear Support Vector Regression (LinearSVR), where the relevant hyperparameters are chosen based on validation set performance. We choose LASSO and LinearSVR as they are the most prevalent linear regression methods. Unless otherwise noted, we repeat each experiment 20 times and report the average $\mathrm{MSE}^{3}$.
${ }^{3}$ Our plots are best viewed in color.

Cost Ratio. Our algorithms aim at reducing the overall cost of estimating a regression function when comparisons can be more easily available than direct labels. In practice, the cost of obtaining comparisons can vary greatly depending on the task, and we consider two practical setups:

1. In many applications, both direct labels and comparisons can be obtained, but labels cost more than comparisons. Our price estimation task corresponds to this case. The cost, in this case, depends on the ratio between the cost of comparisons and labels. We suppose that comparisons cost 1 , and that labels cost $c$ for some constant $c>1$ and that we have a total budget of $C$. We call $c$ the cost ratio. Minimizing the risk of our algorithms requires minimizing $\mathfrak{M}(m, n ; \eta)$ as defined in (3.1) subject to $c m+n \leq C$; for most cases, we need a small $m$ and large $n$. In experiments with a finite cost ratio, we fix the number of direct measurements to be a small constant $m$ and vary the number of comparisons that we use.
2. Direct labels might be substantially harder to acquire because of privacy issues or because of inherent restrictions in the data collection process, whereas comparisons are easier to obtain. Our age prediction task corresponds to this case, where it is conceivable that only some of the biological ages are available due to privacy issues. In this setting, the cost is dominated by the cost of the direct labels and we measure the cost of estimation by the number of labeled samples used.

### 3.5.1 Modifications to Our Algorithms

While $\mathrm{R}^{2}$ and CLR are near optimal from a theoretical standpoint, we adopt the following techniques to improve their empirical performance:
$\mathbf{R}^{2}$ with $k$-NN. Our analysis considers the case when we use 1-NN after isotonic regression. However, we empirically find that using more than 1 nearest neighbor can also improve the performance. So in our experiments, we use $k-\mathrm{NN}$ in the final step of $\mathrm{R}^{2}$, where $k$ is a small fixed constant. We note in passing that our theoretical results remain valid in this slightly more general setting.
$\mathbf{R}^{2}$ with comparisons. When $\mathbf{R}^{2}$ uses passively collected comparisons, we would need $O\left(n^{2}\right)$ pairs to have a ranking with $O(1 / n)$ error in the Kendall-Tau metric if we use the algorithm from [39]. We instead choose to take advantage of the feature space structure when we use $\mathrm{R}^{2}$ with comparisons. Specifically, we build a nonparametric rankSVM [100] to score each sample using pairwise comparisons. We then rank samples according to their scores given by the rankSVM. We discuss another potential method, which uses nearest neighbors based on Borda counts, in Appendix 3.7 .

CLR with feature augmentation. Using the directly labeled data only to estimate the norm of the weights corresponds to using linear regression with the direct labels with a single feature $\langle\hat{v}, x\rangle$ from Algorithm 6. Empirically, we find that using all the features together with the estimated $\langle\widehat{v}, x\rangle$ results in better performance. Concretely, we use a linear SVR with input features $(x ;\langle\widehat{v}, x\rangle)$, and use the output as our prediction.

### 3.5.2 Simulated Data

We generate different synthetic datasets for nonparametric and linear regression settings in order to verify our theory.

## Simulated Data for $\mathbf{R}^{2}$



Figure 3.3: Experiments on simulated data for $\mathrm{R}^{2}$. 1-NN and 5-NN represent algorithms using noisy label data only; $R^{2} 1-N N$ and $R^{2} 5-N N$ use noisy labels as well as rankings; 1-NN-truth and $5-\mathrm{NN}$-truth use perfect label data only.

Data Generation. We generate simulated data following Härdle et al. [88]. We take $d=8$, and sample $X$ uniformly random from $[0,1]^{d}$. Our target function is $f(x)=\sum_{i=1}^{d} f^{(i \bmod 4)}\left(x_{i}\right)$, where $x_{i}$ is $x$ 's $i$-th dimension, and

$$
\begin{aligned}
f^{(1)}(x)=p x-1 / 2, & f^{(2)}(x)=p x^{3}-1 / 3 \\
f^{(3)}(x)=-2 \sin (-p x), & f^{(4)}(x)=e^{-p x}+e^{-1}-1
\end{aligned}
$$

with $p$ sampled uniformly at random in $[0,10]$. We generate a training and a test set each of size $n=1000$ samples respectively. We rescale $f$ so that it has 0 mean and unit variance over the
training set. This makes it easy to control the noise that we add relative to the function value. For training data, we generate the labels as $y_{i}=f\left(X_{i}\right)+\varepsilon$ where $\varepsilon \sim \mathcal{N}\left(0,0.5^{2}\right)$, for the training data $\left\{X_{1}, \ldots, X_{n}\right\}$. At test time, we compute the MSE $\frac{1}{n} \sum_{i=1}^{n}\left(f\left(X_{i}^{\text {test }}\right)-\widehat{f}\left(X_{i}^{\text {test }}\right)\right)^{2}$ for the test data $\left\{X_{1}^{\text {test }}, \ldots, X_{n}^{\text {test }}\right\}$.
Setup and Baselines. We test $\mathrm{R}^{2}$ with either $1-\mathrm{NN}$ or $5-\mathrm{NN}$ for our simulated data, denoted as $\mathrm{R}^{2} 1-\mathrm{NN}$ and $\mathrm{R}^{2} 5-\mathrm{NN}$ respectively. We compare them with the following baselines: i) $1-\mathrm{NN}$ and 5-NN using noisy labels ( $X, y$ ) only. Since $\mathrm{R}^{2}$ uses ordinal data in addition to labels, it should have lower MSE than $1-\mathrm{NN}$ and $5-\mathrm{NN}$. ii) $1-\mathrm{NN}$ and $5-\mathrm{NN}$ using perfect labels $(X, f(X)$. Since these algorithms use perfect labels, when all sample points are labeled they serve as a benchmark for our algorithms.
$\mathbf{R}^{2}$ with rankings. Our first set of experiments suppose that $\mathrm{R}^{2}$ has access to the ranking over all 1000 training samples, while the $k$-NN baseline algorithms only have access to the labeled samples. We measure the cost as the number of labels in this case. Figure 3.3a compares $\mathrm{R}^{2}$ with baselines when the ranking is perfect. $\mathrm{R}^{2} 1-\mathrm{NN}$ and $\mathrm{R}^{2} 5-\mathrm{NN}$ exhibited better performance than their counterparts using only labels, whether using noisy or perfect labels; in fact, we find that $\mathrm{R}^{2}$ $1-\mathrm{NN}$ and $\mathrm{R}^{2} 5-\mathrm{NN}$ perform nearly as well as $1-\mathrm{NN}$ or $5-\mathrm{NN}$ using all 1000 perfect labels, while only requiring around 50 labeled samples.

In Figure 3.3b, $\mathrm{R}^{2}$ uses an input ranking obtained from noisy labels $\left\{y_{1}, \ldots, y_{n}\right\}$. In this case, the noise in the ranking is dependent on the label noise, since the ranking is directly derived from the noisy labels. This makes the obtained labels consistent with the ranking, and thus eliminates the need for isotonic regression in Algorithm 5. Nevertheless, we find that the ranking still provides useful information for the unlabeled samples. In this setting, $\mathrm{R}^{2}$ outperformed its $1-\mathrm{NN}$ and $5-\mathrm{NN}$ counterparts using noisy labels. However, $\mathrm{R}^{2}$ was outperformed by algorithms using perfect labels when $n=m$. As expected, $\mathrm{R}^{2}$ and $k-\mathrm{NN}$ with noisy labels achieved identical MSE when $n=m$, as ranking noise is derived from noise in labels.

We consider the effect of independent ranking noise in Figure 3.3c. We fixed the number of labeled/ranked samples to $100 / 1000$ and varied the noise level of ranking. For a noise level of $\sigma$, the ranking is generated from

$$
\begin{equation*}
y^{\prime}=f(X)+\varepsilon^{\prime} \tag{3.8}
\end{equation*}
$$

where $\varepsilon^{\prime} \sim \mathcal{N}\left(0, \sigma^{2}\right)$. We also plot the performance of $1-\mathrm{NN}$ and $5-\mathrm{NN}$ using 100 noisy labels and 1,000 perfect labels for comparison. We varied $\sigma$ from 0 to 5 and plotted the MSE. We repeat these experiments 50 times.

For both $\mathrm{R}^{2} 1-\mathrm{NN}$ and $5-\mathrm{NN}$ - despite the fact that they use noisy labels - their performance is close to the NN methods using noiseless labels. As $\sigma^{\prime}$ increases, both methods start to deteriorate, with $\mathrm{R}^{2} 5-\mathrm{NN}$ hitting the naive $5-\mathrm{NN}$ method at around $\sigma^{\prime}=1$ and $\mathrm{R}^{2} 1-\mathrm{NN}$ at around $\sigma^{\prime}=2.5$. This shows that $R^{2}$ is robust to ranking noise of comparable magnitude to the label noise. We show in Figure 3.3d the curve when we use 10 labels and 1000 ranked samples, where a larger amount of ranking noise can be tolerated.
$\mathbf{R}^{2}$ with comparisons. We also investigate the performance of $\mathrm{R}^{2}$ when we have pairwise comparisons instead of a total ranking. We train a rankSVM with an RBF kernel with a bandwidth of 1, i.e. $k\left(x, x^{\prime}\right)=\exp \left(-\left\|x-x^{\prime}\right\|_{2}^{2}\right)$, as described in Section 3.5.1. Our rankSVM has a ranking error of $\nu=11.8 \%$ on the training set and $\nu=13.8 \%$ on the validation set. For simplicity, we
only compare with $5-\mathrm{NN}$ here since it gives best performance amongst the label-only algorithms. The results are depicted in Figure 3.4. When comparisons are perfect, we first investigate the effect of the cost ratio in Figure 3.4a. We fixed the budget to equal to $C=500 c$ (i.e., we would have 500 labels available if we only used labels), and each curve corresponds to a value of $m \in\{50,100,200\}$ and a varied $n$ such that the total cost is $C=500 c$. We can see for almost all choices of $m$ and cost ratio, $\mathbf{R}^{2}$ provides a performance boost. In Figure 3.4b we fix $c=5$, and vary the total budget $C$ from 500 to 4,000 . We find that $\mathrm{R}^{2}$ outperforms the label-only algorithms in most setups.

In Figures 3.4 c and 3.4 d , we consider the same setup of experiments, but with comparisons generated from (3.8), where $\varepsilon^{\prime} \sim \mathcal{N}\left(0,0.5^{2}\right)$. Note that here the noise $\varepsilon^{\prime}$ is of the same magnitude but independent from the label noise. Although $\mathrm{R}^{2}$ gave a less significant performance boost in this case, it still outperformed label-only algorithms when $c \geq 2$.


Figure 3.4: Experimental results on synthetic dataset for $\mathrm{R}^{2}$ with comparisons. Each curve corresponds to a fixed $m$, and we vary $n$ as the cost ratios or total budget change. Note that curves start at different locations because of different $m$ values.


Figure 3.5: Experimental results on synthetic dataset for CLR.

## Simulated Data for CLR

For CLR we only consider the case with a cost ratio, because we find that a small number of comparisons already suffice to obtain a low error. We set $d=50$ and generate both $X$ and $w^{*}$ from the standard normal distribution $\mathcal{N}\left(0, I_{d}\right)$. We generate noisy labels with distribution $\varepsilon \sim \mathcal{N}\left(0,0.5^{2}\right)$. The comparison oracle generates response using the same noise model: $Z=$ $\operatorname{sign}\left(\left(\left\langle w^{*}, x_{1}\right\rangle+\varepsilon_{1}\right)-\left(\left\langle w^{*}, x_{2}\right\rangle-\varepsilon_{2}\right)\right)$ for input $\left(x_{1}, x_{2}\right)$, with $\varepsilon_{1}, \varepsilon_{2} \sim \mathcal{N}\left(0,0.5^{2}\right)$ independent of the label noise.

Model performances are compared in Figure 3.5. We first investigate the effect of cost ratio in Figure 3.5 a , where we fixed the budget to $C=50 c$, i.e. if we only used labels we would have a budget of 50 labels. The passive comparison query version of CLR requires roughly $c>5$ to outperform baselines, and the active comparison query version requires $c>3$. We also experiment with a fixed cost ratio $c=5$ and varying budget $C$ in Figure 3.5b. The active version outperformed all baselines in most scenarios, whereas the passive version gave a performance boost when the budget was less than 250 (i.e. number of labels is restricted to less than 250 in label only setting). We note that the active and passive versions of CLR only differ in their collection of comparisons; both algorithms (along with the baselines) are given a random set of labeled samples, making it a fair competition.

### 3.5.3 Predicting Ages from Photographs

To further validate $\mathrm{R}^{2}$ in practice, we consider the task of estimating people's ages from photographs. We use the APPA-REAL dataset [6], which contains 7,591 images, and each image is associated with a biological age and an apparent age. The biological age is the person's actual age, whereas the apparent ages are collected by asking crowdsourced workers to estimate their apparent ages. Estimates from (on average 38 different) labelers are averaged to obtain the apparent age. APPA-REAL also provides the standard deviation of the apparent age estimates. The images are divided into 4,063 train, 1,488 validation and 1,962 test samples, and we choose the best hyperparameters using the validation samples.


Figure 3.6: Experimental results on age prediction.

Task. We consider the task of predicting biological age. Direct labels come from biological age, whereas the ranking is based on apparent ages. This is motivated by the collection process of many modern datasets: for example, we may have the truthful biological age only for a fraction of samples, but wish to collect more through crowdsourcing. In crowdsourcing, people give comparisons based on apparent age instead of biological age. As a consequence, in our experiments we assume additional access to a ranking that comes from the apparent ages. Since collecting crowdsourced data can be much easier than collecting the real biological ages, as discussed earlier, we define the cost as the number of direct labels used in this experiment.

Features and Models. We extract a 128-dimensional feature vector for each image using the last layer of FaceNet [147]. We rescale the features so that every $X \in[0,1]^{d}$ for $\mathrm{R}^{2}$, or we centralize the feature to have zero mean and unit variance for CLR. We use $5-\mathrm{NN}$ and $10-\mathrm{NN}$ to compare with $\mathrm{R}^{2}$ in this experiment. Utilizing extra ordinal information, $\mathrm{R}^{2}$ has additional access to the ranking of apparent ages; since CLR does not use a ranking directly we provide it access to 4,063 comparisons (the same size as the training set) based on apparent ages.

Our results are depicted in Figure 3.6. The $10-\mathrm{NN}$ version of $\mathrm{R}^{2}$ gave the best overall performance amongst nonparametric methods. $\mathrm{R}^{2} 5-\mathrm{NN}$ and $\mathrm{R}^{2} 10-\mathrm{NN}$ both outperformed other algorithms when the number of labeled samples was less than 500 . Interestingly, we observe that there is a gap between $\mathrm{R}^{2}$ and its nearest neighbor counterparts even when $n=m$, i.e. the ordinal information continues to be useful even when all samples are labeled; this might be because the biological ages are "noisy" in the sense that they are also determined by factors not present in image (e.g., lifestyle). Similarly, for linear regression methods, our method also gets the lowest overall error for any budget of direct labels. In this case, we notice that active comparisons only have a small advantage over passive comparisons, since the comparison classifiers both converge with a sufficient number of comparisons.

### 3.5.4 Estimating AirBnB Listing Prices

In our third set of experiments, we consider the cost of both comparisons and direct labels. We use data of AirBnB listings and ask Amazon Mechanical Turk (AMT) workers to estimate their price. To measure the cost, we collect not only the labels and comparisons but also the time taken to answer the question. We use the time as an estimate of the cost.
Data Collection. Our data comes from Kaggle $4^{4}$ and contains information about AirBnB postings in Seattle. We use 357 listings as the training set and 93 as the test set. We additionally pick 50 listings from the training set as validation data to select hyperparameters. We use the following features for our experiments:
(1) Host response rate,
(2) Host acceptance rate,
(3) Host listings count,
(4) Number of reviews per month,
(5) Number of bathrooms,
(6) Number of bedrooms,
(7) Number of beds,
(8) Number of reviews,
(9) Review scores rating,
(10) Number of people the house accommodates.

Each worker from AMT is asked to do either of the following two tasks: i) given the description of an AirBnB listing, estimate the per-night price on a regular day in 2018; ii) given the description of two AirBnB listings, select the listing that has a higher price. We collect 5 direct labels for each data point in the training set and 9 labels for each data point in the test set. For comparisons, we randomly draw 1,841 pairs from the training set and ask 2 workers to compare their prices.
Tasks. We consider two tasks, motivated by real-world applications.

1. In the first task, the goal is to predict the real listing price. This is motivated by the case where collecting the real price might be difficult to obtain or involves privacy issues. We assume that our training data, including both labels and comparisons, comes from AMT workers.
2. In the second task, the goal is to predict the user-estimated price. This can be of particular interest to AirBnB company and house-owners, for deciding the best price of the listing. We do not use the real prices in this case; we use the average of 10 worker estimated prices for each listing in the test set as the ground truth label, and the training data also comes from our AMT results.
Raw Data Analysis. Before we proceed to the regression task, we analyze the workers' performance for both tasks based on raw data in Table 3.2. Our first goal is to compare a pairwise comparison to an induced comparison, where the induced comparison is obtained by making two consecutive direct label queries and subtracting them. Similar to [150], we observe that comparisons are more accurate than the induced comparisons.

We first convert labels into pairwise comparisons by comparing individual direct labels: namely, for each obtained labeled sample pair $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)$ where $y_{1}, y_{2}$ are the raw labels from workers, we create a pairwise comparison that corresponds to comparing ( $x_{1}, x_{2}$ ) with label being $\operatorname{sign}\left(y_{1}-y_{2}\right)$. We then compute the error rate of raw and label-induced comparisons for both Task 1 and 2. For Task 1, we directly compute the error rate w.r.t. the true listing price. For Task 2, we do not have the ground truth user prices; we instead follow the approach of [150] to compute the fraction of disagreement between comparisons. Namely, in either the raw or label-induced setting, for every pair of samples $\left(x_{i}, x_{j}\right)$ we compute the majority of labels $z_{i j}$

[^3]based on all comparisons on $\left(x_{i}, x_{j}\right)$. The disagreement on $\left(x_{i}, x_{j}\right)$ is computed as the fraction of comparisons that disagrees with $z_{i j}$, and we compute the overall disagreement by averaging over all possible $\left(x_{i}, x_{j}\right)$ pairs.

If an ordinal query is equivalent to two consecutive direct queries and subtracting the labels, we would expect a similar accuracy/disagreement for the two kinds of comparisons. However our results in Table 3.2 show that this is not the case: direct comparison queries have better accuracy for Task 1, as well as a lower disagreement within collected labels. This shows that a comparison query cannot be replaced by two consecutive direct queries. We do not observe a large difference in the average time to complete a query in Table 3.2, however the utility of comparisons in predicting price can be higher since they yield information about two labels. Further analysis of the raw data is given in Appendix 3.7 .

| Performance | Comparisons | Labels |
| :--- | :---: | :---: |
| Task 1 Error | $\mathbf{3 1 . 3 \%}$ | $41.3 \%$ |
| Task 2 Disagreement | $\mathbf{1 6 . 4 \%}$ | $29.5 \%$ |
| Average Time | 64 s | $\mathbf{6 3 s}$ |

Table 3.2: Performance of comparisons versus labels for both tasks.
Results. We plot the experimental results in Figure 3.7. For nonparametric regression, $\mathrm{R}^{2}$ had a significant performance boost over the best nearest neighbor regressor under the same total worker time, especially for Task 1. For Task 2, we observe a smaller improvement, but $\mathrm{R}^{2}$ is still better than pure NN methods for all total time costs.

For linear regression, we find that the performance of CLR varies greatly with $m$ (number of labels), whereas its performance does not vary as significantly with the number of comparisons. In fact, the errors of both CLR passive and active already plateau with a mere 50 comparisons, since the dimension of data is small $(d=10)$. So deviating from our previous experiments, in this setting, we vary the number of labels in Figure 3.7 c and 3.7 d As in the nonparametric case, CLR also outperforms the baselines in both tasks. For Task 1, the active and passive versions of CLR perform similarly, whereas active queries lead to a moderate performance boost on Task 2. This is probably because the error on Task 2 is much lower than that on Task 1 (see Table 3.2), and active learning typically has an advantage over passive learning when the noise is not too high.

### 3.6 Conclusion

We design (near) minimax-optimal algorithms for nonparametric and linear regression using additional ordinal information. In settings where large amounts of ordinal information are available, we find that limited direct supervision suffices to obtain accurate estimates. We provide complementary minimax lower bounds, and illustrate our proposed algorithms on real and simulated datasets. Since ordinal information is typically easier to obtain than direct labels, one might expect in these favorable settings the $\mathrm{R}^{2}$ algorithm to have lower effective cost than an algorithm based purely on direct supervision.

Several directions exist for future work. On nonparametric regression side, it remains to extend our results to the case where the Hölder exponent $s>1$. In this setting the optimal rate


Figure 3.7: Results for AirBnB price estimation. In (a)(b), each curve has a fixed $m$ with varied $n$; for (c)(d), each curve uses only 50 comparisons with a varied number of labels. For Figure (d), LASSO performs much worse than a LinearSVR and we only show part of the curve.
$O\left(m^{-\frac{-2 s}{2 s+d}}\right)$ can be faster than the convergence rate of isotonic regression, which can make our algorithm sub-optimal. It is also important to address the setting where both direct and ordinal supervision are actively acquired. For linear regression, an open problem is to consider the bounded noise model for comparisons. Our results can be easily extended to the bounded noise case using the algorithm in [85], however that algorithm is computationally inefficient. The best efficient active learning algorithm in this bounded noise setting [14] requires $m \geq O\left(d^{O\left(\frac{1}{(1-2 \lambda)^{4}}\right)}\right)$ comparisons, and a large gap remains between what can be achieved in the presence and absence of computational constraints.

Motivated by practical applications in crowdsourcing, we list some further extensions to our results:
Partial orders: In this paper, we focus on ordinal information either in the form of a total
ranking or pairwise comparisons. In practice, ordinal information might come in the form of partial orders, where we have several subsets of unlabeled data ranked, but the relation between these subsets is unknown. A straightforward extension of our results in the nonparametric case leads to the following result: if we have $k$ (partial) orderings, each with $n_{1}, \ldots, n_{k}$ samples, and $m_{1}, \ldots, m_{k}$ samples in each ordering are labeled, we can show an upper bound on the MSE of $m_{1}^{-2 / 3}+\cdots+m_{k}^{-2 / 3}+\left(n_{1}+\cdots+n_{k}\right)^{-2 s / d}$. It would be interesting to study the optimal rate, as well as to consider other smaller partial orders.
Other models for ordinal information: Beyond the bounded noise model for comparison, we can consider other pairwise comparison models, like Plackett-Luce [122, 137] and Thurstone [162]. These parametric models can be quite restrictive and can lead to unnatural results that we can recover the function values even without querying any direct labels (see for example [150]). One might also consider pairwise comparisons with Tsybakov-like noise [165] which have been studied in the classification setting [187]; the main obstacle here is the lack of computationallyefficient algorithms that aggregate pairwise comparisons into a complete ranking under this noise model.
Other classes of functions: Several recent papers [31, 32, 45, 83] demonstrate the adaptivity (to "complexity" of the unknown parameter) of the MLE in shape-constrained problems. Understanding precise assumptions on the underlying smooth function which induces a low-complexity isotonic regression problem is interesting future work.

### 3.7 Additional Experimental Results

Relation between true and user estimated price. Figure 3.8 shows a scatter plot of the true listing prices of AirBnB data with respect to the user estimated prices. Although the true prices is linearly correlated with the user prices (with $p$-value $6 e-20$ ), the user price is still very different from true price even if we take the average of 5 labelers. The average of all listings' true price is higher than the average of all user prices by 25 dollars, partially explaining the much higher error when we use user prices to estimate true prices.
An Alternative to using RankSVM. As an alternative to training RankSVM, we can also use nearest neighbors on Borda counts to take into account the structure of feature space: for each sample $x$, we use the score $s(x)=\frac{1}{k} \sum_{x^{\prime} \in k-\mathrm{NN}(x)} \operatorname{Borda}\left(x^{\prime}\right)$, where $k$ - $\mathrm{NN}(x)$ is the $k$-th nearest neighbor of $x$ in the feature space, including $x$ itself. The scores are then used to produce a ranking. When $c$ is large, this method does provide an improvement over the label-only baselines, but generally does not perform as well as our rankSVM method. The results when cost ratio $c=10$ and comparisons are perfect are depicted in Figure 3.9. We use $k=25$ for deciding the nearest neighbors for Borda counts, and $5-\mathrm{NN}$ as the final prediction step. While using $\mathrm{R}^{2}$ with Borda counts do provide a gain over label-only methods, the improvement is less prominent than using rankSVM.

For estimating AirBnB price the results are shown in Figure 3.10. For task 1, NN of Borda counts introduces an improvement similar to (or less than) RankSVM, but for task 2 it is worse than nearest neighbors. We note that for task 1, the best number of nearest neighbors of Borda counts is 50 , whereas for task 2 it is 5 (close to raw Borda counts). We suspect this is due to the larger noise in estimating true price, however a close examination for this observation remains as


Figure 3.8: Scatter plot of true prices w.r.t average user estimated prices, along with the ordinary least square result. We only show prices smaller than 200 to make the relation clearer.


Figure 3.9: Experimental results on synthetic dataset for $\mathrm{R}^{2}$ with comparisons, using nearest neighbor with Borda counts. Both $\mathrm{R}^{2}$ algorithms uses $5-\mathrm{NN}$ as the final prediction step.
future work.


Figure 3.10: Experiments on AirBnB price estimation for nonparametric methods, using nearest neighbors of Borda count. Figure (a) uses 50-NN for averaging Borda counts, while Figure (b) uses $5-\mathrm{NN}$.

### 3.8 Detailed Proofs

### 3.8.1 Proof of Theorem 22

Without loss of generality we assume throughout the proof that we re-arrange the samples so that the true ranking of the samples $\pi$ is the identity permutation, i.e. that $f\left(X_{1}\right) \leq f\left(X_{2}\right) \leq \ldots \leq$ $f\left(X_{n}\right)$. We let $C, c, C_{1}, c_{1}, \ldots$ denote universal positive constants. As is standard in nonparametric regression these constants may depend on the dimension $d$ but we suppress this dependence.

For a random point $X \in \mathcal{X}$, let $X_{\alpha}$ be the nearest neighbor of $X$ in the labeled set $\mathcal{L}$. We decompose the MSE as

$$
\mathbb{E}\left[(\widehat{f}(X)-f(X))^{2}\right] \leq 2 \mathbb{E}\left[\left(\widehat{f}(X)-f\left(X_{\alpha}\right)\right)^{2}\right]+2 \mathbb{E}\left[\left(f\left(X_{\alpha}\right)-f(X)\right)^{2}\right]
$$

Under the assumptions of the theorem we have the following two results which provide bounds on the two terms in the above decomposition.
Lemma 33. For a constant $C>0$ we have that,

$$
\mathbb{E}\left[\left(f\left(X_{\alpha}\right)-f(X)\right)^{2}\right] \leq C n^{-2 s / d}
$$

Lemma 34. For any $0<\delta \leq 1 / 2$ we have that there is a constant $C>0$ such that:

$$
\begin{aligned}
& \mathbb{E}\left[\left(\widehat{f}(X)-f\left(X_{\alpha}\right)\right)^{2}\right] \leq 4 \delta M^{2}+ \\
& \frac{C \log (m / \delta) \log n \log (1 / \delta)}{m}\left[\sum_{k=1}^{m}\left(\mathbb{E}\left[\left(\widehat{y}_{t_{k}}-f\left(X_{t_{k}}\right)\right)^{2}\right]\right)+\sum_{k=0}^{m}\left(\mathbb{E}\left[\left(f\left(X_{t_{k+1}}\right)-f\left(X_{t_{k}}\right)\right)^{2}\right]\right)\right] .
\end{aligned}
$$

Taking these results as given we can now complete the proof of the theorem. We first note that the first term in the upper bound in Lemma 34 is simply the MSE in an isotonic regression problem, and using standard risk bounds for isotonic regression (see for instance, Theorem 2.2 in Zhang [203]) we obtain that for a constant $C>0$ :

$$
\sum_{k=1}^{m} \mathbb{E}\left[\left(\widehat{y}_{t_{k}}-f\left(X_{t_{k}}\right)\right)^{2}\right] \leq C m^{2 / 3}
$$

Furthermore, since $f\left(X_{t_{m+1}}\right)-f\left(X_{t_{0}}\right) \leq 2 M$, and the function values are increasing we obtain that:

$$
\sum_{k=0}^{m}\left(\mathbb{E}\left[\left(f\left(X_{t_{k+1}}\right)-f\left(X_{t_{k}}\right)\right)^{2}\right]\right) \leq 4 M^{2}
$$

Now, choosing $\delta=\max \left\{n^{-2 s / d}, 1 / m\right\}$ we obtain:

$$
\mathbb{E}\left[(\widehat{f}(X)-f(X))^{2}\right] \leq C_{1} m^{-2 / 3} \log ^{2} n \log m+C_{2} n^{-2 s / d}
$$

as desired. We now prove the two technical lemmas to complete the proof.

## Proof of Lemma 33

The proof of this result is an almost immediate consequence of the following result from [82].
Lemma 35 ([82], Lemma 6.4 and Exercise 6.7). Suppose that there exist positive constants $p_{\min }$ and $p_{\max }$ such that $p_{\min } \leq p(x) \leq p_{\max }$. Then, there is a constant $c>0$, such that

$$
\mathbb{E}\left[\left\|X_{\alpha}-X\right\|_{2}^{2}\right] \leq c n^{-2 / d}
$$

Using this result and the Hölder condition we have

$$
\begin{aligned}
\mathbb{E}\left[\left(f\left(X_{\alpha}\right)-f(X)\right)^{2}\right] & \leq L \mathbb{E}\left[\left\|X_{\alpha}-X\right\|_{2}^{2 s}\right] \\
& \leq L\left(\mathbb{E}\left[\left\|X_{\alpha}-X\right\|_{2}^{2}\right]\right)^{s} \\
& \leq c n^{-2 s / d},
\end{aligned}
$$

where (i) uses Jensen's inequality. We now turn our attention to the remaining technical lemma.

## Proof of Lemma 34

We condition on a certain favorable configuration of the samples that holds with high-probability. For a sample $\left\{X_{1}, \ldots, X_{n}\right\}$ let us denote by

$$
q_{i}:=\mathbb{P}\left(X_{\alpha}=X_{i}\right)
$$

where $X_{\alpha}$ is the nearest neighbor of $X$. Furthermore, for each $k$ we recall that since we have re-arranged the samples so that $\pi$ is the identity permutation we can measure the distance between adjacent labeled samples in the ranking by $t_{k}-t_{k+1}$. The following result shows that the labeled samples are roughly uniformly spaced (up to a logarithmic factor) in the ranked sequence, and that each point $X_{i}$ is roughly equally likely (up to a logarithmic factor) to be the nearest neighbor of a randomly chosen point.

Lemma 36. There is a constant $C>0$ such that with probability at least $1-\delta$ we have that the following two results hold:

1. We have that,

$$
\begin{equation*}
\max _{1 \leq j \leq n} q_{i} \leq \frac{C d \log (1 / \delta) \log n}{n} \tag{3.9}
\end{equation*}
$$

2. Let us take $t_{m+1}:=n+1$, then

$$
\begin{equation*}
\max _{k \in[m+1]} t_{k}-t_{k-1} \leq \frac{C n \log (m / \delta)}{m} \tag{3.10}
\end{equation*}
$$

Denote the event, which holds with probability at least $1-\delta$ in the above Lemma by $\mathcal{E}_{0}$. By conditioning on $\mathcal{E}_{0}$ we obtain the following decomposition:

$$
\mathbb{E}\left[\left(\widehat{f}(X)-f\left(X_{\alpha}\right)\right)^{2}\right] \leq \mathbb{E}\left[\left(\widehat{f}(X)-f\left(X_{\alpha}\right)\right)^{2} \mid \mathcal{E}_{0}\right]+\delta \cdot 4 M^{2}
$$

because both $f$ and $\widehat{f}$ are bounded in $[-M, M]$. We condition all calculations below on $\mathcal{E}_{0}$. Now we have

$$
\begin{align*}
\mathbb{E}\left[\left(\widehat{f}(X)-f\left(X_{\alpha}\right)\right)^{2} \mid \mathcal{E}_{0}\right] & =\sum_{i=1}^{n} \mathbb{P}\left[X_{\alpha}=X_{i} \mid \mathcal{E}_{0}\right] \mathbb{E}\left[\left(\widehat{f}\left(X_{i}\right)-f\left(X_{i}\right)\right)^{2} \mid \mathcal{E}_{0}\right] \\
& \leq \sum_{i=1}^{n} \max _{1 \leq j \leq n} \mathbb{P}\left[X_{\alpha}=X_{j} \mid \mathcal{E}_{0}\right] \mathbb{E}\left[\left(\widehat{y}_{i}-f\left(X_{i}\right)\right)^{2} \mid \mathcal{E}_{0}\right] \\
& \leq \frac{C d \log (1 / \delta) \log n}{n} \sum_{i=1}^{n} \mathbb{E}\left[\left(\widehat{y_{i}}-f\left(X_{i}\right)\right)^{2} \mid \mathcal{E}_{0}\right] \tag{3.11}
\end{align*}
$$

where we recall that $\widehat{y_{i}}$ (defined in Algorithm 5p denotes the de-noised (by isotonic regression) $y$ value at the nearest labeled left-neighbor of the point $X_{i}$.

For convenience we define $f\left(X_{t_{0}}\right)=0$ (equivalently as in Algorithm5 we are assigning a 0 value to any point with no labeled point with a smaller function value according to the permutation
$\widehat{\pi})$. With this definition in place we have that,

$$
\begin{aligned}
& \sum_{i=1}^{n} \mathbb{E}\left[\left(\widehat{y}_{\tilde{i}}-f\left(X_{i}\right)\right)^{2} \mid \mathcal{E}_{0}\right] \\
& \leq \sum_{i=1}^{n}\left(2 \mathbb{E}\left[\left(\widehat{y}_{i}-f\left(X_{\tilde{i}}\right)\right)^{2} \mid \mathcal{E}_{0}\right]+2 \mathbb{E}\left[\left(f\left(X_{i}\right)-f\left(X_{\widetilde{i}}\right)\right)^{2} \mid \mathcal{E}_{0}\right]\right) \\
&=\left.\sum_{i=1}^{n} \sum_{k=0}^{m} \mathbb{I} \widetilde{i}=t_{k}\right]\left(2 \mathbb{E}\left[\left(\widehat{y}_{t_{k}}-f\left(X_{t_{k}}\right)\right)^{2} \mid \mathcal{E}_{0}\right] \mathbb{T}[k \neq 0]+2 \mathbb{E}\left[\left(f\left(X_{i}\right)-f\left(X_{t_{k}}\right)\right)^{2} \mid \mathcal{E}_{0}\right]\right) \\
&=\sum_{i=1}^{\text {(i) }} \sum_{k=0}^{n} \mathbb{T}\left[\widetilde{i}=t_{k}\right]\left(2 \mathbb{E}\left[\left(\widehat{y}_{t_{k}}-f\left(X_{t_{k}}\right)\right)^{2} \mid \mathcal{E}_{0}\right] \mathbb{I}[k \neq 0]+2 \mathbb{E}\left[\left(f\left(X_{t_{k+1}}\right)-f\left(X_{t_{k}}\right)\right)^{2} \mid \mathcal{E}_{0}\right]\right) \\
& \stackrel{\text { (ii) }}{=} \sum_{k=0}^{m}\left(2 \mathbb{E}\left[\left(\widehat{y}_{t_{k}}-f\left(X_{t_{k}}\right)\right)^{2} \mid \mathcal{E}_{0}\right] \mathbb{I}[k \neq 0]+2 \mathbb{E}\left[\left(f\left(X_{t_{k+1}}\right)-f\left(X_{t_{k}}\right)\right)^{2} \mid \mathcal{E}_{0}\right]\right) \sum_{i=1}^{n} \mathbb{I}\left[\widetilde{i}=t_{k}\right] \\
& \text { (iii) } \frac{C n \log (m / \delta)}{m} \sum_{k=1}^{m}\left(2 \mathbb{E}\left[\left(\widehat{y}_{t_{k}}-f\left(X_{t_{k}}\right)\right)^{2} \mid \mathcal{E}_{0}\right]\right)+\frac{C n \log (m / \delta)}{m} \sum_{k=0}^{m}\left(2 \mathbb{E}\left[\left(f\left(X_{t_{k+1}}\right)-f\left(X_{t_{k}}\right)\right)^{2} \mid \mathcal{E}_{0}\right]\right) \\
& \leq \frac{2 C n \log (m / \delta)}{m}\left[\sum_{k=1}^{m}\left(\mathbb{E}\left[\left(\widehat{y}_{t_{k}}-f\left(X_{t_{k}}\right)\right)^{2} \mid \mathcal{E}_{0}\right]\right)+\sum_{k=0}^{m}\left(\mathbb{E}\left[\left(f\left(X_{t_{k+1}}\right)-f\left(X_{t_{k}}\right)\right)^{2} \mid \mathcal{E}_{0}\right]\right)\right] .
\end{aligned}
$$

The inequality (i) follows by noticing that if $\widetilde{i}=t_{k}, f\left(X_{i}\right)-f\left(X_{\tilde{i}}\right)$ is upper bounded by $f\left(X_{t_{k+1}}\right)-f\left(X_{t_{k}}\right)$. We interchange the order of summations to obtain the inequality (ii). The inequality in (iii) uses Lemma 36. We note that,

$$
\mathbb{E}\left[\left(\widehat{y}_{t_{k}}-f\left(X_{t_{k}}\right)\right)^{2} \mid \mathcal{E}_{0}\right] \leq \frac{\mathbb{E}\left[\left(\widehat{y}_{t_{k}}-f\left(X_{t_{k}}\right)\right)^{2}\right]}{\mathbb{P}\left(\mathcal{E}_{0}\right)} \leq 2 \mathbb{E}\left[\left(\widehat{y}_{t_{k}}-f\left(X_{t_{k}}\right)\right)^{2}\right]
$$

since $\delta \leq 1 / 2$, and a similar manipulation for the second term yields that,
$\sum_{i=1}^{n} \mathbb{E}\left[\left(\widehat{y}_{i}-f\left(X_{i}\right)\right)^{2} \mid \mathcal{E}_{0}\right] \leq \frac{4 C n \log (m / \delta)}{m}\left[\sum_{k=1}^{m} \mathbb{E}\left[\left(\widehat{y}_{t_{k}}-f\left(X_{t_{k}}\right)\right)^{2}\right]+\sum_{k=0}^{m} \mathbb{E}\left[\left(f\left(X_{t_{k+1}}\right)-f\left(X_{t_{k}}\right)\right)^{2}\right]\right]$.
Plugging this expression back in to Equation (3.11) we obtain the Lemma. Thus, to complete the proof it only remains to establish the result in Lemma 36.

## Proof of Lemma 36

We prove each of the two results in turn.
Proof of Inequality Equation (3.9): As a preliminary, we need the following Vapnik-Cervonenkis result from [46]:
Lemma 37. Suppose we draw a sample $\left\{X_{1}, \ldots, X_{n}\right\}$, from a distribution $\mathbb{P}$, then there exists a universal constant $C^{\prime}$ such that with probability $1-\delta$, every ball $B$ with probability:

$$
\mathbb{P}(B) \geq \frac{C^{\prime} \log (1 / \delta) d \log n}{n}
$$

contains at least one of the sample points.

We now show that under this event we have

$$
\max _{i} q_{i} \leq \frac{C^{\prime} p_{\max } \log (1 / \delta) d \log n}{p_{\min } n}
$$

Fix any point $X_{i} \in T$, and for a new point $X$, let $r=\left\|X_{i}-X\right\|_{2}$. If $X_{i}$ is $X$ 's nearest neighbor in $T$, there is no point in the ball $B(X, r)$. Comparing this with the event in Lemma 37 we have

$$
p_{\min } v_{d} r^{d} \leq \frac{C^{\prime} \log (1 / \delta) d \log n}{n}
$$

where $v_{d}$ is the volume of the unit ball in $d$ dimension.
Hence we obtain an upper bound on $r$. Now since $p(x)$ is upper and lower bounded we can bound the largest $q_{i}$ as

$$
\max _{i} q_{i} \leq p_{\max } v_{d} r^{d} \leq \frac{C^{\prime} p_{\max } \log (1 / \delta) d \log n}{p_{\min } n}
$$

Thus we obtain the inequality Equation (3.9).
Proof of Inequality Equation (3.10): Recall that we define $t_{m+1}:=n+1$. Notice that $t_{1}, \ldots, t_{m}$ are randomly chosen from $[n]$. So for each $k \in[m]$ we have

$$
\mathbb{P}\left[t_{k}-t_{k-1} \geq t\right] \leq \frac{n-t+1}{n}\left(\frac{n-t}{n}\right)^{m-1} \leq\left(\frac{n-t}{n}\right)^{m-1}
$$

since we must randomly choose $t_{k}$ in $X_{t}, X_{t+1}, \ldots, X_{n}$, and choose the other $m-1$ samples in $X_{1}, \ldots, X_{t_{k}-t}, X_{t_{k}+1}, \ldots, X_{n}$. Similarly we also have

$$
\mathbb{P}\left[t_{m+1}-t_{m} \geq t\right] \leq\left(\frac{n-t}{n}\right)^{m-1}
$$

So

$$
\begin{aligned}
\mathbb{P}\left[\max _{k \in[m+1]} t_{k}-t_{k-1} \geq t\right] & \leq \sum_{k=1}^{m+1} \mathbb{P}\left[\max _{k \in[m+1]} t_{k}-t_{k-1} \geq t\right] \\
& \leq(m+1)\left(\frac{n-t}{n}\right)^{m-1}
\end{aligned}
$$

Setting this to be less than or equal to $\delta$, we have

$$
\frac{t}{n} \geq 1-\left(\frac{\delta}{m+1}\right)^{\frac{1}{m-1}}
$$

Let $u=\log \left(1-\left(\frac{\delta}{m+1}\right)^{\frac{1}{m-1}}\right)=-C \frac{\log (m / \delta)}{m}$, we have $1-e^{u}=O(-u)$ since $u$ is small and bounded. So it suffices for $t \geq C \frac{n \log (m / \delta)}{m}$ such that

$$
\mathbb{P}\left[\max _{k \in[m+1]} t_{k}-t_{k-1} \geq t\right] \leq \delta
$$

### 3.8.2 Proof of Theorem 23

To prove the result we separately establish lower bounds on the size of the labeled set of samples $m$ and the size of the ordered set of samples $n$. Concretely, we show the following pair of claims, for a positive constant $C>0$,

$$
\begin{align*}
& \inf _{\widehat{f}} \sup _{f \in \mathcal{F}_{s, L}} \mathbb{E}\left[(f(X)-\widehat{f}(X))^{2}\right] \geq C m^{-2 / 3}  \tag{3.12}\\
& \inf \sup _{\hat{f}} \mathbb{E}\left[(f(X)-\widehat{f}(X))^{2}\right] \geq C n^{-2 s / d} \tag{3.13}
\end{align*}
$$

We prove each of these claims in turn and note that together they establish Theorem 23
Proof of Claim Equation (3.12): We establish the lower bound in this case by constructing a suitable packing set of functions, and using Fano's inequality. The main technical novelty, that allows us to deal with the setting where both direct and ordinal information is available, is that we construct functions that are all increasing functions of the first covariate $x_{1}$, and for these functions the ordinal measurements provide no additional information.

Without loss of generality we consider the case when $d=1$, and note that the claim follows in general by simply extending our construction using functions for which $f(x)=f\left(x_{1}\right)$. We take the covariate distribution $\mathbb{P}_{\mathcal{X}}$ to be uniform on $[0,1]$. For a kernel function $K$ that is 1-Lipschitz on $\mathbb{R}$, bounded and supported on $[-1 / 2,1 / 2]$, with

$$
\int_{-1 / 2}^{1 / 2} K^{2}(x) d x>0
$$

we define:

$$
\begin{aligned}
u & =\left\lceil m^{\frac{1}{3}}\right\rceil, \quad h=1 / u \\
x_{k} & =\frac{k-1 / 2}{u}, \quad \phi_{k}(x)=\frac{L h}{2} K\left(\frac{x-x_{k}}{h}\right), \quad \text { for } k=\{1,2, \ldots, u\}, \\
\Omega & =\left\{\omega: \omega \in\{0,1\}^{u}\right\} .
\end{aligned}
$$

With these definitions in place we consider the following class of functions:

$$
\mathcal{G}=\left\{f_{\omega}:[0,1] \mapsto \mathbb{R}: f_{\omega}(x)=\frac{L x}{2}+\sum_{i=1}^{k} \omega_{i} \phi_{i}(x), \text { for } x \in[0,1]\right\} .
$$

We note that the functions in $\mathcal{G}$ are $L$-Lipschitz, and thus satisfy the Hölder constraint (for any $0<s \leq 1$ ).

We note that these functions are all increasing so the permutation $\pi$ contains no additional information and can be obtained simply by sorting the samples (according to their first coordinate). Furthermore, in this case the unlabeled samples contribute no additional information as their distribution $\mathbb{P}_{\mathcal{X}}$ is known (since we take it to be uniform). Concretely, for any estimator in our setup which uses $\left\{\left(X_{1}, y_{1}\right), \ldots,\left(X_{m}, y_{m}\right), X_{m+1}, \ldots, X_{n}, \pi\right\}$ with

$$
\sup _{f \in \mathcal{G}} \mathbb{E}\left[(f(X)-\widehat{f}(X))^{2}\right]<C m^{-2 / 3}
$$

we can construct an equivalent estimator that uses only $\left\{\left(X_{1}, y_{1}\right), \ldots,\left(X_{m}, y_{m}\right)\right\}$. In particular, we can simply augment the sample by sampling $X_{m+1}, \ldots, X_{n}$ uniformly on $[0,1]$ and generating $\pi$ by ranking $X$ in increasing order.

In light of this observation, in order to complete the proof of Claim Equation (3.12) it sufficies to show that $C m^{-2 / 3}$ is a lower bound for estimating functions in $\mathcal{G}$ with access to only noisy labels. For any pair $\omega, \omega^{\prime} \in \Omega$ we have that,

$$
\begin{aligned}
\mathbb{E}\left[\left(f_{\omega}(X)-f_{\omega^{\prime}}(X)\right)^{2}\right] & =\sum_{k=1}^{u}\left(\omega_{k}-\omega_{k}^{\prime}\right)^{2} \int \phi_{k}^{2}(x) d x \\
& =L^{2} h^{3}\|K\|_{2}^{2} \rho\left(\omega, \omega^{\prime}\right)
\end{aligned}
$$

where $\rho\left(\omega, \omega^{\prime}\right)$ denotes the hamming distance between $x$ and $x^{\prime}$.
Denote by $P_{0}$ the distribution induced by the function $f_{0}$ with $\omega=(0, \ldots, 0)$, with the covariate distribution being uniform on $[0,1]$. We can upper bound the KL divergence between the distribution induced by any function in $\mathcal{G}$ and $P_{0}$ as:

$$
\begin{aligned}
\mathrm{KL}\left(P_{j}^{m}, P_{0}^{m}\right) & =m \int_{\mathcal{X}} p(x) \int_{\mathbb{R}} p_{j}(y \mid x) \log \frac{p_{0}(y \mid x)}{p_{j}(y \mid x)} d y d x \\
& =m \int_{\mathcal{X}} p(x) \sum_{i=1}^{u} \omega_{i}^{j} \phi_{i}^{2}(x) d x \\
& \leq m L^{2} h^{3}\|K\|_{2}^{2} u .
\end{aligned}
$$

Now, the Gilbert-Varshamov bound [80, 168], ensures that if $u>8$, then there is a subset $\Omega^{\prime} \subseteq \Omega$ of cardinality $2^{u / 8}$, such that the Hamming distance between each pair of elements $\omega, \overline{\omega^{\prime}} \in \Omega^{\prime}$ is at least $u / 8$. A straightforward application of Fano's inequality (see for instance Theorem 2.5 in [166]) shows that for small constants $c, c^{\prime}>0$, if:

$$
m L^{2} h^{3}\|K\|_{2}^{2} u \leq c u
$$

then the error of any estimator is lower bounded as:

$$
\sup _{f \in \mathcal{G}} \mathbb{E}\left[(\widehat{f}(X)-f(X))^{2}\right] \geq c^{\prime} L^{2} h^{3}\|K\|_{2}^{2} u \geq c^{\prime} m^{-2 / 3}
$$

establishing the desired claim.
Proof of Claim Equation (3.13): We show this claim by reducing to the case where we have $n$ points with noiseless evaluations, i.e., we observe $\left\{\left(X_{1}, f\left(X_{1}\right)\right),\left(X_{2}, f\left(X_{2}\right)\right), \ldots,\left(X_{n}, f\left(X_{n}\right)\right)\right\}$. We notice that the ranking $\pi$ provides no additional information when all the points are labeled without noise. Formally, if we have an estimator $\widehat{f}$ which when provided $\left\{\left(X_{1}, y_{1}\right), \ldots,\left(X_{m}, y_{m}\right), X_{m+1}, \ldots, X_{n}\right.$, obtains an error less than $\mathrm{cn}^{-2 s / d}$ (for some sufficiently small constant $c>0$ ) then we can also use this estimator in setting where all $n$ samples are labeled without noise, by generating $\pi$ according to the noiseless labels, adding Gaussian noise to the labels of $m$ points, and eliminating the remaining labels before using the estimator $\widehat{f}$ on this modified sample.

It remains to show that, $c n^{-2 s / d}$ is a lower bound on the MSE of any estimator that receives $n$ noiseless labels. To simplify our notation we will assume that $(2 n)^{1 / d}$ is an integer (if not we can
establish the lower bound for a larger sample-size for which this condition is true, and conclude the desired lower bound with an adjustment of various constants). For a given sample size $n$, we choose

$$
h=(2 n)^{-1 / d}
$$

and consider the grid with $2 n$ cubes with side-length $h$. Denote the centers of the cubes as $\left\{x_{1}, \ldots, x_{2 n}\right\}$. For a kernel function $K$ supported on $[-1 / 2,1 / 2]^{d}$, which is 1 -Lipschitz on $\mathbb{R}^{d}$, bounded and satisfies:

$$
\int_{[-1 / 2,1 / 2]^{d}} K^{2}(x) d x>0
$$

we consider a class of functions:

$$
\mathcal{G}=\left\{f_{\omega}: f_{\omega}(x)=L h^{s} \sum_{i=1}^{2 n} \omega_{i} K\left(\frac{x-x_{i}}{h}\right), \text { for } \omega \in\{0,1\}^{2 n}\right\}
$$

We note that these functions are all in the desired Hölder class with exponent $s$. Given $n$ samples (these may be arbitrarily distributed) $\left\{\left(X_{1}, f\left(X_{1}\right)\right), \ldots,\left(X_{n}, f\left(X_{n}\right)\right)\right\}$, we notice that we are only able to identify at most $n$ of the $\omega_{i}$ (while leaving at least $n$ of the $\omega_{i}$ completely unconstrained) and thus any estimator $\widehat{f}$ must incur a large error on at least one of the functions $f_{\omega}$ consistent with the obtained samples. Formally, we have that

$$
\sup _{f \in \mathcal{G}} \mathbb{E}(\widehat{f}(X)-f(X))^{2} \geq \frac{n L^{2} h^{2 s+d}\|K\|_{2}^{2}}{4} \geq c n^{-2 s / d}
$$

as desired. This completes the proof of Claim Equation (3.13).

### 3.8.3 Proof of Theorem 24

Throughout this proof without loss of generality we re-arrange the samples so that the estimated permutation $\widehat{\pi}$ is the identity permutation. To simplify the notation further, we let $X_{(i)}=X_{\pi^{-1}(i)}$ be the $i$-th element according to true permutation $\pi$. This leads to $f\left(X_{(1)}\right) \leq f\left(X_{(2)}\right) \leq \cdots \leq$ $f\left(X_{(n)}\right)$.

We begin with a technical result that bounds the error of using $\widehat{\pi}$ instead of the true permutation $\pi$ in the $\mathrm{R}^{2}$ algorithm.

The first part of the proof is the same as that of Theorem 22. We have

$$
\begin{aligned}
\mathbb{E}\left[(\widehat{f}(X)-f(X))^{2}\right] & \leq 2 \mathbb{E}\left[\left(\widehat{f}(X)-f\left(X_{\alpha}\right)\right)^{2}\right]+2 \mathbb{E}\left[\left(f\left(X_{\alpha}\right)-f(X)\right)^{2}\right] \\
& \leq 2 \mathbb{E}\left[\left(\widehat{f}(X)-f\left(X_{\alpha}\right)\right)^{2}\right]+C n^{-2 s / d}
\end{aligned}
$$

And for event $\mathcal{E}_{0}$ we have (note that $\widetilde{i}$ is the nearest neighbor index defined in Algorithm 5 )

$$
\begin{align*}
\mathbb{E}\left[\left(\widehat{f}(X)-f\left(X_{\alpha}\right)\right)^{2}\right] & \leq C \frac{d \log (1 / \delta) \log n}{n} \sum_{i=1}^{n} \mathbb{E}\left[\left(\widehat{y}_{i}-f\left(X_{i}\right)\right)^{2} \mid \mathcal{E}_{0}\right]+\delta \\
& \leq C\left(\frac{\log ^{2} n}{n} \sum_{i=1}^{n} \mathbb{E}\left[\left(\widehat{y_{i}}-f\left(X_{i}\right)\right)^{2} \mid \mathcal{E}_{0}\right]+n^{-2 s / d}\right) \tag{3.14}
\end{align*}
$$

The second inequality is obtained by letting $\delta=n^{-2 s / d}$. To bound the sum of expectations above, we first prove a lemma bounding the difference between $X_{1}, \ldots, X_{n}$ and $X_{(1)}, \ldots, X_{(n)}$ :

Lemma 25 (Restated). Suppose the ranking $\left(X_{1}, \ldots, X_{n}\right)$ is of at most $\nu$ error with respect to the true permutation. Then

$$
\sum_{i=1}^{n}\left(f\left(X_{i}\right)-f\left(X_{(i)}\right)^{2} \leq 8 M^{2} \sqrt{2 \nu} n\right.
$$

Proof. Let $\theta_{i}=f\left(X_{i}\right)$ and $\theta_{(i)}=f\left(X_{(i)}\right)$, and let $g\left(\theta_{1}, \ldots, \theta_{n}\right)=\sum_{i=1}^{n}\left(\theta_{i}-\theta_{(i)}\right)^{2}$. Consider $g$ as a function of $\theta_{i}$; $\theta_{i}$ appears twice in $g$, one as $\left(\theta_{i}-\theta_{(i)}\right)^{2}$, and the other as $\left(\theta_{\pi(i)}-\theta_{(\pi(i))}\right)^{2}=$ $\left(\theta_{\pi(i)}-\theta_{i}\right)^{2}$. If $\pi(i)=i$, then $\theta_{i}$ does not influence value of $g$; otherwise, $g$ is a quadratic function of $\theta_{i}$, and it achieves maximum either when $\theta_{i}=M$ or $\theta_{i}=-M$. So when $g$ achieves maximum it must be $\theta_{i} \in\{-M, M\}$. Now notice that $\theta_{(1)} \leq \cdots \leq \theta_{(n)}$, so the maximum is achieved when for some $0 \leq k \leq n$ that $\theta_{(i)}=-M$ for $i \leq k$, and $\theta_{(i)}=M$ for $i>k$.

Note that $\sum_{i=1}^{n}\left(\theta_{i}-\theta_{(i)}\right)^{2}=\sum_{i=1}^{n}\left(\theta_{\pi^{-1}(i)}-\theta_{\left(\pi^{-1}(i)\right)}\right)^{2}=\sum_{i=1}^{n}\left(\theta_{(i)}-\theta_{\left(\pi^{-1}(i)\right)}\right)^{2}$. From the discussion above, in the maximum case $\left(\theta_{(i)}-\theta_{\left(\pi^{-1}(i)\right)}\right)^{2}=4 M^{2}$ iff $i$ and $\pi^{-1}(i)$ lies on different sides of $k$, and otherwise it is 0 . To further bound the sum, we use the Spearman Footrule distance between $\pi$ and $(1,2, \ldots, n)$, which [66] shows that it can be bounded as

$$
\sum_{i=1}|\pi(i)-i| \leq 2 \sum_{1 \leq i, j \leq n} I[(\pi(i)-\pi(j))(i-j)<0] .
$$

And the RHS can be bounded by $2 \nu n^{2}$ since the agnostic error of ranking is at most $\nu$. We also have that

$$
\sum_{i=1}|\pi(i)-i|=\sum_{i=1}\left|\pi\left(\pi^{-1}(i)\right)-\pi^{-1}(i)\right|=\sum_{i=1}\left|i-\pi^{-1}(i)\right| .
$$

Let $U_{1}=\left\{i: \pi^{-1}(i) \leq k, i>k\right\}$ and $U_{2}=\left\{\pi^{-1}(i)>k, i \leq k\right\}$. So in the maximum case we have

$$
\sum_{i=1}^{n}\left(\theta_{\pi(i)}-\theta_{i}\right)^{2}=4 M^{2}\left(\left|U_{1}\right|+\left|U_{2}\right|\right)
$$

Now notice that for $i \in U_{1}$, we have $\left|\pi^{-1}(i)-i\right| \geq i-k$; and for $i \in U_{2}$ we have $\left|\pi^{-1}(i)-i\right| \geq$ $k-i+1$. Considering the range of $i$ we have

$$
\sum_{j=1}^{\left|U_{1}\right|} j+\sum_{j=1}^{\left|U_{2}\right|} j \leq \sum_{i=1}^{n}\left|\pi^{-1}(i)-i\right| \leq 2 \nu n^{2}
$$

So $\left|U_{1}\right|+\left|U_{2}\right| \leq 2 \sqrt{2 \nu} n$. And

$$
\sum_{i=1}^{n}\left(f\left(X_{i}\right)-f\left(X_{(i)}\right)^{2}=\sum_{i=1}^{n}\left(\theta_{\pi(i)}-\theta_{i}\right)^{2} \leq 4 M^{2}\left(\left|U_{1}\right|+\left|U_{2}\right|\right) \leq 8 M^{2} \sqrt{2 \nu} n\right.
$$

Thus we prove the lemma.

Now back to the original proof. Under event $\mathcal{E}_{0}$ we have

$$
\begin{align*}
& \sum_{i=1}^{n} E\left[\left(\widehat{y}_{i}-f\left(X_{i}\right)\right)^{2} \mid \mathcal{E}_{0}\right] \\
= & \sum_{i=1}^{n} E\left[\left(\widehat{y}_{\tilde{i}}-f\left(X_{i}\right)\right)^{2} \mid \mathcal{E}_{0}\right] \\
\leq & \sum_{i=1}^{n} \mathbb{E}\left[2\left(\widehat{y}_{\tilde{i}}-f\left(X_{\tilde{i}}\right)\right)^{2}+2\left(f\left(X_{\tilde{i}}\right)-f\left(X_{i}\right)\right)^{2} \mid \mathcal{E}_{0}\right] \\
\leq & \frac{C n \log (m / \delta)}{m} \sum_{k=1}^{m} \mathbb{E}\left[\left(\widehat{y}_{t_{k}}-f\left(X_{t_{k}}\right)\right)^{2} \mid \mathcal{E}_{0}\right]+2 \sum_{i=1}^{n} \mathbb{E}\left[\left(f\left(X_{\tilde{i}}\right)-f\left(X_{i}\right)\right)^{2} \mid \mathcal{E}_{0}\right] . \tag{3.15}
\end{align*}
$$

We omit the condition $\mathcal{E}_{0}$ in discussion below. We bound the two terms separately. For the first term, we use the following theorem adapted from [203]:
Theorem 38 ([203]], adapted from Theorem 2.3 and Remark 4.2). Suppose $X_{t_{k}}, y_{t_{k}}$ are fixed for $k \in[m]$, and $f\left(X_{t_{k}}\right)$ is arbitrary in order. Let

$$
S=\min _{u} \sum_{k=1}^{m}\left(u_{k}-f\left(X_{t_{k}}\right)\right)^{2},
$$

where the minimum is taken over all sequence of $u \in \mathbb{R}^{m}$ that is non-decreasing. The risk of isotonic regression satisfies

$$
\frac{1}{m^{2 / 3} M^{1 / 3}}\left(\mathbb{E}\left[\sum_{k=1}^{m}\left(\widehat{y}_{t_{k}}-f\left(X_{t_{k}}\right)\right)^{2}\right]-S\right) \leq C
$$

for some universal constant $C$.
So from Theorem 38 we know that

$$
\mathbb{E}\left[\left(\widehat{y}_{t_{k}}-f\left(X_{t_{k}}\right)\right)^{2}\right] \leq \mathbb{E}[S]+C m^{1 / 3},
$$

where the expectation in $E[S]$ is taken w.r.t. the randomness in $t_{k}$. From Lemma 25 we know that

$$
\sum_{i=1}^{n}\left(f\left(X_{i}\right)-f\left(X_{(i)}\right)\right)^{2} \leq C \sqrt{\nu} n
$$

Note that since $t_{k}$ is taken at random, each element $X_{i}$ has equal probability $\frac{m}{n}$ to be picked; so

$$
\mathbb{E}[S] \leq \mathbb{E}\left[\sum_{i=1}^{m}\left(f\left(X_{\left(t_{k}\right)}\right)-f\left(X_{t_{k}}\right)\right)^{2}\right] \leq C \sqrt{\nu} m
$$

Now we bound the second term in (3.15). We have

$$
\begin{aligned}
& \sum_{i=1}^{n} \mathbb{E}\left[\left(f\left(X_{\widetilde{i}}\right)-f\left(X_{i}\right)\right)^{2}\right] \\
\leq & 3 \sum_{i=1}^{n} \mathbb{E}\left[\left(f\left(X_{\widetilde{i}}\right)-f\left(X_{\widetilde{(i)}}\right)\right)^{2}\right]+3 \sum_{i=1}^{n} \mathbb{E}\left[\left(f\left(X_{\widetilde{i})}\right)-f\left(X_{(i)}\right)\right)^{2}\right]+3 \sum_{i=1}^{n} \mathbb{E}\left[\left(f\left(X_{(i)}\right)-f\left(X_{i}\right)\right)^{2}\right] \\
\leq & \frac{C n \log m}{m} \sum_{k=1}^{m} \mathbb{E}\left[\left(f\left(X_{t_{k}}\right)-f\left(X_{\left(t_{k}\right)}\right)\right)^{2}\right]+\frac{C n \log m}{m} \sum_{k=1}^{m} \mathbb{E}\left[\left(f\left(X_{\left(t_{k+1}\right)}\right)-f\left(X_{\left(t_{k}\right)}\right)\right)^{2}\right] \\
\quad & \quad 3 \sum_{i=1}^{n} \mathbb{E}\left[\left(f\left(X_{(i)}\right)-f\left(X_{i}\right)\right)^{2}\right] \\
\leq & \frac{C n \log m}{m} \sqrt{\nu} m+\frac{C n \log m}{m} \cdot 1+C \sqrt{\nu} n \\
= & C \sqrt{\nu} n \log m .
\end{aligned}
$$

The first inequality is by noticing $(x+y+z)^{2} \leq 3 x^{2}+3 y^{2}+3 z^{2}$ for any number $x, y, z \in \mathbb{R}$; the second inequality is by grouping values of $i$, and the choice of $t_{k}$; the third inequality comes from analysis of the first term on $\sum_{k=1}^{m} \mathbb{E}\left[\left(f\left(X_{t_{k}}\right)-f\left(X_{\left(t_{k}\right)}\right)\right)^{2}\right]$, the fact that $f\left(X_{\left(t_{m}\right)}\right)-f\left(X_{\left(t_{1}\right)}\right) \leq 1$, and Lemma 25 ,

Summarizing the two terms we have

$$
\mathbb{E}\left[\left(\widehat{y_{i}}-f\left(X_{i}\right)\right)^{2} \mid \mathcal{E}_{0}\right] \leq C\left(\sqrt{\nu} n+m^{-2 / 3} n\right) \log m
$$

Take this back to (3.14) we prove the theorem.

### 3.8.4 Proof of Theorem 26

To simplify notation, we suppose that we have $m$ labeled samples $T=\left\{\left(X_{i}, y_{i}\right)\right\}_{i=1}^{m}$ for training and another $m$ labeled samples $V=\left\{\left(X_{i}, y_{i}\right)\right\}_{i=m+1}^{2 m}$ for validation. We consider the following models:

1. $\mathbf{R}^{2}$ using both the ordinal data and the labeled samples in $T$, and we denote by $\widehat{f_{0}}$,
2. $k$-NN regression using only the labeled samples in $T$ for $k \in[m]$ which we denote by $\left\{\widehat{f}_{1}, \ldots, \widehat{f}_{m}\right\}$.
We select the best model according to performance on validation set. We further restrict all estimators to be bounded in $[-M, M]$; i.e., when $\widehat{f}_{j}(x)<-M$ for some $x$ and $j$, we clip its value by setting $\widehat{f}_{j}(x)=-M$ and we analogously clip the function when it exceeds $M$. We note in passing that this only reduces the MSE since the true function $f$ is bounded between $[-M, M]$. Throughout the remainder of the proof we condition on the training set $T$ but suppress this in our notation. We define the empirical validation risk of a function $\widehat{f}$ to be:

$$
\widehat{R}^{V}(\widehat{f})=\frac{1}{m} \sum_{i=m+1}^{2 m}\left(y_{i}-\widehat{f}\left(X_{i}\right)\right)^{2}
$$

and the population MSE of a function $\widehat{f}$ to be

$$
\operatorname{err}(\widehat{f})=\mathbb{E}\left[(\widehat{f}(X)-f(X))^{2}\right]
$$

where $\epsilon \sim N(0,1)$ denotes the noise in the direct measurements. Now let

$$
\widehat{f}^{*}=\underset{j=0, \ldots, m}{\arg \min } \widehat{R}^{V}\left(\widehat{f}_{j}\right),
$$

be the best model selected using cross validation and

$$
f^{*}=\underset{j=0, \ldots, m}{\arg \min } \operatorname{err}\left(\widehat{f_{j}}\right)
$$

be the estimate with lowest MSE in $\widehat{f}_{0}, \ldots, \widehat{f}_{m}$. Let us denote:

$$
\mathcal{G}=\left\{\widehat{f}_{0}, \ldots, \widehat{f}_{m}\right\}
$$

Recall that $f$ denotes the true unknown regression function. Then in the sequel we show the following result:
Lemma 39. With probability at least $1-\delta$, for any $\widehat{f} \in \mathcal{G}$ we have that the following hold for some constant $C>0$,

$$
\begin{align*}
& \operatorname{err}(\widehat{f}) \leq 2\left[\widehat{R}^{V}(\widehat{f})-\widehat{R}^{V}(f)\right]+\frac{C \log (m / \delta)}{m}  \tag{3.16}\\
& {\left[\widehat{R}^{V}(\widehat{f})-\widehat{R}^{V}(f)\right] \leq 2 \operatorname{err}(\widehat{f})+\frac{C \log (m / \delta)}{m}} \tag{3.17}
\end{align*}
$$

Since $\widehat{R}^{V}\left(\widehat{f}^{*}\right) \leq \widehat{R}^{V}\left(f^{*}\right)$ we obtain using Equation 3.16 that with probability at least $1-\delta$,

$$
\operatorname{err}\left(\widehat{f}^{*}\right) \leq 2\left[\widehat{R}^{V}\left(f^{*}\right)-\widehat{R}^{V}(f)\right]+\frac{C \log (m / \delta)}{m}
$$

Since $f^{*} \in \mathcal{G}$, we can use Equation (3.17) to obtain that with probability $1-\delta$,

$$
\operatorname{err}\left(\widehat{f}^{*}\right) \leq 4 \operatorname{err}\left(f^{*}\right)+\frac{2 C \log (m / \delta)}{m}
$$

Since $\operatorname{err}\left(\widehat{f}^{*}\right)$ is a positive random variable, integrating this bound we obtain that,

$$
\begin{aligned}
\mathbb{E}\left[\operatorname{err}\left(\widehat{f}^{*}\right)\right] & =\int_{0}^{\infty} \mathbb{P}\left(\operatorname{err}\left(\widehat{f}^{*}\right) \geq t\right) d t \\
& \leq 4 \operatorname{err}\left(f^{*}\right)+\frac{6 C \log (m)}{m}
\end{aligned}
$$

So far we have implicitly conditioned throughout on the training set $T$. Taking an expectation over the training set yields:

$$
\mathbb{E}\left[\operatorname{err}\left(\widehat{f}^{*}\right)\right] \leq 4 \mathbb{E}\left[\operatorname{err}\left(f^{*}\right)\right]+\frac{6 C \log (m)}{m}
$$

We now note that,

$$
\left.\mathbb{E}\left[\operatorname{err}\left(f^{*}\right)\right]\right] \leq \min _{j \in\{0, \ldots, m\}} \mathbb{E}\left[\operatorname{err}\left(\widehat{f_{j}}\right)\right] .
$$

Standard results on $k$-NN regression (for instance, a straightforward modification of Theorem 6.2 in [82] to deal with $0<s \leq 1$ in the Hölder class) yield that for a constant $C>0$,

$$
\min _{j \in\{1, \ldots, m\}} \mathbb{E}\left[\operatorname{err}\left(\widehat{f_{j}}\right)\right] \leq C m^{-2 s /(2 s+d)}
$$

Theorem 24 yields that,

$$
\mathbb{E}\left[\operatorname{err}\left(\widehat{f}_{0}\right)\right] \leq C_{1}\left(\log ^{2} n \log m\left(m^{-2 / 3}+\sqrt{\nu}\right)\right)+C_{2} n^{-2 s / d}
$$

and putting these together we obtain that,

$$
\mathbb{E}\left[\operatorname{err}\left(f^{*}\right)\right] \leq \widetilde{O}\left(m^{-2 / 3}+\min \left\{\sqrt{\nu}, m^{-\frac{2 s}{2 s+d}}\right\}+n^{-2 s / d}\right)
$$

and thus it only remains to prove Lemma 39 to complete the proof of the theorem.

## Proof of Lemma 39

For a fixed classifier $\widehat{f}$ and for samples in the validation set $i \in\{m+1, \ldots, 2 m\}$ we define the random variables:

$$
Z_{i}=\left(y_{i}-\widehat{f}\left(X_{i}\right)\right)^{2}-\left(y_{i}-f\left(X_{i}\right)\right)^{2}=\left(\widehat{f}\left(X_{i}\right)-f\left(X_{i}\right)\right)^{2}+2 \epsilon_{i}\left(f\left(X_{i}\right)-\widehat{f}\left(X_{i}\right)\right)
$$

and note that $\mathbb{E}\left[Z_{i}\right]=\operatorname{err}(\widehat{f})$. In order to obtain tail bounds on the average of the $Z_{i}$ let us bound the absolute central moments of $Z_{i}$. Using the inequality that $(x+y)^{k} \leq 2^{k-1}\left(x^{k}+y^{k}\right)$, for $k>2$ we obtain that,

$$
\begin{align*}
\mathbb{E}\left|Z_{i}-\mathbb{E}\left[Z_{i}\right]\right|^{k} & =\mathbb{E}\left|\left(\widehat{f}\left(X_{i}\right)-f\left(X_{i}\right)\right)^{2}+2 \epsilon_{i}\left(f\left(X_{i}\right)-\widehat{f}\left(X_{i}\right)\right)-\operatorname{err}(\widehat{f})\right|^{k} \\
& \leq 2^{k-1} \mathbb{E}\left|\left(\widehat{f}\left(X_{i}\right)-f\left(X_{i}\right)\right)^{2}-\operatorname{err}(\widehat{f})\right|^{k}+2^{k-1} \mathbb{E}\left|\epsilon_{i}\left(f\left(X_{i}\right)-\widehat{f}\left(X_{i}\right)\right)\right|^{k} \tag{3.18}
\end{align*}
$$

We bound each of these terms in turn. Since $\left(\widehat{f}\left(X_{i}\right)-f\left(X_{i}\right)\right)^{2} \in\left[0,4 M^{2}\right]$, we obtain that,

$$
\mathbb{E}\left|\left(\widehat{f}\left(X_{i}\right)-f\left(X_{i}\right)\right)^{2}-\operatorname{err}(\widehat{f})\right|^{k} \leq \operatorname{var}\left(\left(\widehat{f}\left(X_{i}\right)-f\left(X_{i}\right)\right)^{2}\right)\left(4 M^{2}\right)^{k-2}
$$

and using the fact that $\epsilon_{i}$ are Gaussian we obtain that,

$$
\begin{aligned}
\mathbb{E}\left|\epsilon_{i}\left(f\left(X_{i}\right)-\widehat{f}\left(X_{i}\right)\right)\right|^{k} & \leq \mathbb{E}\left|\epsilon_{i}\right|^{k-2} \mathbb{E}\left(f\left(X_{i}\right)-\widehat{f}\left(X_{i}\right)\right)^{2}(2 M)^{k-2} \\
& \leq \operatorname{var}\left(\epsilon_{i}\left(f\left(X_{i}\right)-\widehat{f}\left(X_{i}\right)\right)\right) k!\times(2 M)^{k-2}
\end{aligned}
$$

Since $\epsilon_{i}$ is independent of the other terms in $Z_{i}$ we have that,

$$
\operatorname{var}\left(Z_{i}\right)=\operatorname{var}\left(\epsilon_{i}\left(f\left(X_{i}\right)-\widehat{f}\left(X_{i}\right)\right)\right)+\operatorname{var}\left(\left(\widehat{f}\left(X_{i}\right)-f\left(X_{i}\right)\right)^{2}\right)
$$

Putting these pieces together with Equation (3.18) we obtain,

$$
\begin{aligned}
\mathbb{E}\left|Z_{i}-\mathbb{E}\left[Z_{i}\right]\right|^{k} & \leq 2^{k-1} \operatorname{var}\left(Z_{i}\right)\left[k!\times(2 M)^{k-2}+\left(4 M^{2}\right)^{k-2}\right] \\
& \leq \frac{\operatorname{var}\left(Z_{i}\right)}{2} k!\left(16 M+32 M^{2}\right)^{k-2}
\end{aligned}
$$

Let us denote $r:=16 M+32 M^{2}$. It remains to bound the variance. We have that,

$$
\operatorname{var}\left(Z_{i}\right) \leq \mathbb{E}\left[Z_{i}^{2}\right] \leq 2 \mathbb{E}\left(\left(\widehat{f}\left(X_{i}\right)-f\left(X_{i}\right)\right)^{4}\right)+8 \mathbb{E}\left(f\left(X_{i}\right)-\widehat{f}\left(X_{i}\right)\right)^{2}
$$

and using the fact that the functions are bounded in $[-M, M]$ we obtain that,

$$
\begin{equation*}
\operatorname{var}\left(Z_{i}\right) \leq\left(8 M^{2}+8\right) \operatorname{err}(\widehat{f}) \tag{3.19}
\end{equation*}
$$

Now, applying the inequality in Lemma 44, we obtain that for any $c<1$ and for any $t \leq c / r$ that,

$$
\operatorname{err}(\widehat{f}) \leq \frac{1}{m} \sum_{i=m+1}^{2 m} Z_{i}+\frac{\log (1 / \delta)}{m t}+\frac{8 t\left(M^{2}+1\right) \operatorname{err}(\widehat{f})}{2(1-c)}
$$

we choose $c=1 / 2$ and $t=\min \left\{1 /(2 r), 1 /\left(16\left(M^{2}+1\right)\right)\right\}$, and rearrange to obtain that,

$$
\operatorname{err}(\widehat{f}) \leq \frac{2}{m} \sum_{i=m+1}^{2 m} Z_{i}+\frac{2 \log (1 / \delta)}{m} \max \left\{2 r, 16\left(M^{2}+1\right)\right\}, \leq \frac{2}{m} \sum_{i=m+1}^{2 m} Z_{i}+\frac{C \log (1 / \delta)}{m},
$$

and using a union bound over the $m+1$ functions $\widehat{f} \in \mathcal{G}$ we obtain Equation 3.16. Repeating this argument with the random variables $-Z_{i}$ we obtain Equation (3.17) completing the proof of the Lemma.

### 3.8.5 Proof of Theorem 27

We prove a slightly stronger result, and show Theorem 27 as a corollary.
Theorem 40. Assume the same modeling assumptions for $X_{1}, \ldots, X_{n}, y_{1}, \ldots, y_{m}$ as in Theorem 23. Also permutation $\widehat{\pi}$ satisfies $\mathbb{P}\left[\left(f\left(X_{i}\right)-f\left(X_{j}\right)\right)(\pi(i)-\pi(j))<0\right] \leq \nu$. Then for any estimator $\widehat{f}$ taking input $X_{1}, \ldots, X_{n}, y_{1}, \ldots, y_{m}$ and $\widehat{\pi}$, we have

$$
\inf _{\widehat{f}} \sup _{f \in \mathcal{F}_{s, L}} \mathbb{E}(f(X)-\widehat{f}(X))^{2} \geq C\left(m^{-\frac{2}{3}}+\min \left\{\nu^{\frac{d+2}{2 d}} m^{\frac{1}{2 d}}, 1\right\} m^{-\frac{2}{d+2}}+n^{-2 s / d}\right)
$$

Proof of Theorem 40 In this proof, we use $x_{i}$ to represent $i$-th dimension of $x$, and upper script for different vectors $x^{(1)}, x^{(2)}, \ldots$. Let $u=\left\lceil m^{\frac{1}{2+d}}\right\rceil, h=1 / u$, and $t=\min \left\{\left(\nu m^{\frac{1}{2+d}}\right)^{\frac{1}{2 d}}, 1\right\}$. Let $\Gamma=\left\{\left(\gamma_{1}, \ldots, \gamma_{d}\right), \gamma_{i} \in\{1,2, \ldots, u\}\right\}$. Choose an arbitrary order on $\Gamma$ to be $\Gamma=\left\{\gamma^{(1)}, \ldots, \gamma^{\left(u^{d}\right)}\right\}$. Let $x^{(k)}=\frac{\gamma^{(k)}-1 / 2}{u}$, and $\phi_{k}(x)=\frac{L}{2} \operatorname{th} K\left(\frac{x-t x^{(k)}}{t h}\right), k=1,2, \ldots, u^{d}$, where $K$ is a kernel function in $d$ dimension supported on $[-1 / 2,1 / 2]^{d}$, i.e., $\int K(x) d x$ and $\max _{x} K(x)$ are both
bounded, $K$ is 1-Lipschitz. So $\phi_{k}(x)$ is supported on $\left[t h x^{(k)}-1 / 2 t h, t h x^{(k)}+1 / 2 t h\right]$. Let $\Omega=\left\{\omega=\left(\omega_{1}, \ldots, \omega_{u^{d}}\right), \omega_{i} \in\{0,1\}\right\}$, and

$$
\mathcal{E}=\left\{f_{\omega}(x)=\frac{L}{2} x_{1}+\sum_{i=1}^{k} \omega_{i} \phi_{k}(x), x \in[0,1]^{d}\right\} .
$$

Functions in $\mathcal{E}$ are $L$-Lipschitz. The function value is linear in $x_{1}$ for $x \notin[0, t]^{d}$ in all functions in $\mathcal{E}$. Consider the comparison function $Z\left(x, x^{\prime}\right)=I\left(x_{1}<x_{1}^{\prime}\right)$ that ranks $x$ according to the first dimension. Since $K$ is 1 -Lipschitz, it only makes an error when both $x, x^{\prime}$ lies in $[0, t]^{d}$, and both $x_{1}, x_{1}^{\prime}$ lie in the same grid segment $[t k / u, t(k+1) / u]$ for some $k \in[u]$. So the error is at most $t^{2 d}(1 / u)^{2} \cdot u \leq \nu$ for any function $f \in \mathcal{E}$. Thus, if there exists one estimator with $\sup _{f} \mathbb{E}\left[(f-\widehat{f})^{2}\right]<C \min \left\{\nu^{\frac{d+2}{2 d}} m^{\frac{1}{2 d}}, 1\right\} m^{-\frac{2}{d+2}}$, then we can obtain one estimator for functions in $\mathcal{E}$ by using $\widehat{f}$ on $\mathcal{E}$, and responding to all comparisons and rankings as $Z\left(x, x^{\prime}\right)=I\left(x_{1}<x_{1}^{\prime}\right)$. So a lower bound on learning $\mathcal{E}$ is also a lower bound on learning any $f \in \mathcal{F}_{s, L}$ with $\nu$-agnostic comparisons.

Now we show that $C t^{d+2} h^{2}=C \min \left\{\nu^{\frac{d+2}{2 d}} m^{\frac{1}{2 d}}, 1\right\} m^{-\frac{2}{d+2}}$ is a lower bound to approximate functions in $\mathcal{E}$. For all $\omega, \omega^{\prime} \in \Omega$ we have

$$
\begin{aligned}
\mathbb{E}\left[\left(f_{\omega}-f_{\omega^{\prime}}\right)^{2}\right]^{1 / 2} & =\left(\sum_{k=1}^{p^{d}}\left(\omega_{k}-\omega_{k}^{\prime}\right)^{2} \int \phi_{k}^{2}(x) d x\right)^{1 / 2} \\
& =\left(\rho\left(\omega, \omega^{\prime}\right) L^{2} t^{d+2} h^{d+2}\right)^{1 / 2} \\
& =L(t h)^{\frac{d+2}{2}}\|K\|_{2} \sqrt{\rho\left(\omega, \omega^{\prime}\right)},
\end{aligned}
$$

where $\rho\left(\omega, \omega^{\prime}\right)$ denotes the Hamming distance between $x$ and $x^{\prime}$.
By the Varshamov-Gilbert lemma, we can have a $M=O\left(2^{u^{d} / 8}\right)$ subset $\Omega^{\prime}=\left\{\omega^{(0)}, \omega^{(1)}, \ldots\right.$, $\left.\omega^{(M)}\right\}$ of $\Omega$ such that the distance between each element $\omega^{(i)}, \omega^{(j)}$ is at least $u^{d} / 8$. So $d\left(\theta_{i}, \theta_{j}\right) \geq$ $h^{s} t^{(d+2) / 2}$. Now for $P_{j}, P_{0}\left(P_{0}\right.$ corresponds to $f_{\omega}$ when $\omega=(0,0, \ldots, 0)$ ) we have

$$
\begin{aligned}
K L\left(P_{j}, P_{0}\right) & =m \int_{\mathcal{X}} p(x) \int_{\dagger} p_{j}(y \mid x) \log \frac{p_{0}(y \mid x)}{p_{j}(y \mid x)} d y d x \\
& =m \int_{\mathcal{X}} p(x) \sum_{i=1}^{u^{d}} \omega_{i}^{(j)} \phi_{\omega(j)}^{2}(x) \\
& \leq m \cdot C h^{d+2} t^{d+2} u^{d}=C u^{d} t^{d+2}
\end{aligned}
$$

We have $C u^{d} t^{d+2} \leq c u^{d} \leq \alpha \log M$ (since $t \leq 1$ ), so again using Theorem 2.5 in [166] we obtain a lower bound of $d\left(\theta_{i}, \theta_{j}\right)^{2}=C h^{2} t^{d+2}=\min \left\{\nu^{\frac{d+2}{2 d}} m^{\frac{1}{2 d}}, 1\right\} m^{-\frac{2}{d+2}}$.
Now we can prove Theorem 27.
Proof of Theorem 27. We only need to show

$$
\begin{equation*}
\min \left\{\nu^{\frac{d+2}{2 d}} m^{\frac{1}{2 d}}, 1\right\} m^{-\frac{2}{d+2}} \geq \min \left\{\nu^{2}, m^{-\frac{2}{d+2}}\right\} \tag{3.20}
\end{equation*}
$$

If $\nu^{\frac{d+2}{2 d}} m^{\frac{1}{2 d}} \geq 1$, we have $\nu^{2} \geq m^{-\frac{2}{d+2}}$. In this case both sides of 3.20 equals $m^{-\frac{2}{d+2}}$. If $\nu^{\frac{d+2}{2 d}} m^{\frac{1}{2 d}} \leq 1$, we have $m \leq \nu^{-(d+2)}$, and thus LHS of (3.20) have term $\nu^{\frac{d+2}{2 d}} m^{\frac{1}{2 d}} m^{-\frac{2}{d+2}} \geq \nu^{2}$, which equals RHS.

### 3.8.6 Proof of Theorem 30

Proof. We first list properties of log-concave distributions:
Theorem $41([13,121])$. The following statements hold for an isotropic log-concave distribution $\mathbb{P}_{X}$ :

1. Projections of $\mathbb{P}_{X}$ onto subspaces of $\mathbb{R}^{d}$ are isotropic log-concave.
2. $\mathbb{P}\left[\|X\|_{2} \geq \alpha \sqrt{d}\right] \leq e^{1-\alpha}$.
3. There is an absolute constant $C$ such that for any two unit vectors $u$ and $v$ in $\mathbb{R}^{d}$ we have $C\|v-u\|_{2} \leq \mathbb{P}(\operatorname{sign}(u \cdot X) \neq \operatorname{sign}(v \cdot X))$.

From property of $\mathcal{A}^{c}$ and point 3 in Theorem 41 we can get $\left\|\widehat{v}-v^{*}\right\|_{2} \leq C \varepsilon_{\mathcal{A}^{c}}(n, \delta / 4)$ using $n$ comparisons, with probability $1-\delta / 4$. We use a shorthand notion $\varepsilon=C \varepsilon_{\mathcal{A}^{c}}(n, \delta / 4)$ for this error. Now consider estimating $r^{*}$. The following discussion is conditioned on a fixed $\widehat{v}$ that satisfies $\left\|\widehat{v}-v^{*}\right\|_{2} \leq \varepsilon$. For simplicity let $T_{i}=\langle\widehat{v}, X\rangle_{i}$. We have

$$
\begin{aligned}
\widehat{r} & =\frac{\sum_{i=1}^{m} T_{i} y_{i}}{\sum_{i=1}^{m} T_{i}^{2}} \\
& =\frac{\sum_{i=1}^{m} T_{i} r^{*}\left\langle v^{*}, X_{i}\right\rangle+T_{i} \varepsilon_{i}}{\sum_{i=1}^{m} T_{i}^{2}} \\
& =r^{*}+\frac{\sum_{i=1}^{m} T_{i} r^{*}\left\langle v^{*}-\widehat{v}, X_{i}\right\rangle+T_{i} \varepsilon_{i}}{\sum_{i=1}^{m} T_{i}^{2}} .
\end{aligned}
$$

Now we have

$$
\begin{aligned}
\left\langle w^{*}-\widehat{w}, X\right\rangle & =r^{*}\left\langle v^{*}, X\right\rangle-\widehat{r}\langle\widehat{v}, X\rangle \\
& =r^{*}\left\langle v^{*}-\widehat{v}, X\right\rangle-\frac{\sum_{i=1}^{m} T_{i} r^{*}\left\langle v^{*}-\widehat{v}, X_{i}\right\rangle+T_{i} \varepsilon_{i}}{\sum_{i=1}^{m} T_{i}^{2}}\langle\widehat{v}, X\rangle .
\end{aligned}
$$

So

$$
\begin{align*}
& \mathbb{E}\left[\left\langle w^{*}-\widehat{w}, X\right\rangle^{2}\right] \\
\leq & 3 \mathbb{E}\left[\left(r^{*}\left\langle v^{*}-\widehat{v}, X\right\rangle\right)^{2}\right]+3 \mathbb{E}\left[\left(\frac{\sum_{i=1}^{m} T_{i} r^{*}\left\langle v^{*}-\widehat{v}, X_{i}\right\rangle}{\sum_{i=1}^{m} T_{i}^{2}}\langle\widehat{v}, X\rangle\right)^{2}\right]+3\left[\left(\frac{\sum_{i=1}^{m} T_{i} \varepsilon_{i}}{\sum_{i=1}^{m} T_{i}^{2}}\langle\widehat{v}, X\rangle\right)^{2}\right] \tag{3.21}
\end{align*}
$$

The first term can be bounded by

$$
\left(r^{*}\right)^{2} \mathbb{E}\left[\left\langle\widehat{v}-v^{*}, X\right\rangle^{2}\right]=\left(r^{*}\right)^{2}\left\|\widehat{v}-v^{*}\right\|_{2}^{2} \leq\left(r^{*}\right)^{2} \varepsilon^{2}
$$

For the latter two terms, we first bound the denominator $\sum_{i=1}^{m} T_{i}^{2}$ using Hoeffding's inequality. Firstly since $\|\widehat{v}\|_{2}=1$, from point 1 in Theorem 41 , each $T_{i}$ is also isotropic log-concave. Now using point 2 in Theorem 41 with $\alpha=1-\log (\delta /(4 e m))$ we get that with probability $1-\delta / 4$, $T_{i} \leq \log (4 e m / \delta)$ for all $i \in\{1,2, \ldots, m\}$. Let $E_{\delta}^{T}$ denote this event, and $\mathbb{P}_{X}^{\prime}$ is the distribution of $X$ such that $T_{i} \leq \log (4 e m / \delta)$. Now using Hoeffding's inequality, under $E_{\delta}^{T}$ for any $t>0$

$$
\mathbb{P}\left[\left|\frac{1}{m} \sum_{i=1}^{m} T_{i}^{2}-\mathbb{E}_{\mathbb{P}_{X}^{\prime}}\left[\langle\widehat{v}, X\rangle^{2}\right]\right| \geq t\right] \leq \exp \left(-\frac{2 m t^{2}}{\log ^{2}(4 e m / \delta)}\right)
$$

Note that $\mathbb{E}_{\mathbb{P}_{X}^{\prime}}\left[\langle\widehat{v}, X\rangle^{2}\right] \leq \mathbb{E}_{\mathbb{P}_{X}}\left[\langle\widehat{v}, X\rangle^{2}\right]=1$. Also we have

$$
\begin{aligned}
1=\mathbb{E}\left[T_{i}^{2}\right] & \leq \mathbb{E}_{\mathbb{P}_{X}^{\prime}}\left[T_{i}^{2}\right]+\int_{\log ^{2}(4 e m / \delta)}^{+\infty} t \mathbb{P}\left[T_{i}^{2} \geq t\right] d t \\
& \leq \mathbb{E}_{\mathbb{P}_{X}^{\prime}}\left[T_{i}^{2}\right]+\int_{\log ^{2}(4 e m / \delta)}^{+\infty} t e^{-\sqrt{t}+1} d t \\
& \leq \mathbb{E}_{\mathbb{P}_{X}^{\prime}}\left[T_{i}^{2}\right]+\frac{3 \delta}{2 m}
\end{aligned}
$$

Let $t=\frac{1}{4} \mathbb{E}_{\mathbb{P}_{X}^{\prime}}\left[\langle\widehat{v}, X\rangle^{2}\right]$, we have

$$
\begin{equation*}
\sum_{i=1}^{m} T_{i}^{2} \leq\left[\frac{3 m}{4} \mathbb{E}_{\mathbb{P}_{X}^{\prime}}\left[\langle\widehat{v}, X\rangle^{2}\right], \frac{5 m}{4} \mathbb{E}_{\mathbb{P}_{X}^{\prime}}\left[\langle\widehat{v}, X\rangle^{2}\right]\right] \subseteq[m / 2,2 m] \tag{3.22}
\end{equation*}
$$

with probability $1-\delta / 4$, when $m=\Omega\left(\log ^{3}(1 / \delta)\right)$.
Let $E_{\delta}$ denote the event when $m / 2 \leq \sum_{i=1}^{m} T_{i}^{2} \leq 2 m$ and $T_{i}$ are bounded by $\log (4 e m / \delta)$ for all $i$. Condition on $E_{\delta}$ for the second term in (3.21) we have

$$
\begin{aligned}
\mathbb{E}\left[\left(\frac{\sum_{i=1}^{m} T_{i} r^{*}\left\langle v^{*}-\widehat{v}, X_{i}\right\rangle}{\sum_{i=1}^{m} T_{i}^{2}}\langle\widehat{v}, X\rangle\right)^{2}\right] & \leq \frac{\mathbb{E}\left[\left(\sum_{i=1}^{m} T_{i} r^{*}\left\langle v^{*}-\widehat{v}, X_{i}\right\rangle\right)^{2}\right]}{\frac{m^{2}}{4}} \mathbb{E}\left[(\langle\widehat{v}, X\rangle)^{2}\right] \\
& =\frac{4 \mathbb{E}\left[\left(\sum_{i=1}^{m} T_{i} r^{*}\left\langle v^{*}-\widehat{v}, X_{i}\right\rangle\right)^{2}\right]}{m^{2}}
\end{aligned}
$$

Now notice that $\frac{\hat{v}-v^{*}}{\left\|\hat{v}-v^{*}\right\|_{2}} X$ is also isotropic log-concave; using point 2 in Theorem 41 we have with probability $1-\delta / 4,\left(\widehat{v}-v^{*}\right)^{T} X_{i} \leq\left\|\widehat{v}-v^{*}\right\|_{2} \log (4 e m / \delta)$ for all $i \in\{1,2, \ldots, m\}$. So

$$
\begin{aligned}
\mathbb{E}\left[\left(\sum_{i=1}^{m} T_{i} r^{*}\left\langle v^{*}-\widehat{v}, X_{i}\right\rangle\right)^{2}\right] & \leq\left(r^{*}\right)^{2} \varepsilon^{2} \log ^{2}(4 e m / \delta) \mathbb{E}\left[\left(\sum_{i=1}^{m}\left|T_{i}\right|\right)^{2}\right] \\
& \leq\left(r^{*}\right)^{2} \varepsilon^{2} \log ^{2}(4 e m / \delta) \mathbb{E}\left[m \sum_{i=1}^{m} T_{i}^{2}\right] \\
& =\left(r^{*}\right)^{2} \varepsilon^{2} \log ^{2}(4 e m / \delta) m^{2}
\end{aligned}
$$

For the third term in (3.21), also conditioning on $E_{\delta}$ we have

$$
\begin{aligned}
\mathbb{E}\left[\left(\frac{\sum_{i=1}^{m} T_{i} \varepsilon_{i}}{\sum_{i=1}^{m} T_{i}^{2}}\langle\widehat{v}, X\rangle\right)^{2}\right] & =\mathbb{E}\left[\left(\frac{\sum_{i=1}^{m} T_{i} \varepsilon_{i}}{\sum_{i=1}^{m} T_{i}^{2}}\right)^{2}\right] \mathbb{E}\left[\langle\widehat{v}, X\rangle^{2}\right] \\
& \leq \frac{\mathbb{E}\left[\left(\sum_{i=1}^{m} T_{i} \varepsilon_{i}\right)^{2}\right]}{\frac{m^{2}}{4}} \\
& \leq \frac{4 \mathbb{E}\left[\sum_{i=1}^{m} T_{i}^{2} \sigma^{2}\right]}{m^{2}}=\frac{4 \sigma^{2}}{m}
\end{aligned}
$$

Combining the three terms and considering all the conditioned events, we have

$$
\begin{aligned}
\mathbb{E}\left[\left(\left\langle w^{*}, X\right\rangle-\langle\widehat{w}, X\rangle\right)^{2}\right] & \leq 4\left(r^{*}\right)^{2} \varepsilon^{2}+\left(r^{*}\right)^{2} \varepsilon^{2} \log ^{2}(4 e m / \delta)+\frac{4 \sigma^{2}}{m}+C^{\prime} \delta \\
& \leq O\left(\frac{1}{m}+\log ^{2}(m / \delta) \varepsilon_{\mathcal{A}^{c}}(n, \delta / 4)+\nu^{2}+\delta\right)
\end{aligned}
$$

Taking $\delta=\frac{4}{m}$ obtain our desired result.

### 3.8.7 Proof of Theorem 32

Our proof ideas come from [44]. We use Le Cam's method, explained in the lemma below:
Lemma 42 (Theorem 2.2, [166]). Suppose $\mathcal{P}$ is a set of distributions parametrized by $\theta \in \Theta$. $P_{0}, P_{1} \in \mathcal{P}$ are two distributions, parametrized by $\theta_{0}, \theta_{1}$ respectively, and $K L\left(P_{1}, P_{2}\right) \leq \alpha \leq \infty$. Let d be a semi-distance on $\Theta$, and $d\left(\theta_{0}, \theta_{1}\right)=2 a$. Then for any estimator $\widehat{\theta}$ we have

$$
\begin{aligned}
\inf _{\hat{\theta}} \sup _{\theta \in \Theta} \mathbb{P}[d(\widehat{\theta}, \theta) \geq a] & \geq \inf _{\widehat{\theta}} \sup _{j \in\{0,1\}} \mathbb{P}\left[d\left(\widehat{\theta}, \theta_{j}\right) \geq a\right] \\
& \geq \max \left(\frac{1}{4} \exp (-\alpha),-\frac{1-\sqrt{\alpha / 2}}{2}\right)
\end{aligned}
$$

We consider two functions: $w_{0}^{*}=(\xi, 0,0, \ldots, 0)^{T}$ and $w_{1}^{*}=\left(\frac{1}{\sqrt{m}}, 0,0, \ldots, 0\right)^{T}$, where $\xi$ is a very small constant. Note that for these two functions comparisons provide no information about the weights (comparisons can be carried out directly by comparing $x^{(1)}$, the first dimension of $x$ ). So differentiating $w_{0}^{*}$ and $w_{1}^{*}$ using two oracles is the same as that using only active labels. We have $d\left(w_{0}^{*}, w_{1}^{*}\right)=E\left[\left(\left(w_{0}^{*}-w_{1}^{*}\right)^{T} X\right)^{2}\right]=\left(\frac{1}{\sqrt{m}}-\xi\right)^{2}$. For any estimator $\widehat{w}$, let $\left\{\left(X_{i}, y_{i}\right)\right\}_{i=1}^{m}$ be the set of samples and labels obtained by $\widehat{w}$. Note that $X_{j+1}$ might depend on $\left\{\left(X_{i}, y_{i}\right)\right\}_{i=1}^{j}$.

Now for KL-divergence we have

$$
\begin{aligned}
\operatorname{KL}\left(P_{1}, P_{0}\right) & =\mathbb{E}_{P_{1}}\left[\log \frac{P_{1}\left(\left\{\left(X_{i}, y_{i}\right)\right\}_{i=1}^{m}\right)}{P_{0}\left(\left\{\left(X_{i}, y_{i}\right)\right\}_{i=1}^{m}\right)}\right] \\
& =\mathbb{E}_{P_{1}}\left[\log \frac{\prod_{j=1}^{m} P_{1}\left(Y_{j} \mid X_{j}\right) P\left(X_{j} \mid\left\{\left(X_{i}, y_{i}\right)\right\}_{i=1}^{j}\right)}{\prod_{j=1}^{m} P_{1}\left(Y_{j} \mid X_{j}\right) P\left(X_{j} \mid\left\{\left(X_{i}, y_{i}\right)\right\}_{i=1}^{j}\right)}\right] \\
& =\mathbb{E}_{P_{1}}\left[\log \frac{\prod_{j=1}^{m} P_{1}\left(y_{j} \mid X_{j}\right)}{\prod_{j=1}^{m} P_{0}\left(y_{j} \mid X_{j}\right)}\right] \\
& =\sum_{i=1}^{m} \mathbb{E}_{P_{1}}\left[\mathbb{E}_{P_{1}}\left[\left.\log \frac{\prod_{j=1}^{m} P_{1}\left(y_{j} \mid X_{j}\right)}{\prod_{j=1}^{m} P_{0}\left(y_{j} \mid X_{j}\right)} \right\rvert\, X_{1}, \ldots, X_{m}\right]\right] \\
& \leq n \max _{x} \mathbb{E}_{P_{1}}\left[\left.\log \frac{\prod_{j=1}^{m} P_{1}\left(y_{j} \mid X_{j}\right)}{\prod_{j=1}^{m} P_{0}\left(y_{j} \mid X_{j}\right)} \right\rvert\, X_{1}=x\right] .
\end{aligned}
$$

The third equality is because decision of $X_{j}$ is independent of the underlying function giving previous samples. Note that given $X=x, y$ is normally distributed; by basic properties of Gaussian we have

$$
\mathbb{E}_{P_{1}}\left[\left.\log \frac{\prod_{j=1}^{m} P_{1}\left(y_{j} \mid X_{j}\right)}{\prod_{j=1}^{m} P_{0}\left(y_{j} \mid X_{j}\right)} \right\rvert\, X_{1}=x\right]=\frac{\left(\frac{1}{\sqrt{m}-\xi}\right)^{2}}{2 \sigma^{2}} .
$$

Now by taking $\xi$ sufficiently small we have for some constants $C_{1}, C_{2}$,

$$
\mathrm{KL}\left(P_{1}, P_{0}\right) \leq C_{1}, d\left(\theta_{0}, \theta_{1}\right) \geq \frac{C_{2}}{m}
$$

Combining with Lemma 42 we obtain the lower bound.

### 3.8.8 Lower Bounds for Total Number of Queries under Active Case

Theorem 43. For any (active) estimator $\widehat{w}$ with access to $m$ labels and $n$ comparisons, there exists a ground truth weight $\widetilde{w}$ and a global constant $C$, such that when $w^{*}=\widetilde{w}$ and $2 n+m<d$,

$$
\mathbb{E}\left[\left\langle\widehat{w}-w^{*}, X\right\rangle^{2}\right] \geq C .
$$

Theorem 43 shows a lower bound on the total number of queries in order to get low error. Combining with Theorem 32, in order to get a MSE of $\gamma$ for some $\gamma<C$, we need to make at least $O(1 / \gamma+d)$ queries (i.e., labels+comparisons). Note that for the upper bound in Theorem 30, we need $m+n=\widehat{O}(1 / \gamma+d \log (d / \gamma))$ for Algorithm 6 to reach $\gamma$ MSE, when using [13] as $\mathcal{A}^{c}$ (see Table 3.1). So Algorithm 6 is optimal in terms of total queries, up to log factors.

The proof of Theorem 43 is done by considering an estimator with access to $m+2 n$ noiseless labels $\left\{\left(x_{i}, w^{*} \cdot x_{i}\right)\right\}_{i=1}^{m+2 n}$, which can be used to generate $n$ comparisons and $m$ labels. We sample $w^{*}$ from a prior distribution in $B(0,1)$, and show that the expectation of MSE in this case is at least a constant. Thus there exists a weight vector $\widetilde{w}$ that leads to constant error.


Figure 3.11: Graphic illustration about the sampling process in the proof of Theorem 43 .

Proof. We just prove the theorem for $2 n+m=d-1$. Note that this case can be simulated by considering an estimator with access to $2 n+m$ truthful samples; that is, $Y_{i}=w^{*} \cdot X_{i}$ for $i=1,2, \ldots, 2 n+m$. In this way truthful comparisons can be simulated by query two labels. We now prove a lower bound for this new case with $2 n+m=d-1$ truthful samples.

We randomly sample $w^{*}$ as below: first uniformly sample $v^{*}$ on the surface of $B(0,1)$, and then uniformly sample $r^{*} \in[0,1]$. Let this distribution be $\mathcal{P}_{w^{*}}$. Since we only have $d-1$ labels, for any set of samples $x_{1}, \ldots, x_{d-1}$ there exists a line $l \in B(0,1)$ such that every $w \in l$ produces the same labels on all the samples. Not losing generality, suppose such $l$ is unique (if not, we can augment $\widehat{w}$ such that it always queries until $l$ is unique). Now for any active estimator $\widehat{w}$, let $X_{1}, \ldots, X_{d-1}$ denote the sequence of queried points when $w^{*}$ is randomly picked as above. Now note that for every $w$,

$$
\mathbb{P}\left[w^{*}=w \mid\left\{X_{i}, y_{i}\right\}_{i=1}^{d-1}, l\right]=\mathbb{P}\left[w^{*}=w \mid\left\{X_{i}, y_{i}\right\}_{i=1}^{d-1}\right] \propto \mathbb{P}\left[w^{*}=w\right] I(w \in l)
$$

The first equality is because $l$ is a function of $\left\{X_{i}, y_{i}\right\}_{i=1}^{d-1}$; the second statement is because all $w \in l$ produces the same dataset on $X_{1}, \ldots, X_{d-1}$, and every $w \notin l$ is impossible given the dataset. Notice that $r^{*}$ is uniform on $[0,1]$; so with probability at least a half, the resulting $l$ has distance less than $1 / 2$ to the origin (since $l$ contains $w^{*}$, and $\left\|w^{*}\right\|$ is uniform on $[0,1]$ ). Denote by $w_{l}$ the middle point of $l$ (see Figure 3.11). For any such line $l$, the error is minimized by predicting the middle point of $l$ : Actually we have

$$
\begin{align*}
\mathbb{E}\left[\left\langle w^{*}-\widehat{w}, X\right\rangle^{2} \mid l \text { has distance less than } 1 / 2\right] & \geq \int_{u=0}^{|l| / 2} u^{2} d P\left(\left\|w^{*}-\widehat{w}\right\|_{2} \geq u \mid w^{*} \in l\right)  \tag{3.23}\\
& \geq \int_{u=0}^{|l| / 2} u^{2} d P\left(\left\|w^{*}-w_{l}\right\|_{2} \geq u \mid w^{*} \in l\right) \tag{3.24}
\end{align*}
$$

Note that the distribution of $w^{*} \in l$ is equivalent to that we sample from the circle containing $l$ and centered at origin, and then condition on $w^{*} \in l$ (see Figure 3.11). Notice that this sampling process is the same as when $d=2$; and with some routine calculation we can show that (3.24) is a constant $C$. So overall we have

$$
\mathbb{E}\left[\left\langle w^{*}-\widehat{w}, X\right\rangle^{2}\right] \geq \frac{1}{2} C,
$$

where the expectation is taken over randomness of $w^{*}$ and randomness of $\widehat{w}$. Now since the expectation is a constant, there must exists some $w$ such that

$$
\mathbb{E}\left[\left\langle w^{*}-\widehat{w}, X\right\rangle^{2} \mid w^{*}=w\right] \geq \frac{1}{2} C
$$

which proves the theorem.

### 3.9 Auxiliary Technical Results

We use some well-known technical results in our proofs and collect them here to improve readability. We use the Craig-Bernstein inequality [60]:
Lemma 44. Suppose we have $\left\{X_{1}, \ldots, X_{n}\right\}$ be independent random variables and suppose that for $k \geq 2$, for some $r>0$,

$$
\mathbb{E}\left[\left|X_{i}-\mathbb{E}\left[X_{i}\right]\right|^{k}\right] \leq \frac{\operatorname{var}\left(X_{i}\right)}{2} k!r^{k-2}
$$

Then with probability at least $1-\delta$, for any $c<1$ and for any $t \leq c / r$ we have that:

$$
\frac{1}{n} \sum_{i=1}^{n}\left(\mathbb{E}\left[X_{i}\right]-X_{i}\right) \leq \frac{\log (1 / \delta)}{n t}+\frac{t \operatorname{var}\left(X_{i}\right)}{2(1-c)}
$$

## Part II

## Decision Making with Dueling Choices

## Chapter 4

## Discrete and Continuous Multi-Armed Bandits with Dueling Choices

### 4.1 Introduction

The Multi-Armed Bandits (MAB) problem [144] is a popular framework that studies the tradeoff between exploration and exploitation inherent in applications like online advertising and finance. In its basic form, we have a arm space $\mathcal{X}$, and in each time step $t=1,2, \ldots$ we pull one arm $x_{t} \in \mathcal{X}$. The goal is to identify the arm with the best reward in $\mathcal{X}$, while also minimizing the cumulative regret in a total of $T$ steps. Dueling bandit [200] is an important variant of MAB , where we take duels between a pair of arms $\left(x_{t}, x_{t}^{\prime}\right) \in \mathcal{X}^{2}$, and $x_{t}$ wins with probability $\operatorname{Pr}\left[x_{t} \succ x_{t}^{\prime}\right]=1 / 2+\varepsilon\left(x_{t}, x_{t}^{\prime}\right)$.

Dueling bandit is a natural fit for various applications including information retrieval and crowdsourcing; in these cases duels (comparisons) between arms come at a much smaller cost than pulling individual arms. However, in many of these applications, it is not enough to reply only on comparisons: For example, in information retrieval, the user preferences might not be transitive due to user bahavior, and a unique Condorcet winner might not exist. This has motivated research on suitable notions of a winner, including the Copeland winner [206], the von Neumann winner [69] and tournament solutions [142]. We propose a complementary approach for dueling bandits, where we can either pull one arm or duel two arms in each round. We call our setting Multi-Armed Bandits with Dueling Choices (MAB-DC), we note that different than dueling bandits, here direct queries and comparisons are both available, and therefore duels are available as an additional choice.

In many applications, both comparisons (duels) and direct queries are available, and comparisons can be available at a cheaper price than direct queries. For example in preference elicitation, the user can give scores on recommended items, as well as (more easily) compare two items to choose the preferred one. Similarly, for hyperparameter search of information retrieval (IR) models, direct queries typically involve collecting relevance scores from paid workers, whereas comparisons can be obtained by interleaving the ranking of two different models, and observing user click on the retrieval results [139]. Such comparisons usually come with less cost in both time and money. As another example, in material synthesis, we aim to optimize the desired properties
of materials by controlling the input parameters (temperature, pressure, etc.) [71, 194]. While material synthesis is expensive, comparisons can be carried out by asking material scientists.

### 4.2 Our Contribution

We develop and evaluate new algorithms for the MAB-DC problem, for both discrete and continuous arm spaces. a new algorithm for non-convex optimization with dueling choices, which we refer to as Comparison-based GP-UCB (COMP-GP-UCB). Our theoretical and experimental results show the strengths of our algorithm.

- In the discrete case, we propose th Double Filtering (DF) algorithm that combines duels and pulls. The algorithm alternates between dueling arms and pulling arms. We show that DF can get the best of both worlds: It chooses the easier way between duels and pulls to elinimate suboptimal arms.
- Our main contribution is on the continuous MAB-DC problem. Here we consider MAB-DC in the setting of optimizing a nonconvex blackbox function $f: \mathcal{X} \rightarrow \mathbb{R}$ using as few queries to (a noisy version of) $f(x)$ as possible, and with no gradient information directly available. We propose the COMP-GP-UCB algorithm. When we can obtain comparisons based on the target function, we show that comparisons can be as powerful as direct queries: COMP-GP-UCB can achieve the same rate of convergence as its label-only counterparts, while using only comparisons and no direct queries. This solves the open problem raised in [160], to develop continuous dueling bandit algorithms with no-regret guarantees.
- Next, we assume that comparisons are based on a misspecified function $f_{c}$, where $f_{c}$ approximates $f$. COMP-GP-UCB in this case uses comparisons to optimize a function $f_{r}$ which has the same optimizer as $f_{c}$, and then use direct queries to search in a smaller region for the optimum of the target function. The regret rate of COMP-GP-UCB is then better than the label-only counterparts, and it depends on the difference between $f_{c}$ and $f$ : the better the approximation, the lower the regret we can get from COMP-GP-UCB. We further demonstrate a version of the algorithm that adapts to this difference. Our algorithm also extends multi-fidelity GP optimization to the setting where information is transferred actively from a lower fidelity to a higher fidelity while only assuming that the optimizer of the lower fidelity (source function) is within a constant distance of the optimizer of the higher fidelity (target function), instead of the fidelities being close everywhere.
- In our experiments, we test DF and COMP-GP-UCB against existing algorithms, and show that they achieves a superior performance under synthetic and real-world settings.


### 4.3 Related Work

Our MAB-DC extends the framework of dueling bandits, and we refer readers to [42] for a review. The existing works on dueling bandits mostly focus on the discrete $K$-armed dueling bandit case [74, 199, 206]. Most of these algorithms have a regret rate logarithmic in $T$; however this regret rate depends on a constant lower bound on the $\varepsilon$ function, i.e., a constant gap between the optimal
arm and the other arms. Our MAB-DC takes both pulls and duels, and can have a logarithmic regret if the gap from duels is small but the gap from pulls is large.

The continuous case of multi-armed bandits is also variously known as zeroth order nonconvex optimization or black-box optimization[41, 49, 76, 79, 89, 175]. Although zeroth order convex optimization is generally efficient [96], optimizing a non-convex $f$ under smoothness constraints requires the same effort as estimating $f$ almost everywhere, and usually leads to a query complexity exponential in $d$, where $d$ is the feature space dimensionality [49, 76, 79, 175]. We build our work on GP-UCB[156], a method for optimizing unknown functions under the Gaussian process (GP) assumption by optimizing the Upper Confidence Bound (UCB). Closest to our setting is a line of recent research on multi-fidelity GP optimization [103, 104, 148], which assumes that we can query the target functions at multiple fidelities of different costs and precisions. We detail the relation and difference of our setting with multi-fidelity optimization in Section 4.5.5. To briefly describe it, our setting is harder since we cannot directly query the function on which comparisons are based. Moreover, the multi-fidelity assumptions such as fidelities being close in sup-norm do not hold for our setting since any constant shift of the comparison function yields the same comparisons. We instead consider an active transfer learning setting where information from a function that can be learned using comparisons is transferred actively to optimize the target function (refer to Section 4.5 for details).

For dueling bandits in the continuous case, [8] studied a reduction to the traditional MAB problem; and [160] proposes an algorithm based on Thompson sampling to deal with comparisons. Continuous dueling bandits has also been studied under the framework of derivative-free optimization [96, 110]. Kumagai [110] obtains optimal regret rates for a convex $f$. However to the best of our knowledge, no previous work has theoretical guarantees on optimizing a non-convex $f$. Also, these results cannot be applied when the comparisons are biased (i.e., a Condorcet winner on comparisons might not be the best point for direct queries).

Finally, there is another line of research that combines direct queries and comparisons for classification or regression problems [105, 185, 187]. Our methods differ from theirs because we focus on the optimization setting, and only care about points near the optimum. These methods make direct queries across the whole feature space to learn the underlying function well, which is unnecessary for optimization.

### 4.4 Discrete Case: The $K$-Armed MAB-DC Problem

In this section, we first consider the discrete case where the arm space $\mathcal{X}=\left\{x_{1}, \ldots, x_{K}\right\}$, where $K$ is the number of arms. We propose an algorithm to combine duels and pulls, so that we get the best of both worlds: It uses either duels or pulls to eliminate suboptimal arms, and as a result the cumulative regret is the smaller one between the duel regret and the pull regret. We call our algorithm Double Filtering (DF) since it uses both duels and pulls. We introduce our notation in Section 4.4.1, and algorithm with theoretical results in Section 4.4.2. We verify our theoretical results on synthetic data in Section

### 4.4.1 Problem Setup

To define the MAB-DC problem, we make assumptions on the pull and duel results. Suppose the pull rewards are random variables with means $\mu_{1}, \ldots, \mu_{K}$. We assume the reward distribution of each bandit is sub-Gaussian with parameter $R$ :

$$
E\left[\exp \left(t Y_{i}-t \mu_{i}\right)\right] \leq \exp \left(R^{2} t^{2} / 2\right)
$$

for all $t \in \mathbb{R}$. We also assume the dueling bandits setup for each pair of bandits. In each iteration, we can also choose to duel a pair of bandits $(i, j)$, and we have $P_{i j}=\operatorname{Pr}\left[x_{i} \succ x_{j}\right]=\varepsilon_{i j}+1 / 2$.

We assume a total ordering over the arms for duels, and WLOG suppose it is $x_{1} \succ x_{2} \succ \cdots \succ$ $x_{K}$. We assume that the comparisons satisfy the strong stochastic transitivity: $\varepsilon_{i k} \geq \max \left\{\varepsilon_{i j}, \varepsilon_{j k}\right\}$ for $i \succ j \succ k$. We also assume the triangle inequality that $\varepsilon_{i k} \leq \varepsilon_{i j}+\varepsilon_{j k}$. We do not need the pull reward means $\mu_{1}, \ldots, \mu_{K}$ to satisfy this ordering, but we assume that $\mu_{1} \geq \max _{i=2, \ldots, K} \mu_{i}$.

Upon making a query, we accumulate regret

$$
r_{t}= \begin{cases}\max \left\{\mu_{1}-\mu_{i}, \varepsilon_{1 i}\right\}, & \text { if pull arm } x_{i} \\ \max \left\{\frac{2 \mu_{1}-\mu_{i}-\mu_{j}}{2}, \frac{\varepsilon_{1 i}+\varepsilon_{1 j}}{2}\right\}, & \text { if duel arm } x_{i}, x_{j}\end{cases}
$$

Our goal is to minimize the cumulative regret $r_{t}$ over a time frame $T$. Note that here the regret is defined based on the number of queries; i.e., we assume that duels and pulls cost the same.

### 4.4.2 Algorithm and Analysis

The algorithm is described in Algorithm7. The algorithm alternates between dueling bandits and traditional MAB on the working set $W_{l}$. Conceptually, DF combines the process of Beat-the-Mean Bandits [199] and Successive Elimination [70]. We pick these two algorithms because they both have the working set concept; we can potentially combine other algorithms that uses a current working set as well.

The following theorem shows the performance guarantee of DF .
Theorem 45. Let $\left.c\left(n^{*}\right)=3 \sqrt{\frac{1}{n} \log (4 K T)}.\right]^{1}$ Suppose $T \geq K$. Let $\Delta_{k}=\mu_{1}-\mu_{k}$. The regret of Algorithm 7 is at most

$$
R(T) \leq O\left(\sum_{k=2}^{K} \frac{\log T}{\max \left\{\varepsilon_{1 k}, \Delta_{k}\right\}}\right)
$$

Remark. Theorem 45 illustrate a best-of-both-worlds scenario for MAB-DC: the regret rate depends on the larger gap between the duels and pulls. This is achieved by the shared working set among the duel part and the pull part. Note that this larger gap is arm specific, meaning that for each suboptimal arm, DF finds whether it is easier to eliminate it through duels or pulls.

[^4]```
Algorithm 7 Double Filtering
Input: Bandits \(\mathcal{B}=\left\{x_{1}, \ldots, x_{K}\right\}\)
    \(W_{l} \leftarrow \mathcal{B}, l \leftarrow 1\)
    \(\forall b \in \mathcal{B}, n_{b} \leftarrow 0, w_{b} \leftarrow 0, m_{b} \leftarrow 0, s_{b} \leftarrow 0\)
    Define \(\hat{P}_{b} \equiv w_{b} / n_{b}, \forall b \in \mathcal{B}\), or \(\hat{P}_{b}=1 / 2\) if \(n_{b}=0\)
    Define \(\hat{\mu}_{b} \equiv s_{b} / m_{b}, \forall b \in \mathcal{B}\), or \(\hat{\mu}_{b}=0\) if \(m_{b}=0\)
    Define \(n^{*} \equiv \min _{b \in W_{l}} n_{b}, m^{*} \equiv \min _{b \in W_{l}} m_{b}\)
    while Budget not exhausted and \(\left|W_{l}\right|>1\) do
        \(b=\arg \min _{b \in W_{l}} n_{b} \quad \triangleright\) Break ties randomly
        Select \(b^{\prime} \in W_{l}\) at random, compare \(b\) with \(b^{\prime}\)
        If \(b\) wins, \(w_{b} \leftarrow w_{b}+1\)
        \(n_{b} \leftarrow n_{b}+1\)
        if \(\min _{b \in W_{l}} \hat{P}_{b^{\prime}}+c\left(n^{*}\right) \leq \max _{b \in W_{l}} \hat{P}_{b}-c\left(n^{*}\right)\) then
            \(b^{\prime}=\arg \min _{b \in W_{l}} \hat{P}_{b}\)
            For all \(\tilde{b} \in W\), remove comparison with \(b^{\prime}\) from \(n_{\tilde{b}}\), \(w_{\tilde{b}}\)
            \(W_{l} \leftarrow W_{l} \backslash\left\{b^{\prime}\right\}\)
            \(l \leftarrow l+1\)
        end if
        \(b=\arg \min _{b \in W_{l}} m_{b} \quad \triangleright\) Break ties randomly
        Pull arm \(b\) and get feedback \(Y\)
        \(s_{b} \leftarrow s_{b}+Y\)
        \(m_{b} \leftarrow m_{b}+1\)
        if \(\min _{b \in W_{l}} \hat{\mu}_{b^{\prime}}+c\left(m^{*}\right) \leq \max _{b \in W_{l}} \hat{\mu}_{b}-c\left(m^{*}\right)\) then
            \(b^{\prime}=\arg \min _{b \in W_{l}} \hat{\mu}_{b}\)
            \(W_{l} \leftarrow W_{l} \backslash\left\{b^{\prime}\right\}\)
            For all \(\tilde{b} \in W\), remove comparison with \(b^{\prime}\) from \(n_{\tilde{b}}, w_{\tilde{b}}\)
            \(l \leftarrow l+1\)
        end if
    end while
Output: Any arm \(b \in W_{l}\)
```


### 4.4.3 Experiments

We verify our theoretical insights by running experiments on synthetic data. We compare to the following baselines:
BeatTheMean: We compare to the duel-only [199], which is essentially one component of our method.
SuccessiveElimination: We use successive elimination as a pull-only baseline.
UCB: We also compare with the widely-used upper confidence bound baseline.
Our experiment setup resembles that in [199]. In all settings, we use $T=5 \times 10^{6}$ and compute the cumulative regret, while varying the number of arms from 40 to 200 . We consider two settings of setting up the reward values of each arm:

- Consistent setting: We generate a set of arm rewards $\mu_{i}$ for $i \in[K]$ by sampling from
uniform distribution on $[0,1]$. We set $\mu_{0}=1$ and let arm 0 be the best arm. When pulling an arm $i$, the algorithm suffers regret $1-\mu_{i}$, and gets a feedback of $\mu_{i}+\varepsilon$, where $\varepsilon \sim \mathcal{N}(0,1)$. When the algorithm duels two arms $i, j$, it gets feedback with distribution $\operatorname{Pr}[i \succ j]=1 /\left(1+\exp \left(\left(\mu_{j}-\mu_{i}\right) / \lambda\right)\right)$, following the BTL model with parameter $\lambda$; in our experiment we use $\lambda=0.01$ to ensure that duels and pulls have a similar gap value.
- Inconsistent setting: We generate two sets of arm values $\mu_{i}, \mu_{i}^{\prime}$ following uniform distribution on $[0,1]$. We fix $\mu_{0}=\mu_{0}^{\prime}=1$ so that arm 0 is the best arm. We use $\mu_{i}$ as the reward mean for every arm $i$, but use $\mu_{i}^{\prime}$ for generating the comparisons. Therefore in this case we will have different (and independent) gaps for duels and pulls.
In both settings, we generate the comparisons following In the consistent setting, all the arms have the same gap in duels and pulls, so we would expect all the baselines to perform well; however in the inconsistent setting, the gaps are different in duels and pulls. In other words, an arm with a small gap on duels might have large gap on pulls, and therefore large gap on its regret. In this case we expect our DoubleFiltering algorithm to work well. We repeat the experiment for 40 times and record the standard deviation.

Figure 4.1 partially verifies our observation. In the consistent setting, most methods come with a small variance, while DoubleFiltering incurs a slightly worse regret than BeatTheMean and UCB. This is because DoubleFiltering uses both duels and pulls to find the best arm, and therefore takes twice the number of queries to identify the best arm in this case. On the other hand, in the inconsistent settings pull-only and duel-only algorithms suffers a large regret and a large variance, but DoubleFiltering still performs very well in the inconsistent case. Overall our results show that DoubleFiltering is robust to the discrepancy between pulls and duels.


Figure 4.1: Results on synthetic data. The bars indicates standard deviation from 20 experiments.

### 4.5 Continuous Case: MAB-DC for Optimizing a Nonconvex Function

We consider MAB-DC with a continuous arm space $\mathcal{X} \subseteq \mathbb{R}^{d}$. We set our problem in the zerothorder nonconvex optimization setting, i.e., we aim to maximize a function $f: \mathcal{X} \rightarrow \mathbb{R}$. In each
iteration $t$ of optimization, we can query (expensive) direct queries to $f$ at a chosen point $x_{t}$, and obtain $y=f\left(x_{t}\right)+\varepsilon, \varepsilon \in[-\eta, \eta]$ and $E[\varepsilon]=0$, with $\eta>0$ a known constant ${ }^{2}$.

Comparison Probabilities. In each iteration we can also choose to obtain (cheap) comparisons for a pair of points $\left(x_{t}, x_{t}^{\prime}\right) \in \mathcal{X} \times \mathcal{X}$. We assume that comparisons are based on a function $f_{c}$ which can be potentially different from $f$ (as described later in this section). A common assumption in the literature is to use a link function to assume a distribution of the comparisons, i.e., we assume $\operatorname{Pr}\left[x \succ x^{\prime}\right]=\sigma\left(f_{c}(x)-f_{c}\left(x^{\prime}\right)\right)$ for some function $\sigma$. Common link functions include logistic function (BTL model[38]), or Gaussian cdf (Thurstone model [162]).

Connecting comparisons and direct queries. To make comparisons helpful for optimization, we also require that $f_{c}$ is a good approximation of $f$. Here we differentiate between two settings:

- Dueling-Choice Bandits with unbiased comparisons: We assume comparison comes from the same function as the target function, i.e., $f_{c}=f$ or, more generally, that $f_{c}$ and $f$ have the same optimizer ( $\zeta=0$ as described below). This may be the case when comparison and direct queries come from the same agent, such as the preference elicitation example in the introduction.
- Dueling-Choice Bandits with misspecified comparisons: We assume $f_{c} \approx f$. In many cases, comparisons are from a different source (e.g. experts) than direct queries (e.g. experiments), and this can result in a biased $f_{c}$. To this end, we assume a bounded difference near the optimum:
Assumption 1. Let $f^{*}=\max _{x} f(x)$ and $f_{c}^{*}=\max _{x} f_{c}(x)$. There exists a constants $\zeta$ such that for any point $x \in \mathcal{X}$ we have $\left|\left(f_{c}^{*}-f_{c}(x)\right)-\left(f^{*}-f(x)\right)\right| \leq \zeta$.
In words, when we get $\varepsilon$-close to the maximum of $f$, we are at least $(\varepsilon+\zeta)$-close to the maximum of $f_{c}$, and vice versa. Under this assumption, we would require both comparison and direct queries if we want to achieve optimization error smaller than $\zeta$.
We note that our results can be generalized to the case where Assumption 1 only holds for $x \in\left\{x: f^{*}-f(x) \leq \tau\right\}$ for some fixed constant $\tau$.

Smoothness Assumptions. We assume that the target function $f$ lies in a reproducing kernel Hilbert space (RKHS) $\mathcal{H}_{\kappa}$ induced by kernel $\kappa$, and that the RKHS norm of $f$ is bounded: $\|f\|_{\kappa} \leq B$ for a known constant $B$. This assumption is also analyzed in [56, 156] for traditional bandits. We note that every function $f \in \mathcal{H}_{\kappa}$ has a finite kernel norm. When $\kappa$ is the linear kernel, $\|f\|_{\kappa} \leq B$ induces that $f$ is $B$-Lipschitz.
Budgets and Regrets. We analyze the problem of optimizing $f$ under a given cost budget $\Lambda$. Suppose a direct query costs $\lambda_{l}$ units of some resource and a comparison costs $\lambda_{c}<\lambda_{l}$. Also, let $\bar{n}_{\Lambda}=\left\lceil\frac{\Lambda}{\lambda_{c}}\right\rceil$ be the upper bound on number of queries when we use all the budget on comparisons, and $\underline{n}_{\Lambda}=\left\lfloor\frac{\Lambda}{\lambda_{l}}\right\rfloor$ be the corresponding lower bound when we only use direct queries. Also let $q_{t}=$ label if we make direct queries at iteration $t$, and $q_{t}=$ comp otherwise. We analyze the

[^5]simple regret under budget $\Lambda$, defined as follows:
\[

$$
\begin{align*}
& S(\Lambda)=\min _{t} r_{t}  \tag{4.1}\\
& =\min _{t} \begin{cases}f^{*}-f\left(x_{t}\right) & \text { if } q_{t}=\text { label } \\
\min \left\{f^{*}-f\left(x_{t}\right), f^{*}-f\left(x_{t}^{\prime}\right)\right\}, & \text { if } q_{t}=\text { comp }\end{cases}
\end{align*}
$$
\]

In words, we calculate the minimum regret achieved by either comparison or direct queries. We compute simple regret over all direct queries; for comparisons, we adopt the notion of weak regret employed in [200]. Here we choose simple regret because our target is to optimize function $f$, and cumulative regret is typically not relevant for our setting. Our method can also be easily extended to the optimizer error setting, where the algorithm gives an estimation of the optimum when it ends. In analyzing the regret rates, we use $O(\cdot)$ to ignore constants, and $\tilde{O}(\cdot)$ to ignore log terms in the regret bounds.

### 4.5.1 The Gaussian Process Back End

We base our methods on Gaussian Process, with kernel function $\kappa$. If $f$ was sampled from the Gaussian process $\mathcal{G} \mathcal{P}(0, \kappa)$, and the direct queries were coming from $f$ plus a Gaussian noise, i.e., $\mathcal{D}=\left\{\left(x_{i}, y_{i}\right)\right\}_{i=1}^{t}$ with $y_{i}=f\left(x_{i}\right)+\varepsilon, \varepsilon \sim \mathcal{N}\left(0, \eta^{2}\right)$, then the posterior distribution at $f(x) \mid \mathcal{D}$ would be a Gaussian $\mathcal{N}\left(\mu_{t}(x), \sigma_{t}(x)\right)$ with

$$
\begin{align*}
& \mu_{t}(x)=k^{T}\left(K+\eta^{2} I_{t}\right)^{-1} Y,  \tag{4.2}\\
& \sigma_{t}(x)=\kappa(x, x)-k^{T}\left(K+\eta^{2} I_{t}\right)^{-1} k
\end{align*}
$$

Here $Y=\left(y_{1}, \ldots, y_{t}\right)^{T}, k=\left(\kappa\left(x, x_{1}\right), \ldots, \kappa\left(x, x_{t}\right)\right)^{T}$, and matrix $K \in \mathbb{R}^{t \times t}$ is given by $K_{i j}=$ $\kappa\left(x_{i}, x_{j}\right)$, and $I_{t}$ is the $t \times t$ identity matrix.

Remark. We note that the Gaussian noise and prior is only assumed to derive updates to the mean and variance in the algorithm, and we do not assume the actual feedbacks follow a Gaussian model, nor the functions are sampled from the Gaussian process. We only assume that $f$ have bounded norm in $\mathcal{H}_{\kappa}$ and that $\varepsilon$ is bounded in $[-\eta, \eta]$, as stated in the beginning of Section 4.5. This is the same as the agnostic setting in GP-UCB [56, 156].

The Maximum Information Gain. As in previous works on GP [56, 103], our results will depend on the maximum information gain [156] between function measurements and the function values, defined as below:
Definition 1. Suppose $A \subseteq \mathcal{X}$ is a subset of feature space, and $\tilde{A}=\left\{x_{1}, \ldots, x_{n}\right\} \subseteq A$ is a finite subset of $A$. Then the maximum information gain on $A$ with $n$ evaluations is defined as $\Phi_{n}(A)=\max _{\tilde{A} \subseteq A,|\tilde{A}|=n} I\left(f_{\tilde{A}}+\varepsilon_{\tilde{A}} ; f_{\tilde{A}}\right)$, where $f_{\tilde{A}}=[f(x)]_{x \in \tilde{A}}, \varepsilon_{\tilde{A}} \sim \mathcal{N}\left(0, \eta^{2} I\right)$, and $I(X, Y)=$ $H(X)-H(X \mid \bar{Y})$ is the mutual information.

When $\mathcal{X} \subseteq \mathbb{R}^{d}$ is compact and convex, [156] shows that i) for linear kernel $\kappa, \Phi_{n}(\mathcal{X})=$ $O(d \log n)$; ii) for squared exponential (SE, or RBF) kernel, $\Phi_{n}(\mathcal{X})=O\left((\log n)^{d+1}\right)$; iii) For Matérn kernels $\kappa\left(x, x^{\prime}\right)=\frac{2^{1-\nu}}{\Gamma(\nu)}\left(\frac{\sqrt{2 \nu} z}{\rho}\right)^{\nu} B_{\nu}\left(\frac{\sqrt{2 \nu} z}{\rho}\right)$, we have $\Phi_{n}(\mathcal{X})=O\left(n^{\frac{d(d+1)}{2 \nu+d(d+1)}} \log n\right)$.

Review of GP-UCB and IGP-UCB. Previous sequential optimization has adopted the upper confidence bound (UCB) principle, where we maintain a high-confidence upper bound $\phi: \mathcal{X} \rightarrow \mathbb{R}$
for all $x \in \mathcal{X}$, such that $f(x) \leq \phi(x)$ with high probability. Our algorithm builds on UCB algorithms for GP, namely GP-UCB [156] and IGP-UCB [56] (the latter is an improvement of the former).

The GP-UCB [156] and IGP-UCB [56] can be unified as in Algorithm 8. In time step $t$ of optimization, IGP-UCB queries the point that maximizes the confidence upper bound in the form $\mu_{t-1}^{(l)}(x)+\beta_{t} \sigma_{t-1}^{(l)}(x)$, where $\mu_{t-1}^{(l)},\left(\sigma_{t-1}^{(l)}\right)^{2}$ are the posterior mean and variance function of the GP from step $t-1$, and $\beta_{t}$ is a multiplier that increases with $t$. In time step $t$ of optimization, IGP-UCB queries the point that maximizes the confidence upper bound in the form $\mu_{t-1}^{(l)}(x)+\beta_{t} \sigma_{t-1}^{(l)}(x)$, where $\mu_{t-1}^{(l)},\left(\sigma_{t-1}^{(l)}\right)^{2}$ are the posterior mean and variance function of the GP from step $t-1$, and $\beta_{t}$ is a multiplier that increases with $t$. The algorithms only differ at their assumptions and thus the choice of $\beta_{t}$. Our setting of $\beta_{t}^{(r)}$ and $\beta_{t}$ is similar to IGP-UCB, as we focus more on the agnostic function setting.

```
Algorithm 8 GP-UCB and IGP-UCB
Input: Budget \(\Lambda\)
    Set \(D_{0}^{l}=\emptyset,\left(\mu_{0}^{(l)}, \sigma_{0}^{(l)}\right)=\left(0, \kappa^{1 / 2}\right), t \leftarrow 0\)
    for \(t=1,2, \ldots, \underline{n}_{\Lambda} \mathbf{d o}\)
        Compute \(x_{t}=\arg \max _{x \in \mathcal{X}} \mu_{t-1}(x)+\beta_{t} \sigma_{t-1}(x)\)
        Query \(f\left(x_{t}\right)\) and obtain feedback \(y_{t}\)
        Use \(y_{t}\) and 4.2 to perform posterior updates, and obtain \(\mu_{t}^{(l)}, \sigma_{t}^{(l)}\)
    end for
```


### 4.5.2 The Borda Function $f_{r}$

A straightforward way to incorporate comparisons into optimization is to use them to compute a GP posterior of either $f$ or $f_{c}$. However, we will face several difficulties. Firstly, the posterior based on comparisons cannot be analytically computed. Also, we cannot compute the joint posterior based on both direct queries and comparisons, since $f$ and $f_{c}$ can be different. Lastly, comparisons might not be truthful and can be inconsistent; i.e., human might give contradicting comparisons like $x_{1} \succ x_{2} \succ x_{3} \succ x_{1}$ [206].

We instead consider a different function directly related to $f_{c}$, defined as $f_{r}(x)=\operatorname{Pr}[x \succ X]$, where $X$ is randomly chosen from $\mathcal{X}$. In words, $f_{r}(x)$ is the probability that $x$ beats a random point $X \in \mathcal{X}$. We refer to $f_{r}$ as the Borda function, inspired by Borda scores in the dueling bandits literature [90, 206]. An advantage of using $f_{r}$ is that we can obtain unbiased estimates of $f_{r}(x)$ by comparing $x$ to a random point in $X \in \mathcal{X}$.

It is easy to see that $f_{r}$ should have the same optimizer as $f_{c}$. We make the following assumption to ensure usefulness of comparisons:

## Assumption 2. Let $f_{r}^{*}=\max _{x} f_{r}(x)$ and $f_{c}^{*}=\max _{x} f_{c}(x)$. There exists constants $L_{1}, L_{2}$ such

 that for every $x \in \mathcal{X}$ we have $\frac{1}{L_{1}}\left(f_{c}^{*}-f_{c}(x)\right) \leq f_{r}^{*}-f_{r}(x) \leq L_{2}\left(f_{c}^{*}-f_{c}(x)\right)$.In other words, difference in $f_{c}$ will cause a difference of similar scale in $f_{r}$. This requires that the comparisons induces a Borda function $f_{r}$ such that $f_{r}$ is close to $f_{c}$ at its optimum, and that $f_{r}$ and $f_{c}$ has the same optimizer. We note that this is a quite weak assumption, as we do not restrict
the result of comparing individual points $x, x^{\prime}$ to comply with $f_{c}(x)-f_{c}\left(x^{\prime}\right)$, i.e., comparisons do not need to be consistent. We can show that Assumption 2 holds under the link function setting, when $\sigma$ is Lipschitz continuous:
Proposition 46. Suppose comparisons follows a link function $\sigma$ with a Lipschitz constant between $\left[1 / L_{1}, L_{2}\right]$, i.e., $\frac{|\sigma(x)-\sigma(y)|}{|x-y|} \in\left[\frac{1}{L_{1}}, L_{2}\right], \forall x, y \in \mathbb{R}$, then Assumption 2 holds.

We comment that common link functions such as BTL [38] and Thurstone [162] all have bounded Lipschitz functions if $f_{c}$ is bounded.

Lastly, we note that [8] also compare $x$ to a random point $X$, and use the feedback to update the function estimates. However, their method relies on a linear link function $\sigma(x)=\frac{1+x}{2}$ and cannot be applied for BTL or Thurstone models.

```
Algorithm 9 COMP-GP-UCB
Input: Comparison bias \(\zeta\), comparison exploration threshold \(\gamma\), confidence \(\delta\)
    Set \(D_{0}^{r}=D_{0}^{l}=\emptyset,\left(\mu_{0}^{(r)}, \sigma_{0}^{(r)}\right)=\left(\mu_{0}^{(l)}, \sigma_{0}^{(l)}\right)=\left(0, \kappa^{1 / 2}\right), t \leftarrow 0\)
    repeat
        Compute \(x_{t}=\arg \max _{x \in \mathcal{X}} \mu_{t-1}^{(r)}(x)+\beta_{t}^{(r)} \sigma_{t-1}^{(r)}(x)\)
        \(\operatorname{QUERY}\left(x_{t}\right.\), comp)
    until \(\beta_{t}^{(r)} \sigma_{t-1}^{(r)}\left(x_{t}\right) \leq \gamma\) or budget exhausted
    Let \(\hat{f}_{r}=\mu_{t-1}^{(r)}\left(x_{t}\right)-\beta_{t}^{(r)} \sigma_{t-1}^{(r)}\left(x_{t}\right)\)
    while Budget not exhausted do
        Let \(\phi_{t}^{(r)}(x)=\mu_{t-1}^{(r)}(x)+\beta_{t}^{(r)} \sigma_{t-1}^{(r)}(x)-\hat{f}_{r}+L_{2} \zeta\)
        Compute \(x_{t}=\arg \max _{x \in \mathcal{X}: \phi_{t}^{(r)}(x) \geq 0} \mu_{t-1}^{(l)}(x)+\beta_{t} \sigma_{t-1}^{(l)}(x)\)
        if \(\beta_{t}^{(r)}\left(x_{t}\right) \sigma_{t-1}^{(r)}\left(x_{t}\right) \geq \gamma\) then \(\operatorname{QUERY}\left(x_{t}\right.\), comp \()\)
        else \(\operatorname{QUERY}\left(x_{t}\right.\), label)
        end if
        \(t \leftarrow t+1\)
    end while
    procedure QUERY(query point \(x_{t}\), query type \(q_{t}\) )
        if \(q_{t}=\) comp then
            Sample \(x^{\prime}\) randomly from \(\mathcal{X}\) and query to compare ( \(x_{t}, x^{\prime}\) ), obtain \(z_{t}\)
            Update \(D_{t}^{c} \leftarrow D_{t-1}^{c} \cup\left\{\left(x_{t}, z_{t}\right)\right\}, D_{t}^{l} \leftarrow D_{t-1}^{l}\)
            Perform Bayesian update for \(\mu_{t}^{(r)}, \sigma_{t}^{(r)}\) based on \(D_{t}^{c}\) with \(y_{t}=z_{t}\) following 4.2)
        else
            Query direct labels for \(x_{t}\) and obtain \(y_{t}\)
            Update \(D_{t}^{l} \leftarrow D_{t-1}^{l} \cup\left\{\left(x_{t}, y_{t}\right)\right\}, D_{t}^{c} \leftarrow D_{t-1}^{c}\)
            Perform Bayesian update for \(\mu_{t}^{(l)}, \sigma_{t}^{(l)}\) based on \(D_{t}^{l}\) following 4.2)
        end if
    end procedure
```


### 4.5.3 The COMP-GP-UCB Algorithm

We describe our COMP-GP-UCB along with its analysis in this section. When $\zeta$ is known and given, COMP-GP-UCB is formally described in Algorithm 9 . Our algorithm works both for unbiased comparisons $(\zeta=0)$ and misspecified comparisons $(\zeta>0)$. COMP-GP-UCB is an anytime algorithm, meaning that it does not need to know the total budget $\Lambda$ before it begins. For any input $\zeta \geq 0$, the high-level idea is to constrain the search region for $f$ using comparisons to the set $\mathcal{H}:=\left\{x: f_{r}(x) \geq f_{r}^{*}-L_{2} \zeta\right\}$ where $f_{r}^{*}=\max _{x} f_{r}(x)$. $\mathcal{H}$ is guaranteed to contain the optimizer $f$ under our assumptions; To see this, let $x^{*}$ be any optimizer of $f$, and we have $f_{r}^{*}-f_{r}\left(x^{*}\right) \leq L_{2}\left(f_{c}^{*}-f_{c}\left(x^{*}\right)\right) \leq L_{2}\left(f^{*}-f\left(x^{*}\right)+\zeta\right)=L_{2} \zeta$. The first inequality follows from Assumption 2 and the second one follows from Assumption 1. It is easy to see that $\mathcal{H}$ is much smaller than $\mathcal{X}$ if comparisons are mostly correct (i.e., $\zeta$ is small); therefore we can explore more efficiently by restricting the search on $\mathcal{H}$.

COMP-GP-UCB takes as input $\zeta$, a parameter $\gamma$ to control exploration on comparisons, and a confidence level $\delta$. We keep track of posteriors $\left(\mu^{(l)}, \sigma^{(l)}\right),\left(\mu^{(r)}, \sigma^{(r)}\right)$ for $f$ and $f_{r}$ respectively, and construct confidence intervals $\mu_{t-1}^{(l)}(x) \pm \beta_{t} \sigma_{t-1}^{(l)}(x), \mu_{t-1}^{(r)}(x) \pm \beta_{t}^{(r)} \sigma_{t-1}^{(r)}(x)$. Since $f_{r}$ is unknown, to approximate $\mathcal{H}$, the algorithm adopts a two-phase approach: In the first phase (Step 2.57, we optimize $f_{r}$ using comparison queries until $\beta_{t}^{(r)} \sigma_{t-1}^{(r)}\left(x_{t}\right) \leq \gamma$, i.e., the queried point has confidence of at least $\gamma$. At the end of the first phase, we compute $\hat{f}_{r}$ as a lower bound for $f_{r}^{*}$. Next, we start the second phase exploring $f$ (Step $7 \boldsymbol{7} \mid 14$ ). We select the query point $x_{t}$ based on a filtering $\phi_{t}^{(r)}(x) \geq 0$; the filtering approximates the constraint set $\mathcal{H}$ by combining the current UCB of $f_{r}$ and the LCB $\hat{f}_{r}$ from the first phase. Then the algorithm optimizes the UCB of $f$ under the constraint of $\phi_{t}^{(r)}(x) \geq 0$. While doing this, we check the UCB of $f_{r}$ at the maximizer $x_{t}$ and if we are not confident about $f_{r}\left(x_{t}\right)$, we query a comparison, or otherwise we make a direct query as in GP-UCB.

The query process is described in the procedure QuERY. For direct queries, we query $x_{t}$ directly, and update the posterior of $f$ according to (4.2); for comparisons, we compare $x_{t}$ with a random point $x^{\prime}$, and use the result as feedback to update posterior of $f_{r}$. We note that this comparison result is an unbiased estimate of $f_{r}\left(x_{t}\right)$.

The Two-Phase Approach. Both phases are critical for the algorithm to succeed. The first phase is important in two ways: Firstly, it helps to get a low regret in the unbiased comparisons setting, and in the initial stages of the algorithm when only comparison queries are used for the biased (misspecified comparison) setting. Also, it gives a lower bound $\hat{f}_{r} \leq f_{r}^{*}$ of the optimum of $f_{r}$ at Step 6 which will be used to approximate the constraint set $\mathcal{H}$. Then we use the second phase to obtain low regret in the biased comparison case.

Choice of $\phi_{t}^{(r)}$. The choice of $\phi_{t}^{(r)}$ is critical for the algorithm to succeed. We want that the region $S=\left\{x: \phi_{t}^{(r)}(x) \geq 0\right\}$ is not too small or too large: we need that every maximizer $x^{*}$ of $f$ is in $S$, while also excluding as many points as possible using the information from $f_{r}$. To achieve the former, we have added $L_{2} \zeta$ to the confidence interval to account for the difference in $f_{c}$ and $f$. To achieve the latter, we need both a good UCB of $f_{r}$ and a good LCB of $f_{r}^{*}=\max f_{r}(x)$. The good UCB is ensured by the check at Step 10, we only make direct queries when we are confident enough about $f_{r}\left(x_{t}\right)$. The good LCB is ensured by the first phase, where we compute $\hat{f}_{r}$; without the first phase $\hat{f}_{r}$ can be arbitrarily bad and it will lead to suboptimal direct queries. In the proof
we show that when $\phi_{t}^{(r)}(x) \geq 0$ and $\beta_{t}^{(r)}(x) \sigma_{t-1}^{(r)}(x) \geq \gamma, x$ belongs to an approximation of $\mathcal{H}$. So the two constraints combined ensure that we use direct queries to explore $\mathcal{H}$.

We now present our theoretical results. We defer full proofs to the appendix due to space constraints. We first analyze the unbiased comparison case. In this case, we have $\zeta=0$, and we only need comparisons to achieve low regret. Therefore we run COMP-GP-UCB with $\zeta=\gamma=0$; in this case, the algorithm only executes the first phase, and only uses comparisons to optimize $f_{r}$. We obtain the following guarantee.
Theorem 47. Suppose Assumption 2 holds, and $f_{c}=f$. Let $\beta_{t}^{(r)}=2 B+\sqrt{2\left(\Phi_{t-1}(\mathcal{X})+1+\log (1 / \delta)\right)}$.
There exists a constant $C$ dependent on $d, \kappa$ such that COMP-GP-UCB with $\zeta=\gamma=0$ has $a$ simple regret bounded by

$$
\begin{equation*}
S(\Lambda) \leq C\left(B+\sqrt{\left(\Phi_{\bar{n}_{\Lambda}}(\mathcal{X})+\log (1 / \delta)\right)}\right) \sqrt{\frac{\Phi_{\bar{n}_{\Lambda}}(\mathcal{X})}{\bar{n}_{\Lambda}}} . \tag{4.3}
\end{equation*}
$$

Remark. IGP-UCB [56] in the label-only setting has regret of form

$$
\begin{align*}
& S_{\mathrm{IGP}-\mathrm{UCB}}(\Lambda) \leq  \tag{4.4}\\
& C\left(B+\sqrt{\left(\Phi_{\underline{n}_{\Lambda}}(\mathcal{X})+\log (1 / \delta)\right)}\right) \sqrt{\frac{\Phi_{\underline{n}_{\Lambda}}(\mathcal{X})}{\underline{n}_{\Lambda}}}
\end{align*}
$$

where $\underline{n}_{\Lambda}=\left\lfloor\frac{\Lambda}{\lambda_{l}}\right\rfloor$. This is the same form as 4.3$\rceil$, but with $\bar{n}_{\Lambda}$ replaced with $\underline{n}_{\Lambda}$. Recall that $\bar{n}_{\Lambda}$ is the number of queries when we use all the budget on comparisons, and $\underline{n}_{\Lambda}$ is the number for using all budget on direct queries. In other words, COMP-GP-UCB has the same rate as IGP-UCB as if direct queries are as cheap as comparisons. When comparisons are much cheaper than direct queries, COMP-GP-UCB leads to a great advantage by significantly reducing the number of direct queries needed.

We then analyze COMP-GP-UCB in the misspecified comparison setting $(\zeta>0)$. In this setting, comparisons act as a filter on $\mathcal{X}$ to reduce the search region for direct queries. When $f_{c}$ approximates $f$ well (i.e., a small $\zeta$ ), the set $\mathcal{H}=\left\{x: f_{r}(x) \geq f_{r}^{*}-L_{2} \zeta\right\}$ is much smaller than the feature space $\mathcal{X}$. Therefore by using comparisons, we wish to replace the $\Phi_{n_{0}}(\mathcal{X})$ term in 4.4) by $\Phi_{n_{0}}(\mathcal{H})$, effectively exploring a smaller region. We show that COMP-GP-UCB can have a similar behavior by exploring on a slightly larger set dependent on $\gamma$, defined as $\mathcal{H}^{\gamma}=\left\{x \in \mathcal{X}: f_{r}(x) \geq f_{r}^{*}-L_{2} \zeta-4 \gamma\right\}$. The following theorem characterizes the regret of COMP-GP-UCB under the misspecified comparison setting.
Theorem 48. Suppose Assumptions 2 and 1 hold, and $\zeta$ is known. Let $\beta_{t}^{(r)}$ be the same as in Theorem 47 and $\beta_{t}=2 B+\sqrt{2\left(\Phi_{t-1}\left(\mathcal{H}^{\gamma}\right)+1+\log (1 / \delta)\right)}$. There exists constants $\Lambda_{0}, C$ dependent on $\zeta, \gamma, B, d, \kappa$ such that if when $\Lambda \geq \Lambda_{0}$ we have $S(\Lambda) \leq \min \left\{S_{1}, S_{2}\right\}$, where

$$
\begin{aligned}
S_{1}= & 2 L_{1} \gamma+\zeta+ \\
& C\left(B+\sqrt{\left(\Phi_{\bar{n}_{\Lambda}}(\mathcal{X})+\log (1 / \delta)\right)}\right) \sqrt{\frac{\Phi_{\bar{n}_{\Lambda}}(\mathcal{X})}{\bar{n}_{\Lambda}}} \\
S_{2}= & C\left(B+\sqrt{\left(\Phi_{\underline{n}_{\Lambda}}\left(\mathcal{H}^{\gamma}\right)+\log (1 / \delta)\right)}\right) \sqrt{\frac{\Phi_{\underline{n}_{\Lambda}}\left(\mathcal{H}^{\gamma}\right)}{\underline{n}_{\Lambda}}} .
\end{aligned}
$$

We discuss about the bounds and setup of parameters before coming to the proof of Theorem 48.

Remarks. The regret bound in Theorem 48 enjoys best of both worlds from comparisons and direct queries. The first bound has the same form as in Theorem 47 but with another $2 L_{1} \gamma+\zeta$ term. This comes from the first phase of COMP-GP-UCB, and the extra term comes from the fact that $f_{c} \neq f$. In the second phase, the algorithm achieves the second bound $S_{2}$, which is the rate of using $\underline{n}_{\Lambda}$ direct queries to explore $\mathcal{H}^{\gamma}$. Compared with (4.4), the second bound has the same rate on $\underline{n}_{\Lambda}$, but with a reduced search region $\mathcal{H}^{\gamma}$ and a startup budget $\Lambda_{0}$ for comparisons to work. When $f_{c}$ is a good approximation to $f, \mathcal{H}^{\gamma}$ is much smaller than $\mathcal{X}$ and will lead to a great improvement in the number of direct queries needed.

Setup of parameters. 1. Setting $\gamma: \gamma$ acts as a threshold for exploring comparisons in both phases of COMP-GP-UCB. A small $\gamma$ will lead to a small $\mathcal{H}^{\gamma}$ and therefore better regret rates; but it will also make the algorithm spend more time on comparisons before moving to direct queries, i.e., a large $\Lambda_{0}$. One plausible choice for $\gamma$ is to set $\gamma=\frac{1}{L_{2}} \zeta$, and this will make $\mathcal{H}^{\gamma} \approx \mathcal{H}$.
2. Setting $\beta_{t}$ : The setup for $\beta_{t}$ in Theorem 48 requires knowing $\Phi_{t}\left(\mathcal{H}^{\gamma}\right)$ before algorithm starts and this is unrealistic to set up. However, in practice the default choice for $\beta_{t}$ is often very loose and hand-tuned values are used instead (e.g., [103] uses $\beta_{t}=0.2 d \log (2 t)$ ). In this sense this setup for $\beta_{t}$ does not affect its practical use. For theoretical purposes, we can also set $\beta_{t}=\beta_{t}^{(r)}$; this leads to a regret rate of $\tilde{O}\left(\frac{\left(B+\sqrt{\Phi_{n_{\Lambda}}(\mathcal{X})}\right) \sqrt{\Phi_{n_{\Lambda}}\left(\mathcal{H}^{\gamma}\right)}}{\sqrt{n_{\Lambda}}}\right)$, slightly larger than the current rate but still smaller than GP-UCB.

Proof Sketch. We prove Theorem 48 and Theorem 47 follows as a corollary. For the first bound, if we have left phase 1 and entered phase 2, let $T_{0}$ be the time that we leave phase 1 . By routine calculation we can show

$$
\begin{equation*}
S(\Lambda) \leq f^{*}-f\left(x_{T_{0}}\right) \leq L_{1}\left(f_{r}^{*}-f_{r}\left(x_{T_{0}}\right)\right) \leq 2 L_{1} \gamma+\zeta . \tag{4.5}
\end{equation*}
$$

On the other hand, if we do not finish phase 1 (e.g., when $\zeta=\gamma=0$ ), we can follow the proof of IGP-UCB [56] and show that

$$
\begin{equation*}
S(\Lambda) \leq C \beta_{\bar{n}_{\Lambda}}^{(r)} \sqrt{\frac{\Phi_{\bar{n}_{\Lambda}}\left(\overline{\mathcal{H}^{\gamma}}\right)}{\bar{n}_{\Lambda}}}+\zeta . \tag{4.6}
\end{equation*}
$$

Combining (4.5) and (4.6) we get the first bound $S_{1}$.
Now we show the second bound $S_{2}$. Suppose the algorithm makes $n$ queries. For any set $A \subseteq \mathcal{X}$, let $T_{n}^{r}(A)$ be the number of comparison queries into $A$ when the algorithm has made $n$ queries, and $T_{n}^{l}(A)$ be the number of direct queries. We have

$$
n=T_{n}^{r}(\mathcal{X})+T_{n}^{l}\left(\overline{\mathcal{H}^{\gamma}}\right)+T_{n}^{l}\left(\mathcal{H}^{\gamma}\right) .
$$

For the first term, we show that there exists a constant $C_{\kappa}$ such that $T_{n}^{r}(\mathcal{X}) \leq C_{\kappa}\left(\frac{\beta_{n}^{(r)}}{\gamma}\right)^{p+2}$, where $p=d$ for SE kernel and $p=2 d$ for Matérn kernel. For the second term, we show that our algorithm makes sure that $T_{n}^{l}\left(\overline{\mathcal{H}^{\gamma}}\right)=0$, i.e., it always query in $\overline{\mathcal{H}^{\gamma}}$ when it uses direct queries. These two results combined can show that we allocate at least $\underline{n}_{\Lambda} / 2$ direct queries to explore $\mathcal{H}^{\gamma}$. The second bound $S_{2}$ then follows by bounding the regret similar to IGP-UCB.

```
Algorithm 10 COMP-GP-UCB for unknown \(\zeta\)
Input: Threshold \(\gamma\), comparison bias starting point \(\zeta_{0}\), bias upper bound \(\zeta_{\text {max }}\), budget \(\Lambda\)
    Set \(D_{0}^{r}=D_{0}^{l}=\emptyset,\left(\mu_{0}^{(r)}, \sigma_{0}^{(r)}\right)=\left(\mu_{0}^{(l)}, \sigma_{0}^{(l)}\right)=\left(0, \kappa^{1 / 2}\right), t \leftarrow 0, k \leftarrow 0, N_{l} \leftarrow 0\)
    repeat
        Compute \(x_{t}=\arg \max _{x \in \mathcal{X}} \mu_{t-1}^{(r)}(x)+\beta_{t}^{(r)} \sigma_{t-1}^{(r)}(x)\)
        \(\operatorname{QUERY}\left(x_{t}\right.\), comp)
    until \(\beta_{t}^{(r)} \sigma_{t-1}^{(r)}\left(x_{t}\right) \leq \gamma\)
    Let \(\hat{f}_{r}=\mu_{t-1}^{(r)}\left(x_{t}\right)-\beta_{t}^{(r)} \sigma_{t-1}^{(r)}\left(x_{t}\right)\)
    while \(\zeta_{k} \leq \zeta_{\text {max }}\) do
        Let \(\phi_{t}^{(r)}(x)=\mu_{t-1}^{(r)}(x)+\beta_{t}^{(r)} \sigma_{t-1}^{(r)}(x)-\hat{f}_{r}+2 L_{2} \zeta_{k}\)
        Compute \(x_{t}=\arg \max _{x \in \mathcal{X}: \phi_{t}^{(r)}(x) \geq 0} \mu_{t-1}^{(l)}(x)+\beta_{t} \sigma_{t-1}^{(l)}(x)\)
        if \(\beta_{t}^{(r)}\left(x_{t}\right) \sigma_{t-1}^{(r)}\left(x_{t}\right) \geq \gamma\) then \(\operatorname{QuERY}\left(x_{t}\right.\), comp \()\)
        else
            \(\operatorname{QUERY}\left(x_{t}\right.\), label \()\)
                \(N_{l} \leftarrow N_{l}+1\)
        end if
        if \(N_{l} \geq \frac{\underline{n}_{\Lambda}}{2\left\lceil\log \left(\zeta_{\max } / \zeta_{0}\right)\right]}\) then
            \(N_{l} \leftarrow 0, \zeta_{k+1} \leftarrow 2 \zeta_{k}, k \leftarrow k+1\)
        end if
        \(t \leftarrow t+1\)
    end while
```


### 4.5.4 COMP-GP-UCB with Unknown $\zeta$

In practice, we cannot know $\zeta$ in general, and it is even hard to verify whether $\left\|f_{c}-f\right\|_{\infty} \leq \zeta$ holds for a given $\zeta$. On the other hand, we can often know an upper bound $\zeta_{\max }$ such that $\zeta \leq \zeta_{\max }$. For example, if we know both $f$ and $f_{c}$ are bounded in $\left[-B_{\infty}, B_{\infty}\right]$ we naturally have $\left\|f_{c}-f\right\|_{\infty} \leq 2 B_{\infty}$. However, Algorithm 9 is not useful if we set $\zeta=2 B_{\infty}$, because that will lead to a constraint set $\mathcal{H}=\left\{x: f_{r}(x) \geq f_{r}^{*}-2 L_{2} B_{\infty}\right\}$ that can be as large as $\mathcal{X}$ and we have to explore the whole feature space with direct queries. We develop a slightly different method in Algorithm 10 that tries to search $\zeta$ between an initial value $\zeta_{0}$ and the upper bound $\zeta_{\text {max }}$, and adapts to the true $\zeta$.

Algorithm 10 works in the finite-horizon scenario, where the budget $\Lambda$ is given as input. The process of Algorithm 10 is mostly similar to Algorithm 9 , except that it uses $\zeta_{k}$ in the second phase in place of $\zeta$. We optimize the function as if Assumption 1 holds for $\zeta_{k}$. $\zeta_{k}$ starts from $\zeta_{0}$; at step 15 , once we have spent enough queries at the current estimate of $\zeta$, we double the current $\zeta_{k}$. We iterate until we reach $\zeta_{k}>\zeta_{\max }$. The threshold for $N_{l}, \frac{n_{\Lambda}}{2\left[\log \left(\zeta_{\max } / \zeta_{0}\right)\right]}$, is chosen such that we divide a label budget of $\underline{n}_{\Lambda} / 2$ direct queries equally among the $\left\lceil\log \left(\zeta_{\max } / \zeta_{0}\right)\right\rceil$ possible values of the $\zeta_{k}$ 's. The constant 2 is chosen arbitrarily here; any choice of $\underline{n}_{\Lambda} / c$ for a constant $c>1$ will obtain the same rate.

We present our theoretical results as a corollary to Theorem 48. Since we cannot find the exact $\zeta$, our results depend on a slightly larger $\bar{\zeta}=\max \left\{2 \zeta, \zeta_{0}\right\}$. We use $\hat{H}^{\gamma}=\left\{x \in \mathcal{X}: f_{r}(x) \geq\right.$
$\left.f_{r}^{*}-2 L_{2} \bar{\zeta}-4 \gamma\right\}$ to represent the constraint set of interest when $\zeta$ is replaced by $\bar{\zeta}$.
Corollary 49. Suppose Assumptions 2 and 1 hold, and $\zeta \leq \zeta_{\max }$. Under the same setting of $\beta_{t}^{(r)}, C, \Lambda_{0}$ as in Theorem 48 and $\beta_{t}=2 B+\sqrt{2\left(\Phi_{t-1}\left(\hat{H}^{\gamma}\right)+1+\log (1 / \delta)\right)}$, the simple regret of Algorithm 10 satisfies $\overline{S(\Lambda)} \leq \min \left\{S_{1}, S_{2}\right\}$, where

$$
\begin{aligned}
S_{1}= & 2 L_{1} \gamma+2 \zeta+ \\
& C\left(B+\sqrt{\left(\Phi_{\bar{n}_{\Lambda}}(\mathcal{X})+\log (1 / \delta)\right)}\right) \sqrt{\frac{\Phi_{\bar{n}_{\Lambda}}(\mathcal{X})}{\bar{n}_{\Lambda}}} \\
S_{2}= & C\left(B+\sqrt{\left(\Phi_{\underline{n}_{\Lambda}}\left(\hat{H}^{\gamma}\right)+\log (1 / \delta)\right)}\right) \sqrt{\frac{\Phi_{\underline{n}_{\Lambda}}\left(\hat{H}^{\gamma}\right)}{\underline{n}_{\Lambda}}} .
\end{aligned}
$$

Remark. 1. The regret rate of Corollary 49 is almost the same as Theorem 48 , except the set $\mathcal{H}^{\gamma}$ is replaced with $\hat{H}^{\gamma}$. We note that all the terms in the regret rate depend only on $\bar{\zeta}$ or $\zeta$, and do not depend on $\zeta_{\max }$. This means Algorithm 10 can adapt to unknown level of comparison bias $\zeta$. 2. Similar to Theorem 48, Corollary 49 also requires the unknown quantity $\Phi_{t}\left(\hat{H}^{\gamma}\right)$ to set $\beta_{t}$; in practice we can also use a similar hyper-parameter search to find this quantity. $\gamma$ also takes a similar effect as in Algorithm 9, and $\gamma=\frac{1}{L_{2}} \zeta_{0}$ can lead to $\hat{\mathcal{H}}^{\gamma} \approx \mathcal{H}$ and a practical algorithm. Again, setup of these parameters only depends on $\bar{\zeta}$ and is not affected by $\zeta_{\text {max }}$.

### 4.5.5 Comparison with MF-GP-UCB [103]

Our setting and method share some common characteristics as the multi-fidelity method MF-GP-UCB [103], and we formally discuss them here. Our setup is similar to MF-GP-UCB in the two-fidelity case, where the algorithm has access to the target function $f$ and its approximation $f^{(1)}$, with $\left\|f-f^{(1)}\right\|_{\infty} \leq \zeta$ for some known $\zeta>0$. Although we also assume $f_{c}$ is a good approximation for $f$ (in a weaker sense of being close in terms of $f^{*}$ and $f_{c}^{*}$, see Assumption 11, our setting is harder than MF-GP-UCB and their algorithm cannot be directly applied in our case. This is because we cannot directly query $f_{c}: f_{c}$ is only available through comparisons, and we will get the same set of comparisons from $f_{c}$ and $f_{c}+c$ for any constant $c$. In our case, we can only get unbiased estimates for $f_{r}$. However, it is unlikely that $\left\|f_{r}-f\right\|_{\infty}$ is small, because $f_{r}(x) \in[0,1]$ for all $x$ since it is the probability of beating a random point, whereas $f$ can have arbitrary values.

MF-GP-UCB bears some resemblance to the second phase in our Algorithm 9 , but they are principally different in choosing the next query point $x_{t}$. In the MF-GP-UCB algorithm, we have access to another function $f^{\prime}$ similar to $f$. The algorithm constructs two sets of UCBs $\phi(x), \phi^{\prime}(x)$ for $f$ and $f^{\prime}$ separately, and use $\min \left\{\phi(x), \phi^{\prime}(x)\right\}$ as a final UCB. In our case, UCBs of $f_{r}$ and $f$ are not comparable. Instead we use a novel constrained optimization approach based on observations in the first phase.

Another difference is that MF-GP-UCB needs the function difference $\zeta$ known beforehand, whereas our modified COMP-GP-UCB (Algorithm 10) can adapt to an unknown $\zeta$. We note that MF-GP-UCB does use a doubling mechanism in their experiments to make it practical, but they do not provide any theoretical guarantees.


Figure 4.2: Empirical results comparing COMP-GP-UCB with baseline methods. KSS stands for KernelSelfSparring.

### 4.5.6 Experiments

We perform experiments against plausible baselines to verify our theory and illustrate the efficacy of our algorithm, on both synthetic and real-world data. For comparison, we include state-ofart algorithms in the label-only and comparison-only setting, as well as an adapted version of MF-GP-UCB, as described below.
Experiment Setup. For synthetic data, we use functions from the multi-fidelity literature to produce comparisons on a lower fidelity and direct labels on a higher fidelity. In particular we use Currin exponential (CurrinExp, $d=2$ ) and Borehole $(d=8)$ [184] functions. We note that $f$ and $f_{c}$ have different values and maximizers. We do NOT add additional noise on direct queries for $f$.

For real-world data, we experiment with the SVM tuning task from the MF-GP-UCB paper
[103] and train a SVM classifier on the MAGIC Gamma dataset [68]. We tune the RBF kernel bandwidth and the soft margin coefficient within range $\left(10^{-3}, 10^{1}\right)$ and $\left(10^{-1}, 10^{5}\right)$. We randomly sample a training set of size 2,000 and a validation set of 500 from the original dataset. Direct labels take in the specified bandwidth and margin coefficient and return the corresponding validation accuracy. On the other hand, comparisons only use a (fixed) subset of size 500 from the training set (noisy but cheap) and return the validation accuracy on the same validation data.
Baselines. We evaluate the performance of COMP-GP-UCB against the following baselines: (1) GP-UCB[156]: The label-only algorithm optimizing UCB of GP posterior. (2) KernelSelfSparring[160]: A comparison-only algorithm that uses Thompson Sampling to optimize comparisons. We note that since $f \neq f_{c}$, optimizing comparisons cannot lead to the global optimum. (3) MF-GP-UCB[103]: Although MF-GP-UCB is not directly applicable in our case, we try to use it by using comparisons as the lower fidelity. When the algorithm selects to query the lower fidelity on $x_{t}$, we compare $x$ to a random point $X \in \mathcal{X}$ and use the result as feedback, the same process as COMP-GP-UCB.
Implementation Details. All methods use the RBF kernel for GP. For all methods we compute the simple regret 4.1 w.r.t. $f^{3}$. The results are averaged over 20 runs.

We apply basic techniques in Bayesian Optimization to conduct the experiments.

- Initial queries: All the algorithms were initialized with uniform random queries with an initial budget of $\Lambda_{0}=10$. For multi-fidelity methods (MF-GP-UCB and COMP-GP-UCB), we use $\Lambda_{0} / 2$ on comparisons and $\Lambda_{0} / 2$ on direct queries; for GP-UCB we use all $\Lambda_{0}$ on labels.
- Choice of kernel parameters: We estimate the kernel bandwidth and scale by maximizing marginal likelihood with respect to the initial random queries. We also update the kernel parameters by maximizing the marginal likelihood for the GP over the lower fidelity function after every 20 iterations, and for the GP over the true function after every 5 iterations.
- Setup of $\beta_{t}$ and $\beta_{t}^{(r)}$ We follow MF-GP-UCB and set $\beta=0.5 * \log (2 * t+\epsilon)=\beta_{t}^{(r)}$.
- Choosing query points. We use the DiRect algorithm [101] to maximize the marginal likelihood subject to parameter bounds, and to find the next query points.
- Choice of hyperparameters $\zeta, \gamma$. For synthetic experiments we set $\zeta=f\left(x^{*}\right)-f_{c}\left(x^{*}\right)$, where $x^{*}$ is the maximizer of $f$. For experiments on real data, we heuristically set $\zeta$ to be a large enough value (we use 0.15 in our experiments). We initialize $\gamma=\operatorname{range}(f) \cdot \zeta$, and whenever COMP-GP-UCB has queried 10 comparisons in a row, we double $\gamma$ (following MF-GP-UCB).
Cost Ratio. In practice, the relation between the costs of labels and comparisons can be complex. We call $\frac{\lambda_{l}}{\lambda_{c}}$ the cost ratio between labels and comparisons; the larger the cost ratio, the cheaper the comparisons. Our algorithm generally works for a cost ratio $\frac{\lambda_{l}}{\lambda_{c}}>1$. We test the performance under various cost ratios in our experiment. Unless otherwise specified, for all the experiments with a varying budget we follow the setup of MF-GP-UCB and use $\lambda_{c}=0.1$ and $\lambda_{l}=1$, and use a total budget of up to $\Lambda=100$. For all the experiments with a varying cost ratio, we set $\Lambda=100, \lambda_{l}=1$, and vary the cost ratio between $[1,10]$.
Results on synthetic data. The results are summarized in Figure 4.2a \& 4.2b. Firstly we compare
${ }^{3}$ We find that KernelSelfSparring is extremely slow for $d=8$ so we only test it for CurrinExp.
the performance on CurrinExp by varying the total budget from 10 to 100 (Figure 4.2a). COMP-GP-UCB shows the best performance over all budget setups. It is worth noting that MF-GP-UCB performs worse than label-only GP-UCB in our setting; this is because the target function of MF-GP-UCB in this case essentially optimizes the function $f_{r}$, which is bounded in $[0,1]$, resulting in a very large approximation bias. In contrast, COMP-GP-UCB is able to use comparisons in an efficient way to reduce the search space for optimization. In the appendix, we also include the case where $f=f_{c}$ and $\lambda_{c}=\lambda_{l}$ (i.e., no bias on comparisons and cost ratio equals 1).

Then in Figure 4.2b, we fix the total budget to be $\Lambda=100$ and cost of labels $\lambda_{l}=1$, and vary the cost ratio from 1 to 10 by varying comparison costs. COMP-GP-UCB achieves the best performance for all setups except for $\lambda_{c}=\lambda_{l}=1$ when it is worse than the label-only GP-UCB algorithm. This is expected since our algorithm targets to use cheaper comparisons. Our algorithm can be more effective even with a fairly small cost ratio ( $\geq 2$ ).

The result on Borehole is depicted in Figure 4.2c. KSS is extremely slow for Borehole due to the dimension $(d=8)$, so we exclude it from the plot. As with CurrinExp, COMP-GP-UCB achieves the best performance with a large gap under all budget setups. Different than CurrinExp, COMP-GP-UCB displays an advantage over the baselines in all cost ratios including $\lambda_{l}=\lambda_{c}$ (Figure 4.2 d ). This might suggest that it is easier to find the maximum using $f_{r}$ (the lower fidelity) than using $f$ (the higher fidelity).
Alternative Definitions of Regret. Since the simple regret notion defined for settings with both direct and comparison queries is necessarily unfair for methods designed to handle only one query type, we perform an additional experiment to examine the comparison regret and direct query regret separately. Namely, define

$$
R_{c}(\Lambda)= \begin{cases}\min _{t, q_{t}=\mathrm{comp}} f^{*}-f\left(x_{t}\right), & \text { if } \exists t \text { s.t } q_{t}=\mathrm{comp} \\ \infty & \text { otherwise }\end{cases}
$$

and

$$
R_{l}(\Lambda)= \begin{cases}\min _{t, q_{t}=\text { label }} f^{*}-f\left(x_{t}\right), & \text { if } \exists t \text { s.t } q_{t}=\text { label } \\ \infty & \text { otherwise }\end{cases}
$$

In Figure 4.3, we plot the comparison regret $R_{c}$ and direct query regret $R_{l}$ for the CurrinExp synthetic function (same setting as Figure 4.2a). We plot $R_{c}$ and $R_{l}$ respectively for both COMP-GP-UCB and MF-GP-UCB, $R_{l}$ for GP-UCB, and $R_{c}$ for KSS. Our results show that even if we only consider comparisons or direct queries, COMP-GP-UCB still outperforms the baselines in most budget settings. Overall, COMP-GP-UCB has a large direct query regret initially because we mostly do comparisons in the initial stage, but it achieves a low regret when we have a larger budget. We note that COMP-GP-UCB can still query both comparisons and direct queries in this setting, and it leads to a better regret for both comparisons and direct queries.
Results with Single Fidelity and Same Cost. Although COMP-GP-UCB is designed for the case where comparisons are cheaper than direct queries, it is also interesting to see how it performs when comparisons and direct queries cost the same. We conduct an experiment with $f=f_{c}$ and $\lambda_{c}=\lambda_{l}=1$ in Figure 4.4. Note that MF-GP-UCB is not applicable in this setting since it is for the multi-fidelity setting. COMP-GP-UCB performs on par (for CurrinExp) or better (for Borehole) than the baselines in our result. Note that while our theory suggests that the convergence rate of


Figure 4.3: Result comparing comparison and direct regret.


Figure 4.4: Empirical results comparing COMP-GP-UCB with baselines, under a single fidelity and $\lambda_{c}=\lambda_{l}=1$. KSS stands for KernelSelfSparring.

COMP-GP-UCB is the same as GP-UCB when $\lambda_{c}=\lambda_{l}$ and $f=f_{c}$, in practice the underlying function $f_{r}$ (of COMP-GP-UCB) might be easier to optimize than $f$, because it is bounded and can be smoother than $f$. For the case of CurrinExp, $f_{r}$ and $f$ are of similar shape and values, so COMP-GP-UCB leads to a slower convergence rate because comparisons are less informative than direct queries; for Borehole, the $f_{r}$ appears to be easier to optimize than the higher fidelity. One possible reason is that $f_{r}$ is smoother in shape than $f$ since it is bounded in $[0,1]$; this interesting phenomenon needs further investigation as part of future work. We note that cost ratio $\frac{\lambda_{l}}{\lambda_{c}}=2$ is enough for COMP-GP-UCB to surpass the performance of GP-UCB on CurrinExp (see Figure 4.2 b .

Results on real data. The results are in Figure 4.2 e \& 4.2 f . KernelSelfSparring (KSS) has an error rate much higher than other methods (larger than 0.16), so we exclude it in the plot. Similar to the synthetic data case, COMP-GP-UCB outperforms other baselines. The advantage of COMP-GP-UCB over GP-UCB is smaller than the synthetic case, which might possibly result from the larger difference between $f_{c}$ and $f$. Note that for real data we still vary the cost ratio because in practice the actual cost ratio might depend on various factors like computational cost and data collection. Nevertheless, Figure 4.2 f shows that COMP-GP-UCB has an advantage over the baselines for cost ratio at least 2; this is very likely to happen since the training set for comparisons is only $1 / 4$ the size of that for direct queries.

### 4.6 Conclusion

We consider a novel dueling-choice setting when both direct queries and comparisons are available for discrete and continuous multi-armed bandits problem. For the discrete case, we propose the DF algorithm that takes the best of both worlds from duels and pulls. For the continuous case, we propose the COMP-GP-UCB algorithm that can achieve benign regret rates in the duelingchoice setting, and can adapt to unknown biases in the comparisons. Our algorithm can also be of independent interest for other multi-fidelity or transfer learning settings where information gleaned from one fidelity or source domain can be actively transferred to optimize the target domain function, under milder conditions than existing literature.

Our method takes a two-phase approach in the biased comparison case for continuous optimization. One important future work is to investigate whether the two phases can be combined in one joint phase for better guarantees and performance. In general with many types of queries, corralling bandits [3, 10] might also be helpful for solving optimization with both direct and comparison queries.

### 4.7 Proofs

### 4.7.1 Proof of Theorem 45

Proof. Firstly we can show that for each arm and each time step, with probability $1-1 /(4 K T)$, the confidence intervals we compute is correct. We compute the regret under this event $E_{0}$.

We first use the following lemma:
Lemma 50 (Lemma 3, [199]). Under event $E_{0}$, arm $b_{k}$ is removed from $W_{l}$ if $n_{k} \geq O\left(\frac{\log T}{\varepsilon_{1 k}^{2}}\right)$.
Lemma 51. Under event $E_{0}$, arm $b_{k}$ is removed from $W_{l}$ if $m_{k} \geq O\left(\frac{\log (T)}{\Delta_{k}^{2}}\right)$.
Now consider a variant of Algorithm 7, where in addition to removing duels with $b^{\prime}$ in Step 13 and 24, we also remove $\tilde{b}$ in $m_{\tilde{b}}$ and $s_{\tilde{b}}$. This ensures that $m_{b}=n_{b}$ for all $b$ and we always choose the same $b$ in Step 7 and 17 .

Suppose in round $l$ (i.e., when we remove the $l$-th arm), the worst arm by duels is $\varepsilon_{1 k_{1}}=$ $\arg \max _{k \in W_{l}} \varepsilon_{1 k}$ and worst arm by pulls is $\Delta_{k_{2}}=\arg \max _{k \in W_{l}} \Delta_{k}$. Let $\gamma=\max \left\{\varepsilon_{1 k_{1}}, \Delta_{k_{2}}\right\}$ and $\nu_{k}=\max \left\{\varepsilon_{1 k}, \Delta_{k} /\right\}$ for every arm $b_{k}$. Consider two ways that an arm can be removed:
i) Some arm $j$ is removed by duels. Consider the number of duels we remove: the first part is $n_{j}$ duels that initiated from $b_{j}$. We know that $n_{j} \leq \min \left\{\frac{\log T}{\varepsilon_{1 k_{1}}^{2}}, \frac{\log T}{\Delta_{k_{2}}^{2}}\right\} \leq \frac{\log T}{\gamma^{2}}$, since otherwise arm $k_{1}$ or $k_{2}$ will be removed. The other part is the duels that were initiated from other arm $b_{j^{\prime}} \in W_{l}$. Note that $n_{k}$ for every $k \in W_{l}$ only is at most $\frac{\log T}{\gamma}$, since every time we remove one arm, $n_{k}$ cannot be too large or otherwise we will remove arm $b_{k}$. So in total there are at most $O\left(\left|W_{l}\right| \frac{\log T}{\gamma^{2}}\right)$ duels from other arms in $W_{l}$. Note that the other arm from these comparisons is uniformly distributed in $W_{l}$, and thus the expectation of number of such removals is at most $O\left(\frac{\log T}{\gamma^{2}}\right)$. So from Chernoff bound we know that with probability $1-1 / T$ the number of removals is at most $O\left(\frac{2 \log T}{\gamma^{2}}\right)$. Therefore the incurred regret from the removed duels is at most $O\left(\nu_{j} \cdot \frac{\log T}{\gamma^{2}}\right) \leq O\left(\frac{\log T}{\gamma}\right)$.

Similarly, we remove $O\left(\frac{\log T}{\gamma^{2}}\right)$ pulls from $m_{j}$. Also following the same statement we incur at most $O\left(\frac{\log T}{\gamma}\right)$ regret from the removed pulls.
ii) Some arm $j$ is removed by pulls. Following the same argument, we incur at most $O\left(\frac{\log T}{\gamma}\right)$ regret from the removed duels and pulls.

Putting everything together, we calculate that the total regret is bounded by $O\left(\sum_{l=1}^{K-1} \frac{\log T}{\gamma_{l}}\right)$, where $\gamma_{l}$ is the value of $\gamma$ in round $l$. It is straightforward to see that this value is bounded by the rate in the statement of the theorem.

### 4.7.2 Proof of Proposition 46

Let $x_{c}^{*}$ be a maximizer of $f_{c}$. Because of the link function assumption, $x_{c}^{*}$ is also a optimizer of $f_{r}$. We have

$$
\begin{aligned}
f_{r}^{*}-f_{r}(x) & =\mathbb{E}\left[\sigma\left(f_{c}\left(x_{c}^{*}\right)-f_{c}(X)\right)\right]-\mathbb{E}\left[\sigma\left(f_{c}(x)-f_{c}(X)\right)\right] \\
& =\mathbb{E}\left[\sigma\left(f_{c}\left(x_{c}^{*}\right)-f_{c}(X)\right)-\sigma\left(f_{c}(x)-f_{c}(X)\right)\right] \\
& \leq \mathbb{E}\left[L_{2}\left|f_{c}\left(x_{c}^{*}\right)-f_{c}(x)\right|\right]=L_{2}\left(f_{c}^{*}-f_{c}(x)\right) .
\end{aligned}
$$

The lower bound can be proved similarly.

### 4.7.3 Proof of Theorem 47 and 48

We show Theorem 48 and Theorem 47 follows as a direct corollary. We first use results in IGP-UCB [56] to obtain confidence bands of $f_{r}$ :
Lemma 52 (Theorem 2, [56]). Define $\beta_{t}^{(r)}=2\left\|f_{r}\right\|_{\kappa}+\sqrt{2\left(\Phi_{t-1}(\mathcal{X})+1+\log (2 / \delta)\right)}$. Then with probability $1-\delta / 2$ we have for all time $t$ and any point $x \in \mathcal{X}$,

$$
\left|\mu_{t-1}^{(r)}(x)-f_{r}(x)\right| \leq \beta_{t}^{(r)} \sigma_{t-1}^{(r)}(x) .
$$

Lemma 52 also applies to $f, x \in \mathcal{H}^{\gamma}, \mu^{(l)}, \sigma^{(l)}$ by setting $\beta_{t}=2\|f\|_{\kappa}+\sqrt{2\left(\Phi_{t-1}\left(\mathcal{H}^{\gamma}\right)+1+\log (1 / \delta)\right)}$.
We also use the following lemma to bound the sum of posterior variances:
Lemma 53 (Lemma 8, [103]). Let $A \subseteq \mathcal{X}$. Suppose we have $n$ queries $\left(x_{t}\right)_{t=1}^{n}$ of which s points are in $A$. Then the posterior $\sigma_{t}$ satisfies

$$
\sum_{x_{t} \in A} \sigma_{t-1}^{2}\left(x_{t}\right) \leq \frac{2}{\log \left(1+\eta^{-2}\right)} \Phi_{s}(A) .
$$

Suppose the event in Lemma 52 holds for $f$ and $f_{r}$. We first prove the first bound by looking at comparison queries. Firstly, in the first phase when we compute $x_{t}$ in step 3 we have

$$
\begin{align*}
f_{r}^{*}-f_{r}\left(x_{t}\right) & \leq \mu_{t-1}^{(r)}\left(x_{r}^{*}\right)+\beta_{t}^{(r)} \sigma_{t-1}^{(r)}\left(x_{r}^{*}\right)-\left(\mu_{t-1}^{(r)}\left(x_{t}\right)-\beta_{t}^{(r)} \sigma_{t-1}^{(r)}\left(x_{t}\right)\right) \\
& \leq \mu_{t-1}^{(r)}\left(x_{t}\right)+\beta_{t}^{(r)} \sigma_{t-1}^{(r)}\left(x_{t}\right)-\left(\mu_{t-1}^{(r)}\left(x_{t}\right)-\beta_{t}^{(r)} \sigma_{t-1}^{(r)}\left(x_{t}\right)\right) \\
& =2 \beta_{t}^{(r)} \sigma_{t-1}^{(r)}\left(x_{t}\right) . \tag{4.7}
\end{align*}
$$

The first inequality uses Lemma 52, and the second inequality is from that $x_{t}$ is the maximizer of $\mu_{t-1}^{(r)}(x)+\beta_{t}^{(r)} \sigma_{t-1}^{(r)}(x)$.

Suppose we finish phase 1 and enter phase 2. Let $T_{0}$ be the time we leave phase 1 , then we must have $\beta_{T_{0}}^{(r)} \sigma_{T_{0}-1}^{(r)}\left(x_{T_{0}}\right) \leq \gamma$. So

$$
\begin{align*}
S(\Lambda) & \leq f^{*}-f\left(x_{T_{0}}\right) \\
& \leq f_{c}\left(x^{*}\right)-f_{c}\left(x_{T_{0}}\right)+\zeta \\
& \leq f_{c}^{*}-f_{c}\left(x_{T_{0}}\right)+\zeta \\
& \leq L_{1}\left(f_{r}^{*}-f_{r}\left(x_{T_{0}}\right)\right)+\zeta \leq 2 L_{1} \gamma+\zeta . \tag{4.8}
\end{align*}
$$

The second inequality is from Assumption 1, the fourth inequality is from Assumption 2, and the last inequality is from (4.7).

If we do not finish phase 1 , then the number of comparison queries is $N_{1} \geq \bar{n}_{\Lambda}-1$ and $N_{1} \leq \bar{n}_{\Lambda}$, and we have

$$
\begin{align*}
\left(\sum_{t}\left(f_{r}^{*}-f_{r}\left(x_{t}\right)\right)\right)^{2} & \leq N_{1} \sum_{t: q_{t}=\text { comparison }}\left(f_{r}^{*}-f_{r}\left(x_{t}\right)\right)^{2} \\
& \leq N_{1} \sum_{t: q_{t}=\text { comparison }} 4\left(\beta_{t}^{(r)} \sigma_{t-1}^{(r)}\left(x_{t}\right)\right)^{2} \\
& \leq C_{1} N_{1}\left(\beta_{N_{1}}^{(r)}\right)^{2} \Phi_{N_{1}}\left(\mathcal{H}^{\gamma}\right) \tag{4.9}
\end{align*}
$$

Here $C_{1}=\frac{8}{\log \left(1+\eta^{-2}\right)}$. The first step is from the Cauchy-Schwarz inequality, and the second step is from 4.7); the last step uses Lemma 53 .

So

$$
\begin{align*}
S(\Lambda) & \leq \frac{1}{N_{1}} \sum_{t}\left(f^{*}-f\left(x_{t}\right)\right) \\
& \leq \frac{2 L_{1}}{N_{1}} \sum_{t}\left(f_{r}^{*}-f_{r}\left(x_{t}\right)\right)+\zeta \\
& \leq \frac{\beta_{N_{1}}^{(r)}}{N_{1}} \sqrt{C_{1} N_{1} \Phi_{N_{1}}\left(\mathcal{H}^{\gamma}\right)}+\zeta \\
& \leq \frac{C \beta_{\bar{n}_{\Lambda}}^{(r)}}{\bar{n}_{\Lambda}} \sqrt{\bar{n}_{\Lambda} \Phi_{\bar{n}_{\Lambda}}\left(\mathcal{H}^{\gamma}\right)}+\zeta \\
& \leq C\left(B+\sqrt{\left(\Phi_{\bar{n}_{\Lambda}}\left(\mathcal{H}^{\gamma}\right)+\log (1 / \delta)\right)}\right) \sqrt{\frac{\Phi_{\bar{n}_{\Lambda}}\left(\mathcal{H}^{\gamma}\right)}{\bar{n}_{\Lambda}}}+\zeta . \tag{4.10}
\end{align*}
$$

The second inequality follows from the same process as in 4.8); the third inequality follows from (4.9); the fourth inequality is from $\bar{n}_{\Lambda} \geq N_{1} \geq \bar{n}_{\Lambda}-1$. Here $C$ is a constant whose value may change from line to line. Combining (4.8) and (4.10) we get the first bound.

To show the second bound, we examine the regret from direct queries. We first show that $x^{*}$ is never excluded from our feasible region:

Claim 54. $\phi_{t}^{(r)}\left(x^{*}\right) \geq 0$ for all $t$.
Proof. Suppose $x^{*}$ is a maximizer of $f$ in $\mathcal{X}$. Then we have

$$
\begin{aligned}
\phi_{t}^{(r)}\left(x^{*}\right) & =\mu_{t}^{(r)}\left(x^{*}\right)+\beta_{t}^{(r)} \sigma_{t}^{(r)}\left(x^{*}\right)-\max _{x^{\prime}}\left\{\mu_{t}^{(r)}\left(x^{\prime}\right)-\beta_{t}^{(r)} \sigma_{t}^{(r)}\left(x^{\prime}\right)\right\}+L_{2} \zeta \\
& \geq f_{r}\left(x^{*}\right)-f_{r}^{*}+L_{2} \zeta \\
& =-L_{2}\left(f_{c}^{*}-f_{c}\left(x^{*}\right)\right)+L_{2} \zeta \\
& \geq-L_{2}\left(f^{*}-f\left(x^{*}\right)+\zeta\right)+L_{2} \zeta \\
& =-L_{2} \zeta+L_{2} \zeta=0 .
\end{aligned}
$$

The first inequality is from Lemma 52, the second inequality is from Assumption 1 .
Let $N$ be the (random) total number of queries under budget $\Lambda$. We know that the support of $N$ lies in $\left[\underline{n}_{\Lambda}, \bar{n}_{\Lambda}\right]$; we now suppose $n$ is any number in $\left[\underline{n}_{\Lambda}, \bar{n}_{\Lambda}\right]$, and prove properties of Algorithm 9 when it uses $n$ queries.

For any set $A \subseteq \mathcal{X}$, let $T_{n}^{r}(A)$ be the number of comparison queries into $A$ when the algorithm has made $n$ queries, and $T_{n}^{l}(A)$ be the number of direct queries. We have

$$
n=T_{n}^{r}(\mathcal{X})+T_{n}^{l}\left(\overline{\mathcal{H}^{\gamma}}\right)+T_{n}^{l}\left(\mathcal{H}^{\gamma}\right)
$$

since $\overline{\mathcal{H}^{\gamma}} \cup \mathcal{H}^{\gamma}=\mathcal{X}$. We bound the first two terms using the following two lemmas:
Lemma 55. There exists a constant $C_{\kappa}$ dependent on $\kappa$,d such that $T_{n}^{r}(\mathcal{X}) \leq C_{\kappa}\left(\frac{\beta_{n}^{(r)}}{\gamma}\right)^{p+2}$, where $p=d$ for SE kernel and $p=2 d$ for Matérn kernel.

This lemma is proved in Section 4.7.4.
Lemma 56. $T_{n}^{l}\left(\overline{\mathcal{H}^{\gamma}}\right)=0$.
Proof. Suppose $q_{t}=$ label for some $t$. Then we must have $\phi_{t}^{(r)}\left(x_{t}\right) \geq 0$, and that $\beta_{t}^{(r)} \sigma_{t-1}^{(r)}\left(x_{t}\right)<$ $\gamma, \beta_{t}^{(r)} \sigma_{t-1}^{(r)}\left(x_{t}^{(r)}\right)<\gamma$, here $x_{t}^{(r)}$ is the value of $x_{t}$ on line 6 . Then we have

$$
\begin{aligned}
f_{r}\left(x_{t}\right) & \geq \mu_{t-1}^{(r)}\left(x_{t}\right)-\beta_{t}^{(r)} \sigma_{t-1}^{(r)}\left(x_{t}\right) \\
& =\phi_{t}^{(r)}\left(x_{t}\right)-2 \beta_{t}^{(r)} \sigma_{t-1}^{(r)}\left(x_{t}\right)+\max _{x^{\prime}}\left\{\mu_{t-1}^{(r)}\left(x^{\prime}\right)-\beta_{t}^{(r)} \sigma_{t-1}^{(r)}\left(x^{\prime}\right)\right\}-L_{2} \zeta \\
& \geq \phi_{t}^{(r)}\left(x_{t}\right)-2 \beta_{t}^{(r)} \sigma_{t-1}^{(r)}\left(x_{t}\right)+\mu_{t-1}^{(r)}\left(x_{t}^{(r)}\right)-\beta_{t}^{(r)} \sigma_{t-1}^{(r)}\left(x_{t}^{(r)}\right)-L_{2} \zeta \\
& \geq 0-2 \gamma+f_{r}^{*}-2 \gamma-L_{2} \zeta \\
& =f_{r}^{*}-4 \gamma-L_{2} \zeta .
\end{aligned}
$$

The first inequality is by applying 52, the second inequality is by letting $x^{\prime}=x_{t}^{(r)}$; the third inequality is by noticing that
$\mu_{t-1}^{(r)}\left(x_{t}^{(r)}\right)-\beta_{t}^{(r)} \sigma_{t-1}^{(r)}\left(x_{t}^{(r)}\right) \geq\left[\mu_{t-1}^{(r)}\left(x_{t}^{(r)}\right)+\beta_{t}^{(r)} \sigma_{t-1}^{(r)}\left(x_{t}^{(r)}\right)\right]-2 \beta_{t}^{(r)} \sigma_{t-1}^{(r)}\left(x_{t}^{(r)}\right) \geq f_{r}^{*}-2 \gamma$.

Lemma 55 shows that we will not make too many queries on comparisons, whereas Lemma 56 shows that we always query $x_{t} \in \mathcal{H}^{\gamma}$ when $q_{t}=$ label. Now let $N_{0}$ be the smallest number such that for any $\Lambda \geq N_{0} \lambda_{c}$ we have

$$
\lambda_{l}\left(\frac{2 r \sqrt{d}}{\varepsilon_{\bar{n}_{\Lambda}}}\right)^{d}\left(\frac{2 \eta \beta_{\bar{n}_{\Lambda}}^{(r)}}{\gamma}\right)^{2}=C_{\kappa}\left(\frac{\beta_{\bar{n}_{\Lambda}}^{(r)}}{\gamma}\right)^{p+2} \leq \frac{\Lambda}{2}
$$

where $C_{\kappa}$ and $p$ are defined in 4.12. Such $\Lambda_{0}$ is guaranteed to exist, since $\beta_{\bar{n}_{\Lambda}}^{(r)}$ grows in sublinear rate for linear, SE and Matérn kernels on $\bar{n}_{\Lambda}$, and therefore $\Lambda$. Thus the number of queries to $f_{c}, T_{n}^{c}(\mathcal{X})$, is at most $\underline{n}_{\Lambda} / 2$, and therefore we query at least $\underline{n}_{\Lambda} / 2$ times on direct queries, $T_{N}^{l}\left(\mathcal{H}^{\gamma}\right) \geq \underline{n}_{\Lambda} / 2$.

We now follow a similar path as for comparison queries to bound the regret based on direct queries. Note that if we use direct query at round $t$, we have $x_{t} \in \mathcal{H}^{\gamma}$ and that

$$
\begin{align*}
f^{*}-f\left(x_{t}\right) & \leq \mu_{t-1}^{(l)}\left(x^{*}\right)+\beta_{t} \sigma_{t-1}^{(l)}\left(x^{*}\right)-\left(\mu_{t-1}^{(l)}\left(x_{t}\right)-\beta_{t} \sigma_{t-1}^{(l)}\left(x_{t}\right)\right) \\
& \leq \mu_{t-1}^{(l)}\left(x_{t}\right)+\beta_{t} \sigma_{t-1}^{(l)}\left(x_{t}\right)-\left(\mu_{t-1}^{(l)}\left(x_{t}\right)-\beta_{t} \sigma_{t-1}^{(l)}\left(x_{t}\right)\right) \\
& =2 \beta_{t} \sigma_{t-1}^{(l)}\left(x_{t}\right) . \tag{4.11}
\end{align*}
$$

The first inequality uses Lemma52, and the second inequality uses Claim 54 and that $x_{t}$ is the maximizer of $\mu_{t-1}^{(l)}(x)+\beta_{t} \sigma_{t-1}^{(l)}(x)$.

Now therefore

$$
\begin{aligned}
\left(\sum_{t: q_{t}=\text { label }}\left(f^{*}-f\left(x_{t}\right)\right)\right)^{2} & \leq T_{n}^{t}\left(\mathcal{H}^{\gamma}\right) \sum_{t: q_{t}=\text { label }}\left(f^{*}-f\left(x_{t}\right)\right)^{2} \\
& \leq T_{n}^{t}\left(\mathcal{H}^{\gamma}\right) \sum_{t: q_{t}=\text { label }} 4\left(\beta_{t} \sigma_{t-1}^{(l)}\left(x_{t}\right)\right)^{2} \\
& \leq C_{1} T_{n}^{t}\left(\mathcal{H}^{\gamma}\right)\left(\beta_{n}\right)^{2} \Phi_{T_{n}^{t}\left(\mathcal{H}^{\gamma}\right)}\left(\mathcal{H}^{\gamma}\right)
\end{aligned}
$$

Here $C_{1}=\frac{8}{\log \left(1+\eta^{-2}\right)}$. The first step is from the Cauchy-Schwarz inequality, and that $T_{n}^{l}\left(\overline{\mathcal{H}^{\gamma}}\right)=0$; the second step is from 4.11; the last step uses Lemma 53 .

So

$$
\begin{aligned}
S(\Lambda) & \leq \frac{1}{T_{N}^{t}\left(\mathcal{H}^{\gamma}\right)} \sum_{t: x_{t} \in \mathcal{H}^{\gamma}, q_{t}=\mathrm{label}}\left(f^{*}-f\left(x_{t}\right)\right) \\
& \leq \frac{\beta_{N}}{T_{N}^{t}\left(\mathcal{H}^{\gamma}\right)} \sqrt{C_{1} T_{N}^{t}\left(\mathcal{H}^{\gamma}\right) \Phi_{T_{N}^{t}\left(\mathcal{H}^{\gamma}\right)}\left(\mathcal{H}^{\gamma}\right)} \\
& \leq \frac{C \beta_{\underline{n}_{\Lambda}}}{\underline{n}_{\Lambda}} \sqrt{\underline{n}_{\Lambda} \Phi_{\underline{n}_{\Lambda}\left(\mathcal{H}^{\gamma}\right)}\left(\mathcal{H}^{\gamma}\right)} \\
& \leq C\left(B+\sqrt{\left(\Phi_{\underline{n}_{\Lambda}}\left(\mathcal{H}^{\gamma}\right)+\log (1 / \delta)\right)}\right) \sqrt{\frac{\Phi_{\underline{n}_{\Lambda}}\left(\mathcal{H}^{\gamma}\right)}{\underline{n}_{\Lambda}}} .
\end{aligned}
$$

### 4.7.4 Proof of Lemma 55

We use the following lemma from [ 103$]^{4}$,
Lemma 57 (Lemma 13, [103]). Let $A \subseteq \mathcal{X}$ such that its L2 diameter diam $(A) \leq D$. Say we have $n$ queries $\left(x_{t}\right)_{t=1}^{n}$ of which s points are in $A$. Then the posterior variance of the $G P, \kappa^{\prime}(x, x)$ at any $x \in A$ satisfies

$$
\kappa^{\prime}(x, x) \leq \begin{cases}C_{S E} D^{2}+\frac{\eta^{2}}{s}, & \text { if } \kappa \text { is the SE kernel, } \\ C_{M a t} D+\frac{\eta^{2}}{s}, & \text { if } \kappa \text { is the Matérn kernel },\end{cases}
$$

for appropriate kernel dependent constants $C_{S E}, C_{M a t}$.
Consider the SE kernel and the comparison oracle, and a $\varepsilon_{n}=\frac{\gamma}{\beta_{n}^{(r)} \sqrt{8 C_{S E}}} \operatorname{covering}\left(B_{i}\right)_{i=1}^{n}$ of $\mathcal{X}$. We claim that the number of comparison queries inside any $B_{i}$ is at most $\left\lceil 2\left(\frac{\eta \beta_{n}^{(r)}}{\gamma}\right)^{2}\right\rceil$ : suppose we have already queried $\left\lceil 2\left(\frac{\eta \beta_{n}^{(r)}}{\gamma}\right)^{2}\right\rceil$ samples in $B_{i}$ at some time $t<n$. By Lemma 57 we have

$$
\max _{x \in B_{i}} \kappa_{t-1}^{(r)}(x, x) \leq C_{S E}\left(2 \varepsilon_{n}\right)^{2}+\frac{\eta^{2}}{2\left(\frac{\eta \beta_{n}^{(r)}}{\gamma}\right)^{2}} \leq\left(\frac{\gamma}{\beta_{n}^{(r)}}\right)^{2}
$$

Therefore $\beta_{n}^{(r)} \sigma_{t-1}^{(r)}(x) \leq \beta_{t}^{(r)} \sigma_{t-1}^{(r)}(x) \leq \gamma$. Note that whenever $q_{t}=$ comp, we always have $\beta_{t}^{(r)} \sigma_{t-1}^{(r)}\left(x_{t}\right) \leq \gamma$; so the event that $q_{t}=\mathrm{comp}$ and $x_{t} \in B_{i}$ will not happen until time $n$. We can obtain a similar result for Matérn kernel with $\varepsilon_{n}=\frac{\gamma^{2}}{4 C_{M a t}\left(\beta_{n}^{(r)}\right)^{2}}$. Therefore we have

$$
\begin{equation*}
T_{n}^{r}(\mathcal{X}) \leq \Omega_{\varepsilon_{n}}(\mathcal{X})\left\lceil 2\left(\frac{\eta \beta_{n}^{(r)}}{\gamma}\right)^{2}\right\rceil \leq\left(\frac{2 r \sqrt{d}}{\varepsilon_{n}}\right)^{d}\left(\frac{2 \eta \beta_{n}^{(r)}}{\gamma}\right)^{2}=C_{\kappa}\left(\frac{\beta_{n}^{(r)}}{\gamma}\right)^{p+2} \tag{4.12}
\end{equation*}
$$

Here $\Omega_{\varepsilon_{n}}(\mathcal{X})$ is the covering number of $\mathcal{X}$, and we bound the covering number as $\Omega_{\varepsilon_{n}}(\mathcal{X}) \leq$ $\left(\frac{2 r \sqrt{d}}{\varepsilon_{n}}\right)^{d}$. Here $C_{\kappa}=2^{2.5 d+2} r^{d} d^{d / 2} C_{S E}^{d / 2} \eta^{2}$ and $p=d$ for SE kernel, while $C_{\kappa}=2^{3 d+2} r^{d} d^{d / 2} C_{M a t}^{d} \eta^{2}$ and $p=2 d$ for Matérn kernel.

### 4.7.5 Proof of Corollary 49

Proof. Firstly, for the first regret bound, we have the same guarantee as in Theorem 48 since the first phase is exactly the same. For the second bound, when $\Lambda \geq \Lambda_{0}$, we allocate at least budget of $\Lambda / 2$ on direct queries. Since we double $\zeta_{k}$ in each iteration, at some iteration $k_{0}=O\left(\log \left(\bar{\zeta} / \zeta_{0}\right)\right)$ we will have $\zeta_{k_{0}} \in[\zeta, \bar{\zeta}]$. Let $\tilde{N}=\frac{\underline{n}_{\Lambda}}{2 \log \left(\zeta_{\max } / \zeta_{0}\right)}$. From the proof of Theorem 48 , we have the regret $S(\Lambda) \leq \beta_{\tilde{N}} \sqrt{\frac{8 \Phi_{\tilde{N}}\left(\hat{H}^{\gamma}\right)}{\log \left(1+\eta^{-2}\right) \tilde{N}}}$ in iteration $k_{0}$. The theorem then follows by realizing $\beta_{n}, \Phi_{n}\left(\hat{H}^{\gamma}\right)$ grows sublinearly in $n$.

[^6]
## Chapter 5

## The Thresholding Bandit Problem with Dueling Choices

The Thresholding Bandit Problem (TBP, [120]) is an important pure-exploration multi-armed bandit (MAB) problem. Specifically, given a set of $K$ arms with different mean rewards, the TBP aims to find arms whose mean rewards are above a pre-set threshold of $\tau$. The TBP has a wide range of applications, such as anomaly detection, candidate filtering, and crowdsourced classification. For example, a popular crowdsourced classification model [2, 54] assumes that there are $K$ items with the latent true labels $\theta_{i} \in\{0,1\}$ for each item. The labeling difficulty of the $i$-th item is characterized by its soft label $\mu_{i} \in[0,1]$, which is defined as the probability that a random crowd worker will label the $i$-th item as positive. It is clear that the item is easy to label when $\mu_{i}$ is close to 0 or 1 , and difficult when $\mu_{i}$ is close to 0.5 . In MAB, $\mu_{i}$ is the mean reward of arm $i$, and pulling this arm leads to a Bernoulli observation with mean $\mu_{i}$. Moreover, it is natural to assume that the soft label $\mu_{i}$ is consistent with the true label, i.e., $\mu_{i} \geq 0.5$ if and only if $\theta_{i}=1$. Therefore, identifying items belonging to class 1 is equivalent to detecting those arms with $\mu_{i}>\tau$ with $\tau=0.5$.

Existing literature on TBP considers the setting that only solicits information from pulling arms directly. However, in many applications of TBP, comparisons/duels can be obtained at a much lower cost than direct pulls. In crowdsourcing, a worker often compares two items more quickly and accurately than labeling them separately. It will be cheaper and time efficient to ask a worker which image is more relevant to a query as compared to asking for an absolute relevance score of an image (see [153]). Another example is in material synthesis, a pull will need an expensive synthesis of the material, whereas duels can be carried out easily by querying experts. In such settings, directly pulling an arm is expensive and could incur a large sample complexity since each arm needs to be pulled a number of times. This chapter considers two sources of information: in addition to direct pulls of arms as in the classical TBP, one can also duel two arms to find out the arm with a greater mean at a lower cost. We refer to this problem as the TBP with Dueling Choices (TBP-DC), since dueling and pulling are both available in each round.

It is important to note that some direct pulls are still necessary for solving a TBP even if one can duel two arms. Without direct assessments of arms, we can at best rank all the arms with duels. However, we then cannot know the target threshold $\tau$ and therefore cannot identify a boundary
on the ranking. On the other hand, using an appropriate dueling strategy, the number of required direct pulls can be much lower than that in the classical TBP setting, where only direct pulling is available. We further note that TBP-DC is also different from the top-K arm identification problem considered in wither MAB (see, e.g., [40, 50, 51, 205]) or dueling bandits (see, e.g., [130]), because the number of arms with means greater than the threshold $\tau$ is unknown to us.

Our contributions. First, we develop the Rank-Search (RS) algorithm for TBP-DC, which alternates between refining the rank over all items using duels and a binary search process using pulls to figure out the threshold among ranked items. We analyze the number of duels and pulls required for RS under the fixed confidence setting, i.e., to recognize the set of arms with reward larger than $\tau$ with probability at least $1-\delta$. To better illustrate our main idea, we further provide concrete examples, which show that the proposed RS only requires $O\left(\log ^{2} K\right)$ direct labels, while the classical TBP requires at least $\Omega(K)$ labels. Then, we show complementary lower bounds that RS is near-optimal in both duel and pull complexity. Finally, we provide practical experiments to demonstrate the performance of RS.

### 5.1 Related Works

TBP is a special case of the pure-exploration combinatorial MAB problem. As with other pureexploration MAB problems [40], algorithms for combinatorial bandits fall into either fixed-budget or fixed-confidence categories. In the former setting, the algorithm is given a time horizon of $T$ and tries to minimize the probability of failure. In the latter setting, the algorithm is given a target failure probability and tries to minimize the number of queries. For TBP, the CLUCB algorithm [52] can solve TBP under the pull-only and fixed confidence setting, with optimal sample complexity. [52] also develops the CSAR algorithm for the fixed-budget setting which can also be used for TBP. The result was improved by recent followup work [120, 131] under the fixed budget setting. [54] considered TBP in the context of budget allocation for crowdsourced classification in the Bayesian framework.

Motivated by crowdsourcing and other applications, this chapter proposes a new setup since we allow both pulling one arm and dueling two arms in each round, with the underlying assumption that dueling is more cost-effective than pulling. To the best of our knowledge, this setting has not been considered in the previous work. Most close in spirit to our work is a series of recent papers [105, 185, 187], which consider using pairwise comparisons for learning classifiers. The methods in those papers are however not directly applicable to TBP-DC because their final goal is to learn a classification boundary, instead of labeling each item without feature information.

### 5.2 Preliminary

Suppose there are $K$ arms, which are denoted by $\mathcal{A}=[K]=\{1,2, \ldots, K\}$. Each arm $i \in \mathcal{A}$ is associated with a mean reward $\mu_{i}$. Without loss of generality, we will assume that $\mu_{1} \leq \mu_{2} \leq$ $\cdots \leq \mu_{K}$. Given a target threshold $\tau$, our goal is to identify the positive set $S_{\tau}=\left\{i: \mu_{i} \geq \tau\right\}$ and the negative set $S_{\tau}^{c}=\left\{i: \mu_{i}<\tau\right\}$.

Modes of interactions. Each instance of TBP-DC is uniquely defined by the tuple ( $M, \boldsymbol{\mu}$ ),
where $M$ is the preference matrix (defined below) and $\boldsymbol{\mu}=\left\{\mu_{i}\right\}_{i=1}^{K}$ is the reward mean vector. In each round of our algorithm, we can choose one of two possible interactions:

- Direct Queries (Pulls): We choose an arm $i \in \mathcal{A}$ and get a noisy reward $Y$ from arm $i$. We assume that each arm $i$ is associated a reward distribution $\nu_{i}$ with mean $\mu_{i}$, and that $\nu_{i}$ is sub-Gaussian with parameter $R$ : $\mathbb{E}_{Y \sim \nu_{i}}[\exp (t Y-t \mathbb{E}[Y])] \leq \exp \left(R^{2} t^{2} / 2\right)$ for all $t \in \mathbb{R}$. The definition of sub-Gaussian variables includes many common distributions, such as Gaussian distributions or any bounded distributions (e.g., Bernoulli distribution). We denote by $\Delta_{i}=\left|\mu_{i}-\tau\right|$ the gap between arm $i$ and the threshold.
- Comparisons (Duels): We can also choose to duel two arms $i, j \in \mathcal{A}$ and obtain a random variable $Z$, with $Z=1$ indicating the arm $i$ has a larger mean reward than $j$ and $Z=0$ otherwise. Let $M_{i j} \in[0,1]$ characterize the probability that a random worker believes that arm $i$ is "more positive" than arm $j$. The outcome of duels is therefore characterized by the matrix $M$. The (Borda) score of each arm in dueling is defined as

$$
\begin{equation*}
p_{i}:=\frac{1}{K-1} \sum_{j \in[K] \backslash\{i\}} M_{i j}, \tag{5.1}
\end{equation*}
$$

i.e., the probability of arm $i$ beating another randomly chosen arm $j$.

In contrast to previous work [153, 161, 200] that usually assumes parametric or structural assumptions on $M$, we allow an arbitrary preference matrix $M$; the only assumption is that the score of any positive arm is larger than any negative arm, i.e., $p_{i}>p_{j}, \forall i \in S_{\tau}, j \in S_{\tau}^{c}$. We note that this is a very weak condition since arbitrary relations within the positive and negative sets are allowed. This assumption also holds if $(1,2, \ldots, K)$ is the Borda ranking of $M$; or the underlying comparison model follows the Strong Stochastic Transitivity (SST, [75, 151]). We note that the problem is very difficult under this assumption: For example, even if $\mu_{i}$ are bounded away from $\tau$ by a constant, the $p_{i}$ (knowledge gained from duels) may be arbitrarily close, hence making the problem much harder.
Taking crowdsourced binary classification as an example, $Y_{i} \in\{0,1\}$ would correspond to a binary label of the $i$-th item obtained from a worker, where $\mu_{i}=\operatorname{Pr}_{Y_{i} \sim \nu_{i}}[Y=1]$. For this case we have $\tau=1 / 2$. Dueling outcome $Z_{i j}$ will correspond to asking a worker to compare item $i$ with item $j$ and $Z_{i j}=1$ if the worker claims that item $i$ is "more positive" than item $j$.

The fixed-confidence setting. Given a target error rate $\delta$, our goal is recover the sets $\hat{S}_{\tau}$ and $\hat{S}_{\tau}^{c}$, such that $\operatorname{Pr}\left[S_{\tau}=\hat{S}_{\tau}, S_{\tau}^{c}=\hat{S}_{\tau}^{c}\right] \geq 1-\delta$, with as fewer pulls and duels as possible. Since in practice duels are often cheaper than pulls, we want to minimize the number of pulls while also avoiding too many duels.

### 5.2.1 Problem Complexity

We define two problem complexities w.r.t pulls and duels separately.
Pull complexity. Following previous works on TBP and pure-exploration bandits [52, 120], we introduce the following quantity to characterize the intrinsic problem complexity with direct


Figure 5.1: Graphical illustration of the quantities $\Delta_{i}^{l}$ (left) and $\Delta_{i}^{c}, \bar{\Delta}_{i}^{c}$ (right) for $K=5 \mathrm{arms}$, with $S_{\tau}=\{4,5\}$. We have $i_{u}=4$ and $i_{l}=3 . \bar{\Delta}_{1}^{c}$ is equal to the $\max$ of $\min \{(1),(2)\}$ and $\min \{(3),(4)\} ; \bar{\Delta}_{5}^{c}$ is equal to $\min \{(2),(5)\}$.
pulls. In particular, for any arm $i$ let $\Delta_{i}^{l}=\left|\mu_{i}-\tau\right|$ be the gap between arm $i$ and threshold. Then the pull complexity is defined as $H_{l}=\sum_{i=1}^{K} \frac{1}{\left(\Delta_{i}^{l}\right)^{2}}$. Chen et al. [52] shows that there exists an algorithm using at most $O\left(H_{l} \log \left(K H_{l} / \delta\right)\right)$ pulls. Moreover, they show a lower bound that any pull-only algorithm would require at least $\Omega\left(H_{l} \log (1 / \delta)\right)$ pulls to give correct output with probability $1-\delta$. We add another notation for a "partial" label complexity: let $H_{l}(m)$ be the sum of the largest $m$ terms in $H_{l}$. Namely, we sort $\mu_{1}, \ldots, \mu_{K}$ by their gap with threshold, i.e., $\Delta_{i_{1}}^{l} \leq \Delta_{i_{2}}^{l} \leq \cdots \leq \Delta_{i_{K}}^{l}$ (cf. Figure 5.1 left), and $H_{l}(m)=\sum_{j=1}^{m} \frac{1}{\left(\Delta_{i_{j}}^{l}\right)^{2}}$.

Duel complexity. Now we define the complexity w.r.t. duels. Our goal is to use duels to infer the (positive or negative) label of arms without actually pulling them. Therefore the difficulty of inferring a positive arm $i \in S_{\tau}$ will depend on its difference with the "worst" positive arm, and similarly $i \in S_{\tau}^{c}$ with the "best" negative arm. Let $i_{l}=\arg \max _{i \in S_{\tau}^{c}} p_{i}$ be the best negative arm and $i_{u}=\arg \min _{i \in S_{\tau}} p_{i}$ be the worst positive arm, where $p_{i}$ is defined in Equation (5.1). And for any arm $i \in S_{\tau}$, let $\Delta_{i}^{c}=p_{i}-p_{i_{u}}$ be the gap with arm $i_{u}$ and similarly for any arm $j \in S_{\tau}^{c}$ define $\Delta_{j}^{c}=p_{i_{l}}-p_{j}$. Intuitively, the complexity of identifying arm $i$ through duels should depend on $\Delta_{i}^{c}$, and we therefore define $H_{c, 1}=\sum_{i=1}^{K} \frac{1}{\left(\Delta_{i}^{c}\right)^{2}}$.

Moreover, it is worthwhile noting that the complexity of inferring a positive arm $i$ using arm $i_{u}$ will not only depend on $p_{i}-p_{i_{u}}$, but also on $p_{i_{u}}-p_{i_{l}}$. If the gap $p_{i_{u}}-p_{i_{l}}$ is very small, we cannot easily differentiate $i_{u}$ from the other negative arms. On the other hand, we can use any positive arm $j$ to infer about arm $i$, when $p_{i_{u}} \leq p_{j}<p_{i}$. To this end, we define

$$
\bar{\Delta}_{i}^{c}= \begin{cases}\max _{j \in S_{\tau}} \min \left\{p_{j}-p_{i_{l}}, p_{i}-p_{j}\right\} & \text { if } i \in S_{\tau}, \\ \max _{j \in S_{\tau}^{c}} \min \left\{p_{j}-p_{i}, p_{i_{u}}-p_{j}\right\}, & \text { if } i \in S_{\tau}^{c},\end{cases}
$$

See Figure 5.1 right for a reference. And we define another duel complexity as $H_{c, 2}=$ $\sum_{i \in \mathcal{A} \backslash\left\{i_{u}, i_{l}\right\}} \frac{1}{\left(\bar{\Delta}_{i}^{c}\right)^{2}}$.

Relation between $\Delta_{i}^{c}$ and $\bar{\Delta}_{i}^{c}$. Although we always have $\Delta_{i}^{c} \geq \bar{\Delta}_{i}^{c}$ and thus $H_{c, 1} \leq H_{c, 2}$, in many situations $\Delta_{i}^{c}$ and $\bar{\Delta}_{i}^{c}$ are of similar scales. To see this, notice that $\bar{\Delta}_{i}^{c} \geq \min \left\{\Delta_{i}^{c}, p_{i_{u}}-p_{i_{l}}\right\}$. In many cases in practice, we would expect a gap between $S_{\tau}$ and $S_{\tau}^{c}$, and therefore $p_{i_{u}}-p_{i_{l}}$ will be a constant. We give a formal proposition about the relation between $H_{c, 2}$ and $H_{c, 1}$ under Massart noise condition in Section 5.5.

In Section 5.3, we present an upper bound using $H_{c, 2}$, and in Section5.4, we present a lower bound using $H_{c, 1}$.

### 5.3 Algorithm and Analysis

We present our Rank-Search algorithm in this section. We give a detailed description of the algorithm in Section 5.3.1, and analyze its theoretical performance in Section 5.3.2.

### 5.3.1 Algorithm Description

```
Algorithm 11 Rank-Search (RS)
Input: Set of arms \(\mathcal{A}\), noise tolerance \(\delta\), threshold \(\tau\)
    Confidence level \(\gamma_{0} \leftarrow 1 / 4, S \leftarrow \mathcal{A}=[K]\), counter \(t \leftarrow 0\)
    For every \(i \in S\), let \(n_{i} \leftarrow 0, w_{i} \leftarrow 0\)
                                    \(\triangleright n_{i}\) : Comparison count, \(w_{i}\) : Win count
    while \(S \neq \emptyset\) do
        while \(\exists i \in S, n_{i} \leq \frac{1}{\gamma_{t}^{2}} \log \left(\frac{8|S|(t+1)^{2}}{\delta}\right)\) do
            for \(i \in S\) do
                Draw \(i^{\prime} \in[K]\) uniformly at random, and compare arm \(i\) with arm \(i^{\prime}\)
                If arm \(i\) wins, \(w_{i} \leftarrow w_{i}+1\)
                \(n_{i} \leftarrow n_{i}+1\)
            end for
        end while
        Compute \(\hat{p}_{i} \leftarrow w_{i} / n_{i}\) for all \(i \in S\)
        Rank arms in \(S\) according to their \(\hat{p}_{i}: S=\left(i_{1}, i_{2}, \ldots, i_{|S|}\right), \hat{p}_{i_{1}} \leq \hat{p}_{i_{2}} \leq \cdots \leq \hat{p}_{i_{|S|}}\)
        Get \((k, T)=\) Binary-Search \(\left(S, \tau, \delta / 4(t+1)^{2}\right)\)
        If \(k<|S|\), let \(\bar{S}=\left\{i \in S: \hat{p}_{i}-\hat{p}_{i_{k+1}}>2 \gamma_{t}\right\}\); for \(i \in \bar{S}\), set \(\hat{y}_{i}=1\)
        If \(k>0\), let \(\underline{S}=\left\{i \in S: \hat{p}_{i}-\hat{p}_{i_{k}}<-2 \gamma_{t}\right\}\); for \(i \in \underline{S}\), set \(\hat{y}_{i}=0\)
        \(S \leftarrow S-\bar{S}-\underline{S}-T\)
        \(\gamma_{t+1} \leftarrow \gamma_{t} / 2\)
        \(t \leftarrow t+1\)
    end while
Output: \(\hat{S}_{\tau}=\left\{i: \hat{y}_{i}=1\right\}, \hat{S}_{\tau}^{c}=\mathcal{A} \backslash \hat{S}_{\tau}\)
```

Algorithm 11 describes the Rank-Search algorithm. At a high level, RS alternates between ranking items using duels (Line 55 [13), and a binary search using pulls (Line 14 and Algorithm 12). We first initialize the work set $S$ with all arms, and comparison confidence $\gamma_{0}=1 / 4$. In the rank phase, we iteratively compare each arm $i \in S$ with a random arm, as an unbiased estimator for $p_{i}$. After each arm has received $\frac{\log \left(2 / \delta_{t}\right)}{\gamma_{t}^{2}}$ comparisons, we rank the arms in $S$ according to their win rates $\hat{p}_{i}$. Then Algorithm 12 performs binary search on the sorted $S$ to find the boundary between positive and negative arms (detailed below).

Our binary search is a standard process: it starts with the middle of the sequence, and if the middle arm is positive, we move to the first half (i.e., arms with smaller estimated means), and otherwise, we move to the second half (i.e., arms with larger estimated means). Algorithm 2 just behaves as if $S$ is perfectly ranked. It is worthwhile noting that since $S$ is not ranked according to the real $p_{i}$ 's, there might be negative samples larger than positive samples in $S$. Nevertheless, the binary search just proceeds as if $S$ is perfectly ranked. We figure out the label of the middle point using Figure-Out-Label (Algorithm 13). Figure-Out-Label aims to solve the simple TBP in the one-arm setting: We keep a confidence interval $\hat{\mu}_{i} \pm \gamma$ in each round and return the label once $\tau$ is not in the interval.

Binary-Search returns the boundary $k$. Let $\bar{S}=\left\{i \in S: \hat{p}_{i}-\hat{p}_{i_{k+1}}>2 \gamma_{t}\right\}$ be the arms that are separated from arm $i_{k+1}$, and we label $i \in \bar{S}$ as positive; we do similarly for negative arms. Then we update working set $S$ with all the unlabeled arms, and shrink confidence $\gamma_{t}$.

```
Algorithm 12 Binary-Search
Input: Sequence \(S=\left(i_{1}, i_{2}, \ldots, i_{|S|}\right)\), threshold \(\tau\), confidence \(\delta_{0}\)
    \(k_{\text {min }} \leftarrow 0, k_{\text {max }} \leftarrow|S|, T=\emptyset\)
    while \(k_{\text {min }}<k_{\text {max }}\) do
        \(k=\left\lceil\left(k_{\text {min }}+k_{\text {max }}\right) / 2\right\rceil\)
        \(\hat{y}_{i_{k}}=\) Figure-Out-Label \(\left(i_{k}, \tau, \frac{\delta}{\log |S|}\right)\)
        \(T=T \cup\left\{i_{k}\right\}\)
        if \(\hat{y}_{i_{k}}=1\) then
            \(k_{\text {max }}=k-1\)
        else
            \(k_{\text {min }}=k\)
        end if
    end while
Output: Boundary \(k_{\min }\), labeled arms \(T\)
```

```
Algorithm 13 Figure-Out-Label
Input: Arm \(i\), threshold \(\tau\), confidence \(\delta_{1}\)
    \(t \leftarrow 0\)
    Define \(m_{i} \leftarrow 0, s_{i} \leftarrow 0\)
    repeat
        while \(m_{i} \leq 2^{t}\) do
            Query \(Y_{i}\), and let \(s_{i} \leftarrow s_{i}+Y_{i}, m_{i} \leftarrow m_{i}+1\)
        end while
        Compute \(\hat{\mu}_{i} \leftarrow s_{i} / m_{i}\)
        \(\gamma=R \sqrt{\frac{2 \log \left(4(t+1)^{2} / \delta_{1}\right)}{m_{i}}}\)
        \(t \leftarrow t+1\)
    until \(\left|\hat{\mu}_{i}-\tau\right|>\gamma\)
Output: Predicted label \(\hat{y}_{i}=I\left(\hat{\mu}_{i}>\tau\right)\)
```


### 5.3.2 Theoretical Analysis

We now present the theorem about performance of RS.
Theorem 58. Let $\gamma^{*}=\min _{i \in \mathcal{A} \backslash\left\{i_{u}, i_{l}\right\}} \bar{\Delta}_{i}^{c}$ and $\Delta^{*}=\min _{i} \Delta_{i}^{l}$. Then with probability $1-\delta R S$ succeeds, and the number of duels and pulls it uses are bounded by

$$
\begin{aligned}
& n_{\text {duel }} \leq 32 H_{c, 2} \log \frac{4 K \log \left(1 / \gamma^{*}\right)}{\delta} \\
& n_{\text {pull }} \leq 16 R^{2} H_{l}\left(n_{l}\right) \log \left(\frac{n_{l} \log \left(1 / \Delta^{*}\right)}{\delta}\right)
\end{aligned}
$$

where $n_{l}$ is the number of times Figure-Out-Label is called, and we have $n_{l}=O\left(\log K \log \left(1 / \gamma^{*}\right)\right)$.
Remark. First, the results in [52] correspond to using $O\left(H_{l}(K) \log \left(\frac{H_{l}(K) K}{\delta}\right)\right)$ pulls to get $\delta$ confidence. In terms of number of direct pulls, RS can reduce $K$ dependence to $\log K$ dependence when $\gamma^{*}$ is a constant, an exponential improvement.
Second, in terms of number of duels, RS has a requirement based on dueling complexity $H_{c, 2}$ instead of $H_{l}$. In many cases, $H_{c, 2}$ is close to $H_{l}$, and we point out several such cases in Section 5.5. Thus, we see that in the Dueling-choice framework, the number of pulls required improves exponentially in dependence on $K$ at the expense of requiring a number of duels proportional to number of pulls in pull-only case. This is similar to the findings in [105, 185, 187] for regression and feature-based classification in the Dueling choice setting.

### 5.4 Lower Bounds

In this section, we give lower bounds that complement our upper bounds. We first give an arm-wise lower bound in Section 5.4.1 to show that RS is almost optimal in terms of the total number of queries to each individual arm. Then, we discuss the optimality of both $n_{\text {duel }}$ and $n_{\text {pull }}$ in Section 5.4.2.

For simplicity, in this section we suppose all rewards follow a Gaussian distribution with parameter $R$, i.e., $\nu_{i}=\mathcal{N}\left(\mu_{i}, R^{2}\right)$. Our results can be easily extended to other sub-Gaussian distributions (e.g., when all rewards are binary).

### 5.4.1 An Arm-Wise Lower Bound

The following theorem gives a lower bound on the number of pulls and duels on a particular arm $k$.
Theorem 59. Suppose an algorithm $\mathcal{A}$ recovers $S_{\tau}$ with probability $1-\delta$ for any problem instance $(M, \boldsymbol{\mu})$ and $\delta \leq 0.15$. For any arm $i$, let $D_{i}^{\mathcal{A}}$ be the number of times that arm $i$ is selected for $a$ duel, and $L_{i}^{A}$ be the number of times that arm $i$ is pulled. Let $c=\min \left\{\frac{1}{10}, \frac{R^{2}}{2}\right\}$. Then for any problem instance $(M, \boldsymbol{\mu})$ with $M_{i j} \geq \frac{3}{8}$ for every arm $i, j \in[K]$, and a specific arm $k \in S_{\tau}$, we have

$$
\begin{equation*}
\mathbb{E}_{M, \mu}\left[\left(\Delta_{k}^{c}\right)^{2} D_{k}^{\mathcal{A}}+\left(\Delta_{k}^{l}\right)^{2} L_{k}^{\mathcal{A}}\right] \geq c \log \left(\frac{1}{2 \delta}\right) \tag{5.2}
\end{equation*}
$$

Theorem 59 shows an arm-wise lower bound that the sum of duels and pulls (weighted by their complexity) must satisfy (5.2). In the pull-only setting, this agrees with the known result that number of pulls needed for an arm $k$ is $\Omega\left(\left(\Delta_{k}^{l}\right)^{-2}\right)$. And for duel-choice setting, it shows that if we never pull arm $k$, number of duels involving arm $k$ (against some known arm) is at least $\Omega\left(\left(\Delta_{k}^{c}\right)^{-2}\right)$. From our proof of Theorem 58, we can easily show the following proposition for the upper bound that RS achieves:
Proposition 60. For any problem instance $(M, \boldsymbol{\mu})$ and arm $k$, Algorithm $R S$ succeeds with probability at least $1-\delta$ and there exists a constant $C$ such that the $R S$ algorithm achieves that

$$
\begin{equation*}
\mathbb{E}_{M, \mu}\left[\left(\bar{\Delta}_{k}^{c}\right)^{2} D_{k}^{R S}+\left(\Delta_{k}^{l}\right)^{2} L_{k}^{R S}\right] \leq C \log \left(\frac{K \log \left(\frac{K}{\gamma^{*} \Delta^{*}}\right)}{\delta}\right) \tag{5.3}
\end{equation*}
$$

Comparing (5.3) with (5.2), our RS algorithm is arm-wise optimal except for the difference of $\Delta_{k}^{c}$ vs. $\bar{\Delta}_{k}^{c}$, and the log factors. This shows that RS is near optimal in the sum $\mathbb{E}_{M, \mu}\left[\left(\Delta_{k}^{c}\right)^{2} D_{k}^{\mathcal{A}}+\right.$ $\left.\left(\Delta_{k}^{l}\right)^{2} L_{k}^{\mathcal{A}}\right]$.

### 5.4.2 Optimality of $n_{\text {duel }}$ and $n_{\text {pull }}$

In this subsection, we analyze the lower bound of TBP-DC under the case when duels are much cheaper than pulls. In this case, we would like to minimize the number of pulls, and then minimize the number of duels. Intuitively, RS algorithm is optimal in $n_{\text {pull }}$ as it uses roughly $O(\log K)$ pulls; this is necessary even if we know a perfect ranking of all arms (due to the complexity of binary search). We consider an extreme case, where we know the label of arm $i_{u}$ and $i_{l}$ from pulls, and wish to infer all other labels using duels. The following corollary of Theorem 59 shows a lower bound in this case:
Corollary 61. Suppose an algorithm $\mathcal{A}$ is given that $i_{u} \in S_{\tau}$ and $i_{l} \in S_{\tau}^{c}$, and uses only duels. Under the same assumption as in Theorem 59 the number of duels of $\mathcal{A}$ is at least $\mathbb{E}\left[n_{\text {duel }}^{\mathcal{A}}\right] \geq c H_{c, 1} \log (1 / 2 \delta)$.

Combining Corollary 61 with the fact that $O(\log K)$ is necessary for TBP-DC, we show that RS is near optimal in both $n_{\text {duel }}$ and $n_{\text {pull }}$.

### 5.5 Implications of Bounds in Special Cases

We provide two examples to compare our theoretical bounds with the classical pull-only TBP. Throughout this section, we will assume that all the observations follow Bernoulli distributions, and $\tau=1 / 2$. The examples we raise in this section all follow the Massart noise condition, i.e., $\left|\mu_{i}-\tau\right| \geq c$ that is well known in classification analysis [125]. We first give the following proposition to show that RS is optimal under Massart noise.
Proposition 62. Suppose $\Delta_{i}^{l} \geq$ c for some c for all arm $i$, and $M_{i j}=\frac{1}{2}+\sigma\left(\mu_{i}-\mu_{j}\right)$ for some increasing link function $\sigma: \mathbb{R} \rightarrow[-1 / 2,1 / 2]$. Also assume for any $x, y \in\left[\mu_{1}, \mu_{K}\right]$ we have $\sigma(x-y) \geq L(x-y)$ for some constant $L$. Then we have i) $p_{i_{u}}-p_{i_{l}} \geq 2 L c$, ii) $\bar{\Delta}_{i}^{c} \geq \min \left\{2 L c, \Delta_{i}^{c}\right\}$, and iii) $H_{c, 2} \leq \frac{1}{4 L^{2} c^{2}} H_{c, 1}$.


Figure 5.2: Graphical illustration of the examples. Each red vertical line corresponds to one arm $i$, and $\tau=1 / 2$. Left: Example 1 with fixed means. Right: Example 2 with $K=40$ arms. The blue curve illustrates the pdf of all arm means.

Proposition 62 shows that $H_{c, 2}=O\left(H_{c, 1}\right)$ under Massart noise and the assumption that a link function exists. The assumption of such a link function is satisfied by several popular comparison models including the Bradley-Terry-Luce (BTL) [38] and Thurstone models [162]. We now give two positive examples that RS will lead to a gain compared with the pull-only setting. For simplicity we will suppose duels follow a comparison model given as follows: $M_{i j}=\operatorname{Pr}[i \succ j]=\frac{1+\mu_{i}-\mu_{j}}{2}$. This is known as the linear link function since it linearly relates the duel win probability with the reward means. Routine calculations show that under a linear link function we have $p_{i}-p_{j}=\Theta\left(\mu_{i}-\mu_{j}\right)$. We require that both our method and pull-only method succeed with probability $1-\delta$, with a small constant $\delta$ (e.g., $\delta=0.05$ ). Both of our positive examples assume that the means are dense near the boundaries given by $\mu=0$ and $\mu=1$, while a very small fraction of arms have means near $1 / 2$, so that there is a significant gap between the arms $i_{u}$ and $i_{l}$ closest to the threshold, as well as any arm $i$ and $\operatorname{arm} i_{u}$ or $i_{l}$ that is closest to it(cf. Figure 5.2). Although these examples can look artificial at first sight, we note that such a bowl-shaped distribution is common in practice, and is similar to Tsybakov noise [165] assumption used to characterize classification noise in the machine learning literature.

Example 1. Suppose $K=2 l$, and $\mu_{i}=\frac{1}{(l+3)-i}$ for $1 \leq i \leq l$, and $\mu_{i}=1-\frac{1}{i-(l-2)}$ for $l+1 \leq i \leq 2 l$ (see Figure 5.2 left). We will have $\Delta_{i}^{l}=\bar{\Delta}_{i}^{c}=\Omega(1)$ for all arms $i \in \mathcal{A}$. Then the previous state-of-art CLUCB algorithm requires $O(K \log K)$ pulls, and their lower bounds show that any pull-only algorithm needs at least $\Omega(K)$ pulls. On the other hand, our algorithm requires $O(K \log K)$ duels and only $O\left(\log ^{2} K\right)$ pulls. When pulls are more expensive than duels, there is a significant cost saving when using our RS algorithm.

Example 2. Suppose $K=2 l$. Sample $x_{1}, \ldots, x_{K}$ from an exponential distribution with parameter $\lambda=4 \log (4 l / \delta)$, and let $\mu_{i}=x_{i}$ for $1 \leq i \leq l$, and $\mu_{i}=1-x_{i}$ for $l+1 \leq i \leq 2 l$ (see Figure 5.2 right). Then with probability $1-\delta$ : i) $\mu_{i} \in[0,1] \forall i \in[K]$; ii) $\Delta_{i}^{l}=\Omega(1)$, and $H_{c, 2}=H_{c, 1}$; iii) CLUCB requires $O(K \log K)$ pulls, and any pull-only algorithm requires at least $\Omega(K)$ pulls; iv) Our algorithm requires $O\left(K \log ^{3} K\right)$ duels and $O\left(\log ^{2} K\right)$ pulls.

We provide proofs of the results for these two examples in the appendix.


Figure 5.3: Empirical results comparing RS and other baselines. Error bars represent standard deviation across 20 experiments.

### 5.6 Experiments

To verify our theoretical insights, we perform experiments on a series of settings to illustrate the efficacy of RS, on both synthetic and real-world data. For comparison, we include the state-of-art CLUCB in the pull-only setting, and several naive baselines.

### 5.6.1 Setup and Baselines

We run RS and the other baselines with $\delta=0.95, \tau=0.5$ and $K$ varying from 50 to 500 . Also let $K=2 l$. The duels follows from a linear link function $\operatorname{Pr}[i \succ j]=\frac{1+\mu_{i}-\mu_{j}}{2}$, and the mean rewards are given as below:
Experiment 1 (harmonic): This is Example 1 from Section 5.5.
Experiment 2 (exponential): This is Example 2 from Section 5.5 .
Experiment 3 (3groups): This is similar to the example in [120]. Let $\mu_{i}=0.1$ for $i=$ $1,2, \ldots, l-2, \mu_{(l-2):(l+2)}=(0.35,0.45,0.55,0.65)$, and $\mu_{i}=0.9$ for $i=l+3, \ldots, K$.
Experiment 4 (Reading Difficulty): We use the real-world document reading level data from [53]. The data consists of 491 passages, each with a reading difficulty level ranged in 1-12. We randomly take $K$ passages from the whole set, and let $\mu_{i}=l_{i} / 13$, where $l_{i}$ is the difficulty level of passage $i$. The goal here is to identify the difficult passages with level at least 7 .

We compare to the following baseline methods:
CLUCB[52]: We implement the CLUCB algorithm which only queries for selective direct pulls in a TBP setting.
SimpleLabel: This is a simple pull-only baseline where we apply Figure-Out-Label to all the arms $i \in \mathcal{A}$ with confidence $\delta / K$.
RankThenSearch: A naive baseline for TBP-DC that first uses a ranking algorithm to rank all the arms, and then performs a binary search to find the boundary. An obvious drawback of this method is that it has to recover the ordering for every pair of arms $(i, j) \in \mathcal{A}$, therefore leading to an enormous number of duels. For the ranking algorithm we use ActiveRank from [90], since it has similar assumptions as ours. Then, we run a single binary search on the sorted sequence, using Figure-Out-Label to identify labels.

We note that previous works on TBP in the fixed budget setting [120, 131] cannot be implemented in our fixed-confidence setting.

For complexity notion, since there is no pre-defined cost ratio between duels and pulls, we compare the pull and duel complexity of RS separately with the baselines. Specifically, we compare pull complexity with SimpleLabel and CLUCB ${ }^{1}$, and compare duel complexity with RankThenSearch (since the other two baselines are pull-only algorithms).

### 5.6.2 Experiment Results

Comparing Pull Complexity. In Figure 5.3, we plot the empirical pull complexity of RS along with the baselines of CLUCB and SimpleLabel. As expected, the number of pulls of RS is much lower than the baseline algorithms in all three experiments we consider. Interestingly, SimpleLabel also has an advantage over CLUCB in the pull-only setting. We note that CLUCB's $O\left(H_{l} \log \left(\frac{H_{l}}{\delta}\right)\right)$ is only optimal up to $\log \left(H_{l}\right)$ factors, and SimpleLabel might have an advantage because its pull complexity is $O\left(H_{l} \log \left(\frac{K \log \Delta^{*}}{\delta}\right)\right)$ in the pull-only setting, slightly better than CLUCB. This advantage and the optimal rate for the pull-only setting is of independent interest and we leave it as future work.
Comparing Duel Complexity. We compare duel complexity between RS and RankThenSearch in Figure 5.4. Note that since in 3groups the arms are not separable, we only compare to RankThenSearch in the first two settings. Our results show that ActiveRank acquires an incredible number of duels in order to rank the arms: to rank 50 arms it acquires more than one billion $\left(1 \times 10^{9}\right)$ duels. This prohibitive cost makes it impossible to adopt the rank and then search method.

### 5.7 Conclusion

We formulate a new setting of the Thresholding Bandit Problem with Dueling Choices, and provide the RS algorithm, along with upper and lower bounds on its performance. There are several possible directions for future work. First, it is of interest to tighten the bounds so that
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Figure 5.4: Empirical results comparing RS and RankThenSearch. Error bars represent standard deviation across 20 experiments.
they can match in the notion of duel complexity that shows up in the lower and upper bounds. We believe it should be possible to improve the lower bound by randomizing the arms closest to the threshold. Second, we mention that the proposed algorithm RS is adaptive in the setting when comparisons are not helpful, in that it achieves the same pull complexity as SimpleLabel however it requires $2^{K / \log K}$ duels. It is of interest to investigate whether adaptive algorithms can be designed with lower duel complexity. Third, we will explore the performance of the proposed algorithms in real-world applications (e.g. performance on crowdsourced classification in Amazon MTurk Platform) taking into account the relative costs of pulls vs. duels. Finally, it is also of interest to investigate the advantage SimpleLabel might have over CLUCB in pull-only settings.

### 5.8 Proofs

### 5.8.1 Proof of Theorem 58

First we show that with high probability our confidence interval in Algorithm 11 and 13 bounds $p_{i}$ and $\mu_{i}$.
Lemma 63. With probability $1-\delta$ the following holds:

- At step 13 in Algorithm 11 we have $\left|p_{i}-\hat{p}_{i}\right| \leq \gamma_{t}$ for all $i \in S$ and all $t$;
- At step 8 in Algorithm 13 we have $\left|\mu_{i}-\hat{\mu}_{i}\right| \leq \gamma$ for all arms $i$ that are passed to Algorithm 13

Proof. The lemma follows from standard concentration inequality. Using Hoeffding's inequality and a union bound we know that in each round of Algorithm 11 we have

$$
\operatorname{Pr}\left[\exists i,\left|p_{i}-\hat{p}_{i}\right|>\gamma_{t}\right] \leq|S| \exp \left(-2 n_{i} \cdot \gamma_{t}^{2}\right) \leq \frac{\delta}{4 t^{2}}
$$

Sum it up we have $\left|p_{i}-\hat{p}_{i}\right| \leq \gamma_{t}$ holds for all $i \in S$ and all rounds $t$ with probability at most $\delta / 2$.

Similarly, from Hoeffding's inequality for sub-Gaussian random variables and a union bound we have for any run of Figure-Out-Label,

$$
\begin{aligned}
\operatorname{Pr}\left[\exists t,\left|\mu_{i}-\hat{\mu}_{i}\right|>\gamma\right] & \leq \sum_{t=0}^{\infty} \exp \left(-\frac{\gamma^{2}}{2 R^{2}}\right) \\
& \leq \sum_{t=0}^{\infty} \frac{\delta_{1}}{4(t+1)^{2}} \leq \delta_{1} .
\end{aligned}
$$

Now sum the probability over all runs of Figure-Out-Label we have

$$
\operatorname{Pr}[\text { Every Figure-Out-Label is correct }]=\sum_{t=0}^{\infty} \frac{\delta}{4(t+1)^{2}} \log |S| \cdot \frac{1}{\log |S|}<=\delta / 2
$$

The lemma follows from another union bound.
We now assume the event in Lemma 63 happens. Now we can show that we never make a mistake when we estimate labels in Algorithm 13 using direct pulls. Firstly, upon termination of Figure-Out-Label we have $\left|\hat{\mu}_{i}-\tau\right|>\gamma$. Not losing generality, suppose we have $\hat{y}_{i}=1$ as the output. Then we have $\hat{\mu}_{i}-\tau>\gamma$, and thus $\mu_{i}>\tau$, so $i \in S_{\tau}$. Similarly we do not make a mistake when $\hat{y}_{i}=0$.

To show the correctness when we infer labels in step 15 and 16 in Algorithm 11, we first need the following lemma for binary search in an arbitrary noisy sequence:
Lemma 64. Binary-Search always returns within $\lceil\log (|S|)+1\rceil$ iterations, and the first output $k$ satisfies i) $\hat{y}_{i_{k+1}}=1$ if $k<|S|$; and ii) $\hat{y}_{i_{k}}=0$ if $k>0$.

Proof. Firstly, Algorithm 12 always terminates, because $k=\left\lceil\left(k_{\min }+k_{\max }\right) / 2\right\rceil$ satisfies $k_{\max }-$ $k_{\min } \geq 2 \max \left\{k-k_{\min }, k_{\max }-k\right\}$. For simplicity, define imaginary labels $\hat{y}_{0}=0, \hat{y}_{|S|+1}=1$. We prove by induction that we always have $\hat{y}_{i_{k_{\min }}}=0$ and $\hat{y}_{i_{k_{\max }+1}}=1$. This is true for the first iteration; for subsequent iterations, if we move to the left (Line 7] we have $\hat{y}_{i_{k}}=\hat{y}_{i_{k_{\max }+1}}=1$; if we move the right (Line 9 ) we have $\hat{y}_{i_{k}}=\hat{y}_{i_{k_{\min }}}=0$. Therefore the claim holds. Note that upon termination we must have $k_{\max }=k_{\min }$. The lemma then follows from the claim.

Now if we let $\hat{y}_{i}=1$ in step 15 in Algorithm 11, we have $\hat{p}_{i}-\hat{p}_{i_{k+1}} \geq 2 \gamma_{t}$, and therefore $p_{i}>p_{i_{k+1}}$. Since, we have $\hat{y}_{i_{k+1}}=1$ from Lemma 64 and its label is estimated correctly by Algorithm 13, $y_{i_{k+1}}=1$ and thus $i_{k+1} \in S_{\tau}$. Since $i_{k+1} \in S_{\tau}, p_{i_{k+1}} \geq p_{j}$ for all $j \in S_{\tau}^{c}$ and same holds for $p_{i}>p_{i_{k+1}}$ meaning $i \in S_{\tau}$. Similarly we do not make a mistake on step 16 .

Now we consider the number of duels taken to infer when any arm $i=\mathcal{A} \backslash\left\{i_{u}, i_{l}\right\}$ is in $\bar{S}$ or $\underline{S}$ and hence is eliminated from further duels. Not losing generality, suppose $i \in S_{\tau}$, and thus $\mu_{i}>\tau$. We show that the arm $i$ is eliminated from further duels when we have $4 \gamma_{t}<\bar{\Delta}_{i}^{c}$. Suppose we have $i \notin \bar{S}$ i.e. $\hat{p}_{i_{k+1}} \geq \hat{p}_{i}-2 \gamma_{t}$ at the end of the binary search in round $t$. Let $j=\arg \max _{j \in S_{\tau}} \min \left\{p_{j}-p_{i_{l}}, p_{i}-p_{j}\right\}$ be the maximizer to obtain $\bar{\Delta}_{i}^{c}$.

By Lemma 63 and definition of $\bar{\Delta}_{i}^{c}$ we have

$$
\hat{p}_{j} \leq p_{j}+\gamma_{t} \leq p_{i}-\bar{\Delta}_{i}^{c}+\gamma_{t}<p_{i}-3 \gamma_{t} \leq \hat{p}_{i}-2 \gamma_{t}
$$

so $\hat{p}_{j}<\hat{p}_{i}-2 \gamma_{t} \leq \hat{p}_{i_{k+1}}$. So arm $j$ is ranked before arm $i_{k+1}$; and since $\hat{y}_{i_{k}}=0$ by Lemma 64 , we have $i_{k} \notin S_{\tau}$ since its label is estimated correctly by Algorithm 13, and therefore arm $j$ is ranked no later than arm $i_{k}$, thus $\hat{p}_{j} \leq \hat{p}_{i_{k}}$. However, from definitions of $\bar{\Delta}_{i}^{c}$ and arm $i_{l}$, we have

$$
p_{j} \geq p_{i_{l}}+\bar{\Delta}_{i}^{c} \geq p_{i_{k}}+4 \gamma_{t}
$$

And therefore by Lemma 63 we have $\hat{p}_{j} \geq p_{j}-\gamma_{t} \geq p_{i_{k}}+3 \gamma_{t} \geq \hat{p}_{i_{k}}+2 \gamma_{t}$, which makes a contradiction. Therefore we will have $\hat{p}_{i_{k+1}}<\hat{p}_{i}-2 \gamma_{t}$ i.e. arm $i \in \bar{S}$, and arm $i$ will be excluded from $S$ in iteration $t$. In a similar way we can argue that for $i \in S_{\tau}^{c}$, it is excluded from $S$ when $\bar{\Delta}_{i}^{c}>4 \gamma_{t}$.

Therefore we would need $\frac{\log \left(8|S| t^{2} / \delta\right)}{\left(\Delta_{i}^{c} / 4\right)^{2}}$ duels to eliminate arm $i$ from further duels. Sum this over all arms $i$ and use the fact that $t \leq \log \left(1 \gamma^{*}\right)$, we get the number of duels is $O\left(H_{c, 2} \log \left(\frac{K \log \left(1 / \gamma^{*}\right)}{\delta}\right)\right)$ to identify all arms except $\left\{i_{l}, i_{u}\right\}$. When every arm $i \in \mathcal{A} \backslash\left\{i_{u}, i_{l}\right\}$ has been given a label, $i_{u}, i_{l}$ will be given a label during binary search.

Now we bound the number of direct pulls. We figure out the label of arm $i$ when $2 \gamma \geq\left|\mu_{i}-\tau\right|$ in Algorithm 13. Therefore for each sample we need $2 \sqrt{R^{2} \frac{2 \log \left(2 / \delta_{0}\right)}{T}} \leq\left|\mu_{i}-\tau\right|$ pulls; note that we only require pulls during binary search. Each binary search runs Algorithm 13 for at most $\log K$ times, and we do $\log \left(1 / \gamma^{*}\right)$ times of binary search. Combining these terms we get the number of pulls.

### 5.8.2 Proof of Theorem 59

Our include a proof that follows a very similar process as [90], but adapting to the case where both duels and pulls are available.

Not losing generality, suppose $k \in S_{\tau}$; the proof for $k \in S_{\tau}^{c}$ is similar. We first use a lemma from bandit literature [106] that links KL divergence with error probability. Let $\nu=\left\{\nu_{j}\right\}_{j=1}^{m}$ be a collection of $m$ probability distributions supported on $\mathbb{R}$. Consider an algorithm $\mathcal{A}$ that selects an index $i_{t} \in[m]$ and receives an independent draw $X$ from $\nu_{i}$. $i_{t}$ only depends on its past observations; i.e., $i_{t}$ is $\mathcal{F}_{t-1}$ measurable, where $\mathcal{F}_{t}$ is the $\sigma$-algebra generated by $i_{1}, X_{1}, \ldots, i_{t}, X_{t}$. Let $\chi$ be a stopping rule of $\mathcal{A}$ that determines the termination of $\mathcal{A}$. We assume that $\chi$ is measurable w.r.t $\mathcal{F}_{t}$ and $\operatorname{Pr}[\chi<\infty]=1$. Let $Q_{i}(\chi)$ be the number of times that $\nu_{i}$ is selected by $\mathcal{A}$ until termination. For any $p, q \in(0,1)$, let $d(p, q)=p \log \frac{p}{q}+(1-p) \log \frac{1-p}{1-q}$ be the KL divergence between two Bernoulli distributions with parameter $p, q$. We use the following lemma:
Lemma 65 ([106], Lemma 1). Let $\nu=\left\{\nu_{j}\right\}_{j=1}^{m}, \nu^{\prime}=\left\{\nu_{j}^{\prime}\right\}_{j=1}^{m}$ be two collections of $m$ probability distributions on $\mathbb{R}$. For any event $\mathcal{E} \in \mathcal{F}_{\chi}$ with $\operatorname{Pr}_{\nu}[\mathcal{E}] \in(0,1)$ we have

$$
\begin{equation*}
\sum_{i=1}^{m} \mathbb{E}_{\nu}\left[Q_{i}(\chi)\right] K L\left(\nu_{i}, \nu_{i}^{\prime}\right) \geq d\left(\underset{\nu}{\operatorname{Pr}}[\mathcal{E}], \underset{\nu^{\prime}}{\operatorname{Pr}}[\mathcal{E}]\right) . \tag{5.4}
\end{equation*}
$$

Now, define the event $\mathcal{E}$ to be the event that $\mathcal{A}$ succeeds under $M$ and $\boldsymbol{\mu}$, i.e., $\mathcal{E} \equiv\left\{S_{\tau}=\hat{S}_{\tau}, S_{\tau}^{c}=\hat{S}_{\tau}^{c}\right\}$. Under the relation $M_{i j}=1-M_{j i}$ the comparison is uniquely defined by the probabilities $\left\{M_{i j}, 1 \leq i<j \leq K\right\}$; and pull is uniquely defined by the mean vector $\boldsymbol{\mu}$. For any two arms
$i, j$, let $D_{i j}(\chi)$ be the number of times that arms $i$ and $j$ duel before stopping. Therefore for two problem settings $(M, \boldsymbol{\mu})$ and $\left(M^{\prime}, \boldsymbol{\mu}^{\prime}\right)$, by Lemma 65 we have

$$
\begin{equation*}
\sum_{i=1}^{K} \sum_{j=i+1}^{K} \mathbb{E}_{M, \mu}\left[D_{i j}\right] d\left(M_{i j}, M_{i j}^{\prime}\right)+\frac{1}{2 R^{2}} \sum_{i=1}^{K}\left(\mu_{i}-\mu_{i}^{\prime}\right)^{2} \geq d\left(\underset{M, \mu}{\operatorname{Pr}}[\mathcal{E}], \operatorname{Pr}_{M^{\prime}, \mu^{\prime}}[\mathcal{E}]\right) \tag{5.5}
\end{equation*}
$$

The second term in (5.5) follows from the KL divergence between Gaussian variables. We now construct another feasible profile $\left(M^{\prime}, \boldsymbol{\mu}^{\prime}\right)$ and that $\mu_{k}<\tau$ and that $p_{k}^{\prime}<p_{j}^{\prime}$ for any $j \in S_{\tau}$ according to $M^{\prime}$. Therefore in this case $k \notin S_{\tau}\left(M^{\prime}, \boldsymbol{\mu}^{\prime}\right)$, where $S_{\tau}\left(M^{\prime}, \boldsymbol{\mu}^{\prime}\right)$ is the set of arms with reward larger than $\tau$ under $M^{\prime}, \boldsymbol{\mu}^{\prime}$. Since $\mathcal{A}$ succeeds with probability $1-\delta$ for any problem setting, we have $\operatorname{Pr}_{M, \mu}[\mathcal{E}] \geq 1-\delta$ and $\operatorname{Pr}_{M^{\prime}, \mu^{\prime}}[\mathcal{E}] \leq \delta$. Therefore

$$
d\left(\operatorname{Pr}_{M, \mu}^{\operatorname{Pr}}[\mathcal{E}], \operatorname{Pr}_{M^{\prime}, \mu^{\prime}}[\mathcal{E}]\right) \geq d(\delta, 1-\delta) \geq \log \frac{1}{2 \delta},
$$

which holds for $\delta \leq 0.15$.
We now specify $M^{\prime}, \boldsymbol{\mu}^{\prime}$. Let

$$
M_{i j}^{\prime}= \begin{cases}M_{k j}-\left(p_{k}-p_{i_{u}}\right), & \text { if } i=k, j \neq k \\ M_{k j}+\left(p_{k}-p_{i_{u}}\right), & \text { if } j=k, i \neq k \\ M_{k j} & \text { otherwise }\end{cases}
$$

and $\mu_{k}^{\prime}=2 \tau-\mu_{k}$. It is easy to see that $\mu_{k}^{\prime} \leq \tau$, and therefore $k \notin S_{\tau}\left(M^{\prime}, \mu^{\prime}\right)$. We now show that the profile $M^{\prime}, \boldsymbol{\mu}^{\prime}$ by showing that $p_{k}^{\prime}<p_{j}^{\prime}$. In the new profile we have

$$
p_{k}^{\prime}=\frac{1}{K-1} \sum_{j \neq k} M_{k j}^{\prime}=\frac{1}{K-1} \sum_{j \neq k}\left(M_{k j}-\left(p_{k}-p_{i_{u}}\right)\right)=p_{k}-p_{k}+p_{i_{u}}=p_{i_{u}}
$$

For other arms $i \neq k$ we have

$$
p_{i}^{\prime}=\frac{1}{K-1} \sum_{j \neq i} M_{i j}^{\prime}=p_{i}+\frac{1}{K-1}\left(p_{k}-p_{i_{u}}\right) .
$$

And therefore $p_{k}^{\prime}=p_{i_{u}}<p_{i}^{\prime}$ for any $i \in S_{\tau}\left(M^{\prime}, \boldsymbol{\mu}^{\prime}\right)$, and therefore $\left(M^{\prime}, \boldsymbol{\mu}^{\prime}\right)$ is feasible. Also since $M_{i j} \in\left[\frac{3}{8}, \frac{5}{8}\right]$ we have

$$
M_{i j}^{\prime} \leq \frac{5}{8}+\left(\frac{5}{8}-\frac{3}{8}\right)=\frac{7}{8}
$$

and similarly $M_{i j}^{\prime} \geq \frac{1}{8}$. So for any $j \neq k$ we have

$$
\begin{equation*}
d\left(M_{k j}, M_{k j}^{\prime}\right) \leq \frac{\left(M_{k j}-M_{k j}^{\prime}\right)^{2}}{M_{k j}^{\prime}\left(1-M_{k j}^{\prime}\right)}=10\left(p_{k}-p_{i_{u}}\right)^{2} \tag{5.6}
\end{equation*}
$$

Now consider the sums on the LHS of (5.5). Note that $M_{i j}^{\prime}=M_{i j}$ when $i \neq k, j \neq k$; and also $\mu_{k}-\mu_{k}^{\prime}=2\left(\mu_{k}-\tau\right)$ and $\mu_{i}-\mu_{i}^{\prime}=0$ for $i \neq k$. Combining 5.5) and the uniform bound in 5.6)
we have

$$
\begin{aligned}
& \sum_{i=1}^{K} \sum_{j=i+1}^{K} \mathbb{E}_{M, \mu}\left[D_{i j}\right] d\left(M_{i j}, M_{i j}^{\prime}\right)+\frac{1}{2 R^{2}} \sum_{i=1}^{K}\left(\mu_{i}-\mu_{i}^{\prime}\right)^{2} \\
\leq & 10\left(p_{k}-p_{i_{u}}\right)^{2} \sum_{j \neq k} \mathbb{E}_{M, \mu}\left[D_{k j}\right]+\frac{2\left(\mu_{k}-\tau\right)^{2}}{R^{2}} \mathbb{E}\left[L_{k}\right] \\
= & 10\left(p_{k}-p_{i_{u}}\right)^{2} \mathbb{E}_{M, \mu}\left[D_{k}\right]+\frac{2\left(\mu_{k}-\tau\right)^{2}}{R^{2}} \mathbb{E}\left[L_{k}\right]
\end{aligned}
$$

Combining the expectations we get the desired results.

### 5.8.3 Proof of Corollary 61

The corollary follows directly from Theorem 59, For $k \notin\left\{i_{u}, i_{l}\right\}$ we have $L_{k}=0$, and therefore

$$
\mathbb{E}_{M, \mu}\left[D_{k}^{\mathcal{A}}\right] \geq \frac{c \log \left(\frac{1}{2 \delta}\right)}{\left(\Delta_{k}^{c}\right)^{2}}
$$

Sum this over all arm $k \notin\left\{i_{u}, i_{l}\right\}$ we get the desired result.

### 5.8.4 Proof of Proposition 62

Under the link function assumption we have

$$
\begin{aligned}
p_{i_{u}}-p_{i_{l}} & =\frac{1}{K-1} \sum_{i \neq i_{u}} \sigma\left(\mu_{i_{u}}-\mu_{i}\right)-\frac{1}{K-1} \sum_{i \neq i_{l}} \sigma\left(\mu_{i_{l}}-\mu_{i}\right) \\
& \geq \frac{1}{K-1} \sum_{i=1}^{K}\left[\sigma\left(\mu_{i_{u}}-\mu_{i}\right)-\sigma\left(\mu_{i_{l}}-\mu_{i}\right)\right] \\
& \geq \frac{K}{K-1} L\left(\mu_{i_{u}}-\mu_{i_{l}}\right) \geq 2 L c .
\end{aligned}
$$

For any $i \in S_{\tau}$, use $j=i_{u}$ and we have $\bar{\Delta}_{i}^{c} \geq \min \left\{2 L c, \Delta_{i}^{c}\right\}$, and this holds similarly for $i \in S_{\tau}^{c}$. Finally for iii), notice that $2 L c \leq 1$ because otherwise $\sigma(2 c)>1$, and $\Delta_{i}^{c} \leq 1$. Thus we have $\bar{\Delta}_{i}^{c} \geq 2 L c \Delta_{i}^{c}$, and it leads to iii).

### 5.8.5 Proof for Example 1

The results follow easily from Theorem 58: We have $\Delta_{i}^{l}=\left|\mu_{i}-\tau\right| \geq \frac{1}{6}$ for every arm $i$. Under the linear link function, we have $p_{i}-p_{j}=\Theta\left(\mu_{i}-\mu_{j}\right)$, and thus $\Delta_{i}^{c}=\Omega(1)$ for every arm $i \notin\{l, l+1\}$. Therefore $H_{l}=O(K)$ and $H_{c, 2}=O(K)$, and the results follow.

### 5.8.6 Proof for Example 2

For each $x_{i}$, we have $\operatorname{Pr}[x \leq 1 / 4] \leq \delta /(4 l)$. Using a union bound, we have that with probability $1-\delta / 2$ we have $x_{i} \leq 1 / 4 \forall i \in[K]$. Let this event be $E_{B}$. So under $E_{B}$ all sample means are in $[0,1 / 4]$ and $[3 / 4,1]$, so pull-only algorithm requires $\Omega(K)$ pulls.

On the other hand, let $x_{(l)}$ and $x_{(l-1)}$ be the $l$-th and $(l-1)$-th order statistic of $x_{1}, \ldots, x_{l}$, i.e., the largest and second largest element of $x_{1}, \ldots, x_{l}$. Then $x_{(l)}-x_{(l-1)}$ is distributed according to a exponential distribution with parameter $\lambda$. Routine calculation shows that

$$
\operatorname{Pr}\left[x_{(l)}-x_{(l-1)} \geq \frac{-\log (1-\delta / 4)}{\lambda}\right] \geq 1-\delta / 4
$$

Plug in $\lambda$ and $E_{B}$ we have

$$
\operatorname{Pr}\left[x_{(l)}-x_{(l-1)} \geq \frac{-\log (1-\delta / 4)}{4 \log (4 l / \delta)}, E_{B}\right] \geq 1-\delta / 2 .
$$

Under this event and symmetrically for $l+1 \leq i \leq 2 l$, we have $H_{c, 2}=O\left(K \log ^{2} K\right)$; thus $n_{\text {duel }}=O\left(K \log ^{3} K\right)$ and $n_{\text {pull }}=O\left(\log ^{2} K\right)$.

## Chapter 6

## Preference-based Reinforcement Learning with Finite-Time Guarantees

In reinforcement learning (RL), an agent typically interacts with an unknown environment to maximize the cumulative reward. It is often assumed that the agent has access to numerical reward values. However, in practice, reward functions might not be readily available or hard to design, and hand-crafted rewards might lead to undesired behaviors, like reward hacking [9, 35]. On the other hand, preference feedback is often straightforward to specify in many RL applications, especially those involving human evaluations. Such preferences help shape the reward function and avoid unexpected behaviors. Preference-based Reinforcement Learning (PbRL, [183]) is a framework to solve RL using preferences, and has been widely applied in multiple areas including robot teaching [57, 93, 94], game playing [180, 182], and in clinical trials [204].

Despite its wide applicability, the theoretical understanding of PbRL is largely open. To the best of our knowledge, the only prior work with a provable theoretical guarantee is the recent work by Novoseller et al. [133]. They proposed the Double Posterior Sampling (DPS) method, which uses Bayesian linear regression to derive posteriors on reward values and transition distribution. Combining with Thompson sampling, DPS has an asymptotic regret rate sublinear in $T$ (number of time steps). However, this rate is based on the asymptotic convergence of the estimates of reward and transition function, whose complexity could be exponential in the time horizon $H$. Also, the Thompson sampling method in [133] can be very time-consuming, making the algorithm applicable only to MDPs with a few states. To fill this gap, we naturally ask the following question:

## Is it possible to derive efficient algorithms for PbRL with finite-time guarantees?

While traditional value-based RL has been studied extensively, including recently [20, 98, 201], PbRL is much harder to solve than value-based RL. Most efficient algorithms for value-based RL utilize the value function and the Bellman update, both of which are unavailable in PbRL : the reward values are hidden and unidentifiable up to shifts in rewards. Even in simple tabular settings, we cannot obtain unbiased estimate of the Q values since any offset in reward function results in the same preferences. Therefore traditional RL algorithms (such as Q learning or value iteration) are generally not applicable to PbRL.

Our Contributions. We give an affirmative answer to our main question above, under general assumptions on the preference distribution.

- We study conditions under which PbRL can recover the optimal policy for an MDP. In
particular, we show that when comparisons between trajectories are noiseless, there exists an MDP such that preferences between trajectories are not transitive; i.e., there is no unique optimal policy (Proposition 66). Hence, we base our method and analysis on a general assumption on preferences between trajectories, which is a generalization of the linear link function assumption in [133].
- We develop provably efficient algorithms to find $\varepsilon$-optimal policies for PbRL, with or without a simulator. Our method is based on a synthetic reward function similar to recent literature on RL with rich observations [67, 129] and reward-free RL [99]. We combine this reward-free exploration and dueling bandit algorithms to perform policy search. To the best of our knowledge, this is the first PbRL algorithm with finite-time theoretical guarantees. Our method is general enough to incorporate many previous value-based RL algorithms and dueling bandit methods as a subroutine.
- We test our algorithm against previous baselines in simulated environments. Our results show that our algorithm can beat previous baselines, while being very simple to implement.


### 6.1 Related Work

We refer readers to [183] for a complete overview of PbRL. In the PbRL framework, there are several ways that one can obtain preferences: We can obtain preferences on i) trajectories, where the labeler tells which of two trajectories is more rewarding; ii) actions, where for a fixed state $s$, the labeler tells which action gives a better action-value function; or iii) states, where similarly, the labeler tells which state gives a better value function. In this paper, we mainly study preferences over trajectories, which is also the most prevalent PbRL scenario in literature. Our method is potentially applicable to other forms of preferences as well.

PbRL is relevant to several settings in Multi-Armed Bandits. Dueling bandits [42, 200] is essentially the one-state version of PbRL , and has been extensively studied in the literature [73, 74, 189, 199]. However, PbRL is significantly harder because in PbRL the observation (preference) is based on the sum of rewards on a trajectory rather than individual reward values. For the same reason, PbRL is also close to combinatorial bandits with full-bandit feedback [12, 58, 143]. Although lower bounds for these bandit problems extends to PbRL, developing PbRL algorithms is significantly harder since we are not free to choose any combination of state-action pairs.

### 6.2 Problem Setup

MDP Formulation. Suppose a finite-time Markov Decision Process (MDP) ( $\left.\mathcal{S}, \mathcal{A}, H, r, p, s_{0}\right)$, where $\mathcal{S}$ is the state space, $\mathcal{A}$ is the action space, $H$ is the number of steps, $r: \mathcal{S} \times \mathcal{A} \rightarrow \mathbb{R}$ is the reward function $p: \mathcal{S} \times \mathcal{A} \rightarrow \mathcal{S}$ is the state transition function, and $s_{0}$ is the starting state. For simplicity we assume $S \geq H$. We consider finite MDPs with $|\mathcal{S}|=S,|\mathcal{A}|=$ $A$. We start an episode from the initial state $s_{0}$, and take actions to obtain a trajectory $\tau=$
${ }^{1}$ For simplicity, here we assume the reward function to be deterministic.
$\left\{\left(s_{h}, a_{h}\right)\right\}_{h=0}^{H-1}$, following a policy $\pi: \mathcal{S} \rightarrow \mathcal{A}$. We also slightly overload the notation to use $r(\tau)=\sum_{(s, a) \in \tau} r(s, a)$ to denote the total reward of $\tau$. For any policy $\pi$, let $\tau_{h}(\pi, s)$ be a (randomized) trajectory by executing $\pi$ starting at state $s$ from step $h$ to the end.

We further assume that the state space $\mathcal{S}$ can be partitioned into $H$ disjoint sets $\mathcal{S}=\mathcal{S}_{1} \cup \cdots \mathcal{S}_{H}$, where $\mathcal{S}_{h}$ denotes the set of possible states at step $h$. Let $\Pi:\{\pi: \mathcal{S} \rightarrow \mathcal{A}\}$ be the set of policies. We use $\Pi^{H}$ to denote the set of non-stationary policies; here a policy $\pi=\left(\pi_{1}, \ldots, \pi_{H}\right) \in \Pi^{H}$ executes policy $\pi_{h}$ in step $h$ for $h \in[H]^{2}$. Also, let $\pi_{h_{1}: h_{2}}$ be the restriction of policy $\pi \in \Pi^{H}$ to step $h_{1}, h_{1}+1, \ldots, h_{2}$. We use the value function $v_{h_{0}}^{\pi}(s)=\mathbb{E}\left[\sum_{h=h_{0}}^{H-1} r\left(s_{h}, \pi\left(s_{h}\right)\right) \mid \pi, s_{h_{0}}=s\right]$ to denote the expected reward of policy $\pi$ starting at state $s$ in step $h_{0}$; for simplicity let $v^{\pi}=v_{0}^{\pi}$. Let $\pi^{*}=\arg \max _{\pi \in \Pi^{H}} v_{0}^{\pi}\left(s_{0}\right)$ denote the optimal (non-stationary) policy. We assume that $r(s, a) \in[0,1]$ for every $(s, a) \in \mathcal{S} \times \mathcal{A}$, and that $v^{*}(s)=v^{\pi^{*}}(s) \in[0,1]$ for every state $s$.

Preferences on Trajectories. In PbRL, the reward $r(s, a)$ is hidden and is not observable during the learning process, although we define the value function and optimal policy based on $r$. Instead, the learning agent can query to compare two trajectories $\tau$ and $\tau^{\prime}$, and obtain a (randomized) preference $\tau \succ \tau^{\prime}$ or $\tau^{\prime} \succ \tau$, based on $r(\tau)$ and $r\left(\tau^{\prime}\right)$. We also assume that we can compare partial trajectories; we can also compare two partial trajectories $\tau=\left\{\left(s_{h}, a_{h}\right)\right\}_{h=h_{0}}^{H}$ and $\tau^{\prime}=\left\{\left(s_{h}^{\prime}, a_{h}^{\prime}\right)\right\}_{h=h_{0}}^{H}$ for any $h_{0} \in[H]$. Let $\phi\left(\tau, \tau^{\prime}\right)=\operatorname{Pr}\left[\tau \succ \tau^{\prime}\right]-1 / 2$ denote the preference between $\tau$ and $\tau^{\prime}$.

PAC learning and sample complexity. We consider PAC-style algorithms, i.e., an algorithm needs to output a policy $\hat{\pi}$ such that $v^{\hat{\pi}}\left(s_{0}\right)-v^{*}\left(s_{0}\right) \leq \varepsilon$ with probability at least $1-\delta$. In PbRL , comparisons are collected from human workers and the trajectories are obtained by interacting with the environment. So obtaining comparisons are often more expensive than exploring the state space; we therefore compute separately the sample complexity in terms of the number of total steps and number of comparisons. Formally, let $\mathrm{SC}_{s}(\varepsilon, \delta)$ be the number of exploration steps needed to obtain an $\varepsilon$-optimal policy with probability $1-\delta$, and $\mathrm{SC}_{p}$ be the number of preferences (comparisons) needed in this process. We omit $\varepsilon, \delta$ from the sample complexities when the context is clear.

Dueling Bandit Algorithms. Our proposed algorithms uses a dueling bandit algorithm as a subroutine. To utilize preferences, our algorithms use a PAC dueling bandit algorithm to compare policies starting at the same state. Dueling Bandits [200] has been well studied in the literature. Examples of PAC dueling bandit algorithms include Beat the Mean [199], KNOCKOUT [74], and OPT-Maximize [73]. We formally define a dueling bandit algorithm below.
Definition $2((\varepsilon, \delta)$-correct Dueling Bandit Algorithm). Let $\varepsilon>0, \delta>0$. $\mathcal{M}$ is a $(\varepsilon, \delta)$-correct PAC dueling bandit algorithm if for any given set of arms $\mathcal{X}$ with $|\mathcal{X}|=K, i) \mathcal{M}$ runs for at most $\Psi(\varepsilon, \delta) \varepsilon^{-\alpha}$ steps, where $C(\varepsilon, \delta)=\operatorname{poly}(K, \log (1 / \varepsilon), \log (1 / \delta))$ and $\alpha \geq 1$; ii) in every step, $\mathcal{M}$ proposes two arms $a, a^{\prime}$ to compare; iii) Upon completion, $\mathcal{M}$ returns an arm $\hat{a}$ such that $\operatorname{Pr}[\hat{a} \succ a] \geq 1 / 2-\varepsilon$ for every arm $a \in \mathcal{X}$, with probability at least $1-\delta$.

One important feature of existing PAC dueling bandit algorithms is whether they require knowing $\varepsilon$ before they start - algorithms like KNOCKOUT and OPT-Maximize [73, 74] cannot start without knowledge of $\varepsilon$; Beat-the-Mean [199] does not need to know $\varepsilon$ to start, but can return an $\varepsilon$-optimal arm when given the correct budget. We write $\mathcal{M}(\mathcal{X}, \varepsilon, \delta)$ for an algorithm with access to $\operatorname{arm}$ set $\mathcal{X}$, accuracy $\varepsilon$ and success probability $1-\delta$; we write $\mathcal{M}(\mathcal{X}, \delta)$ for a dueling
${ }^{2}$ We follow the standard notation to denote $[H]=\{0,1, \ldots, H-1\}$.
bandit algorithm without using the accuracy $\varepsilon$.
Results in the value-based RL and bandit setting. In traditional RL where we can observe the reward value at every step, the minimax rate is largely still open [97]. The upper bound in e.g., [20] translates to a step complexity of $O\left(\frac{H^{3} S A}{\varepsilon^{2}}\right)$ to recover an $\varepsilon$-optimal policy, but due to scaling of the rewards the lower bound [61] translates to $\Omega\left(\frac{H S A}{\varepsilon^{2}}\right)$. Very recently, Wang et al. [173] show an upper bound of $O\left(\frac{H S^{3} A^{2}}{\varepsilon^{3}}\right)$, showing that the optimal $H$ dependence might be linear. It is straightforward to show that the lower bound in [61] translates to a step complexity of $\Omega\left(\frac{H S A}{\varepsilon^{2}}\right)$ and a comparison complexity of $\Omega\left(\frac{S A}{\varepsilon^{2}}\right)$ for PbRL. Lastly, we mention that the lower bounds for combinatorial bandits with full-bandit feedback [58] can transform to a lower bound of the same scale for PbRL.

### 6.2.1 Preference Probablities

As in ranking and dueling bandits, a major question when using preferences is how to define the winner. One common assumption is the existence of a Condorcet winner: Suppose there exists an item (in our case, a policy) that beats all other items with probability greater than $1 / 2$. However in PbRL , because we compare trajectories, preferences might not reflect the true relation between policies. For example, assume that the comparisons are perfect, i.e., $\tau_{1} \succ \tau_{2}$ if $r\left(\tau_{1}\right)>r\left(\tau_{2}\right)$ and vice versa. Now suppose policy $\pi_{1}$ has a reward of 1 with probability 0.1 and 0 otherwise, and $\pi_{2}$ has a reward of 0.01 all the time. Then a trajectory from $\pi_{1}$ is only preferred to a trajectory from $\pi_{2}$ with probability 0.1 if the comparisons give deterministic results on trajectory rewards. Extending this argument, we can show that non-transitive relations might exist between policies: Proposition 66. Slightly overloading the notation, for any $h \in[H]$ and $s_{h} \in \mathcal{S}_{h}$, let $\phi_{s}\left(\pi_{1}, \pi_{2}\right)=$ $\operatorname{Pr}\left[\tau_{h}\left(\pi_{1}, s\right) \succ \tau_{h}\left(\pi_{2}, s\right)\right]-1 / 2$ denote the preference between policies $\pi_{1}$ and $\pi_{2}$ when starting at $s_{h}$ in step $h$. Suppose comparisons are noiseless. There exists a MDP and policies $\pi_{0}, \pi_{1}, \pi_{2}$ such that for some state $s \in \mathcal{S}, \phi_{s}\left(\pi_{0}, \pi_{1}\right), \phi_{s}\left(\pi_{1}, \pi_{2}\right), \phi_{s}\left(\pi_{2}, \pi_{0}\right)$ are all less than 0.

Proposition 66 shows that making assumptions on the preference distribution on trajectories cannot lead to a unique solution for PbRL. Instead, since our target is an optimal policy, we make assumptions on the preferences between trajectories:
Assumption 3. There exists a universal constant $C_{0}>0$ such that for any policies $\pi_{1}, \pi_{2}$ and state $s \in \mathcal{S}$ with $v_{\pi_{1}}(s)-v_{\pi_{2}}(s)>0$, we have $\phi_{s}\left(\pi_{1}, \pi_{2}\right) \geq C_{0}\left(v_{\pi_{1}}(s)-v_{\pi_{2}}(s)\right)$.
I.e., the preference probabilities depends on the value function difference. Following previous literatures in dueling bandits [74, 199], we also define the following properties on preferences:

Definition 3. Define the following properties on preferences when the following holds for any $h$, $s \in \mathcal{S}_{h}$ and three policies $\pi_{1}, \pi_{2}, \pi_{3}$ such that $v_{h}^{\pi_{1}}(s)>v_{h}^{\pi_{2}}(s)>v_{h}^{\pi_{3}}(s)$ :
Strong Stochastic Transitivity: $\phi_{s_{h}}\left(\pi_{1}, \pi_{3}\right) \geq \max \left\{\phi_{s_{h}}\left(\pi_{1}, \pi_{2}\right), \phi_{s_{h}}\left(\pi_{2}, \pi_{3}\right)\right\}$;
Stochastic Triangle Inequality: $\phi_{s_{h}}\left(\pi_{1}, \pi_{3}\right) \leq \phi_{s_{h}}\left(\pi_{1}, \pi_{2}\right)+\phi_{s_{h}}\left(\pi_{2}, \pi_{3}\right)$.
These properties are not essential for our algorithms, but are required for some dueling bandit algorithms that we use as a subroutine. To see the relation between policy preferences and reward preferences, we show the next proposition on several special cases:
Proposition 67. If either of the following is true, the preferences satisfy Assumption 3 SST and

STI:
i) There exists a constant $C^{\prime}$ such that for every pair of trajectories $\tau, \tau^{\prime}$ we have $\phi\left(\tau, \tau^{\prime}\right)=$ $C\left(r(\tau)-r\left(\tau^{\prime}\right)\right)$.
ii) The transitions are deterministic, and $\phi\left(\tau, \tau^{\prime}\right)=c$ for $r(\tau)>r\left(\tau^{\prime}\right)$ and some $c \in(0,1 / 2]$.

The first condition in Proposition 67]is the same as the assumption in [133], so our Assumption 3 is a generalization of theirs. We also note that although we focus on preferences over trajectories, preference between policies, as in Assumption 3, is also used in practice [78].

```
Algorithm 14 PPS: Preference-based Policy Search
Input: Dueling bandit algorithm \(\mathcal{M}\), dueling accuracy \(\varepsilon_{1}\), sampling number \(N_{2}\), success proba-
    bility \(\delta\)
    Initialize \(\hat{\pi} \in \Pi^{H}\) randomly
    for \(h=H-1, \ldots, 0\) do
        for \(s_{h} \in \mathcal{S}_{h}\) do
            for \(n=1,2, \ldots, N_{2}\) do
                Start an instance of \(\mathcal{M}\left(\mathcal{A}, \varepsilon_{1}, \delta / S\right)\)
                Receive query \(\left(a, a^{\prime}\right)\) from \(\mathcal{M}\)
                Rollout \(a \circ \hat{\pi}_{h+1: H}\) from \(s_{h}\), get trajectory \(\tau\)
                Rollout \(a^{\prime} \circ \hat{\pi}_{h+1: H}\) from \(s_{h}\), get trajectory \(\tau^{\prime}\)
                Compare \(\tau, \tau^{\prime}\) and return the result to \(\mathcal{M}\)
            end for
            if \(\mathcal{M}\) has finished then
                Update \(\hat{\pi}_{h}\) to the optimal action according to \(\mathcal{M}\)
            end if
        end for
    end for
Output: Policy \(\hat{\pi}\)
```


### 6.3 PbRL with a Simulator

In this section, we assume access to a simulator (generator) that allows access to any state $s \in \mathcal{S}$, executes an action $a \in \mathcal{A}$ and obtains the next state $s^{\prime} \sim p(\cdot \mid s, a)$. We first introduce our algorithm, to then follow with theoretical results. We also show a lower bound that our comparison complexity is almost optimal.

Although value-based RL with a simulator has been well-studied in the literature [17, 18], methods like value iteration cannot easily extend to PbRL , because the reward values are hidden. Instead, we base our method on dynamic programming and policy search [21] - by running a dueling bandit algorithm on each state, one can determine the corresponding optimal action. The resulting algorithm, Preference-based Policy Search (PPS), is presented in Algorithm 14. By inducting from $H-1$ to 0 , PPS solves a dueling bandit problem at every state $s_{h} \in \mathcal{S}_{h}$, with arm rewards specified by $a \circ \hat{\pi}_{h+1: H}$ for $a \in \mathcal{A}$, where $\hat{\pi}$ is the estimated best policy after step $h+1$,
and o stands for concatenation of policies. By allocating an error of $O(\varepsilon / H)$ on every state, we obtain the following guarantee:
Theorem 68. Suppose the preference distribution satisfies Assumption 3. Let $\varepsilon_{1}=\frac{C_{0} \varepsilon}{H}, N_{0}=$ $\Psi\left(\varepsilon_{1}, \delta / S\right) \varepsilon_{1}^{-\alpha}$, where $C_{0}$ is defined in Assumption 3 Algorithm 14 returns an $\varepsilon$-optimal policy with probability $1-\delta$ using $O\left(\frac{H^{\alpha+1} S \Psi(A, \varepsilon / H, \delta / S)}{\varepsilon^{\alpha}}\right)$ simulator steps and $O\left(\frac{H^{\alpha} S \Psi(A, \varepsilon / H, \delta / S)}{\varepsilon^{\alpha}}\right)$ comparisons.

We can plug in existing algorithms to instantiate Theorem 68. For example, under SST, OPT-Maximize [73] achieves the minimax optimal rate for dueling bandits. In particular, it has a comparison complexity of $O\left(\frac{K \log (1 / \delta)}{\varepsilon^{2}}\right)$ for selecting an $\varepsilon$-optimal arm with probability $1-\delta$ among $K$ arms. Plugging in this rate we obtain the following corollary:
Corollary 69. Suppose the preference distribution satisfies Assumption 3 and SST. Using OPTMaximize as $\mathcal{M}$, Algorithm 14 returns an $\varepsilon$-optimal policy with probability $1-\delta$ using $O\left(\frac{H^{3} S A}{\varepsilon^{2}} \log (\delta / S)\right)$ simulator steps, and $O\left(\frac{H^{2} S A}{\varepsilon^{2}} \log (\delta / S)\right)$ comparisons.

The proof of Theorem 68 follows from using the performance difference lemma, combined with properties of $\mathcal{M}$. Our result is similar to existing results for traditional RL with a simulator: For example, in the case of infinite-horizon MDPs with a decaying factor of $\gamma$, [19] shows a minimax rate of $O\left(\frac{S A}{\varepsilon^{2}(1-\gamma)^{3}}\right)$ on step complexity. This is the same rate as in Corollary 69 by taking $H=\frac{1}{1-\gamma}$ effective steps.

### 6.4 Combining Exploration and Policy Search for General PbRL

In this Section, we present our main result for PbRL without a simulator. RL without a simulator is a challenging problem even in the traditional value-based RL setting. In this case, we will have to explore the state space efficiently to find the optimal policy. Existing works in value-based RL typically derive an upper bound on the Q -value function and apply the Bellman equation to improve the policy iteratively [20, 98, 201]. However for PbRL , since the reward values are hidden, we cannot apply traditional value iteration and Q-learning methods. To go around this problem, we use a synthetic reward function to guide the exploration. We present our main algorithm in Section6.4.1, along with the theoretical analysis. We discuss relations to prior work in Section 6.4.2.

### 6.4.1 Preferece-based Exploration and Policy Search (PEPS)

We call our algorithm Preference-based Exploration and Policy Search (PEPS), and present it in Algorithm 15. As the name suggests, the algorithm combines exploration and policy search. For every step $h \in[H]$ and $s_{h} \in \mathcal{S}_{h}$, we set up an artificial reward function $r_{s_{h}}(s, a)=1_{s=s_{h}}$, i.e., the agent gets a reward of 1 once it gets to $s_{h}$, and 0 everywhere else (Step 4). This function is also used in recent reward-free learning literatures [67, 99, 129]. But rather than using the reward function to obtain a policy cover (which is costly in both time and space), we use it to help the

```
Algorithm 15 PEPS: Preferece-based Exploration and Policy Search
Input: Dueling Bandit algorithm \(\mathcal{M}\), quantity \(N_{0}\), success probability \(\delta\)
    Initialize \(\hat{\pi} \in \Pi^{H}\) randomly
    for \(h=H, H-1, \ldots, 1\) do
        for \(s_{h} \in \mathcal{S}_{h}\) do
            Let \(r_{s_{h}}(s, a)=1_{s=s_{h}}\) for all \(s \in S, a \in A\)
            Start an instance of EULER \(\left(r_{s_{h}}, N_{0}, \delta /(4 S)\right)\)
            Start an instance of \(\mathcal{M}(\mathcal{A}, \delta /(4 S))\)
            Get next query \(\left(a, a^{\prime}\right)\) from \(\mathcal{M}\)
            \(U \leftarrow \emptyset\)
            for \(n \in\left[N_{0}\right]\) do
                Obtain a policy \(\hat{\pi}_{n}\) from EULER, and execute \(\hat{\pi}_{n}\) until step \(h\)
                Return the trajectory and reward to EULER
                if current state is \(s_{h}\) then
                    Let \(\bar{\pi}=a \circ \hat{\pi}_{h+1: H}\) if \(|U|=0\), otherwise \(a^{\prime} \circ \hat{\pi}_{h+1: H}\)
                    Execute \(\bar{\pi}\) till step \(H\), obtain trajectory \(\tau\)
                    \(U \leftarrow U \cup \tau\)
                end if
                if \(|U|=2\) then
                    Compare the two trajectories in \(U\) and return to \(\mathcal{M}\)
                    \(\left(a, a^{\prime}\right) \leftarrow\) next action from \(\mathcal{M}\)
                end if
                If \(\mathcal{M}\) has finished, break
            end for
            if \(\mathcal{M}\) has finished then
                Update \(\hat{\pi}_{h}\left(s_{h}\right)\) to the optimal action according to \(\mathcal{M}\)
            end if
        end for
    end for
Output: Policy \(\hat{\pi}\)
```

dueling bandit algorithm. We can use arbitrary tabular RL algorithm to optimize $r_{s_{h}}$; here we use EULER [201] with a budget of $N_{0}$ and success probability $\delta / 4 S$. The reason that we chose EULER is mainly for its beneficial regret guarantees; but we can also use other algorithms in practice. We also start an instance of $\mathcal{M}$, the dueling bandit algorithm, without setting the target accuracy; one way to achieve this is to use a pre-defined accuracy for $\mathcal{M}$, or use algorithms like Beat-the-Mean (see Theorem 70 and 72 respectively).

Once we get to $s_{h}(\operatorname{Step} 12)$, we execute the queried action $a$ or $a^{\prime}$ from $\mathcal{M}$, followed by the current best policy $\hat{\pi}$, as in PPS. If we have collected two trajectories, we compare them and feed it back to $\mathcal{M}$. Upon finishing $N_{0}$ steps of exploration, we update the current best policy $\hat{\pi}$ according to $\mathcal{M}$. We return $\hat{\pi}$ when we have explored every state $s \in \mathcal{S}$.

Throughout this section, we use $\iota=\log \left(\frac{S A H}{\varepsilon \delta}\right)$ to denote $\log$ factors. We present two versions of guarantees with different sample complexity. The first version has a lower comparison
complexity, while the second version has a lower total step complexity. The different guarantee comes from setting a slightly different target for $\mathcal{M}$ when it finishes in Step 21. In the following first version, we set $\mathcal{M}$ to finish when it finds a $O(\varepsilon / H)$-optimal policy.
Theorem 70. Suppose the preference distribution satisfies Assumption 3. There exists a constant $c_{0}$ such that the following holds: Let $N_{0}=c_{0}\left(\frac{H^{\alpha} S \Psi(A, \varepsilon / H, \delta / 4 S)}{\varepsilon^{\alpha+1}}+\frac{S^{3} A H^{2} \iota^{3}}{\varepsilon}\right)$, recall $\iota=\log \left(\frac{S A H}{\varepsilon \delta}\right)$. By setting the target accuracy as $\frac{C_{0} \varepsilon}{2 H}$ for $\mathcal{M}$, PEPS obtains an $\varepsilon$-optimal policy with probability $1-\delta$ using step complexity

$$
O\left(H S N_{0}\right)=O\left(\frac{H^{\alpha+1} S^{2} \Psi(A, \varepsilon / H, \delta / 4 S)}{\varepsilon^{\alpha+1}}+\frac{S^{4} A H^{3} \iota^{3}}{\varepsilon}\right)
$$

and comparison complexity $O\left(\frac{H^{\alpha} S \Psi(A, \varepsilon / H, \delta / 4 S)}{\varepsilon^{\alpha}}\right)$.
Since we set the target accuracy before the algorithm starts, any PAC dueling bandit algorithm can be used to instantiate Theorem 70. So similar to Theorem68, we can plug in OPT-Maximize [73] to obtain the following corollary:
Corollary 71. Suppose the preference distribution satisfies Assumption 3 and SST. There exists a constant $c_{0}$ such that the following holds: Let $N_{0}=c_{0}\left(\frac{S H^{2} A \log (S / \delta)}{\varepsilon^{3}}+\frac{S^{3} A H^{2} \iota^{3}}{\varepsilon}\right)$. Using OPTMaximize with accuracy $\varepsilon / H$ as $\mathcal{M}$, PEPS obtains an $\varepsilon$-optimal policy with probability $1-\delta$ using step complexity

$$
O\left(H S N_{0}\right)=O\left(\frac{H^{3} S^{2} A \log (S / \delta)}{\varepsilon^{3}}+\frac{S^{4} A H^{3} \iota^{3}}{\varepsilon}\right)
$$

and comparison complexity $O\left(\frac{H^{2} S A \log (S / \delta)}{\varepsilon^{2}}\right)$.
In the second version, we simply do not set any performance target for $\mathcal{M}$; it will explore until we finish all the $N_{0}$ episodes. Therefore, we never break in Step 21 and $\mathcal{M}$ is always finished in Step 23. Since different states will be reached for a different number of times, we cannot pre-set a target accuracy for $\mathcal{M}$. Effectively, we explore every state $s$ to the accuracy of $\varepsilon_{s}=O\left(\frac{\varepsilon}{\left(\mu\left(s_{h}\right) S H^{\alpha-1}\right)^{1 / \alpha}}\right)$ (see proof in appendix for details), where $\mu(s)$ is the maximum probability to reach $s$ using any policy. Although this version leads to a slightly higher comparison complexity, it leads to a better step complexity since all exploration steps are used efficiently. We have the following result:
Theorem 72. Suppose the preference distribution satisfies Assumption 3. There exists a constant $c_{0}$ such that the following holds: Let $N_{0}=c_{0}\left(\frac{H^{\alpha-1} S \Psi\left(A, \frac{\varepsilon}{H S}, \delta / 4 S\right)}{\varepsilon^{\alpha}}+\frac{S^{3} A H^{2} \iota^{3}}{\varepsilon}\right)$. PEPS obtains an $\varepsilon$-optimal policy with probability $1-\delta$ using step complexity

$$
O\left(H S N_{0}\right)=\left(\frac{H^{\alpha} S^{2} \Psi\left(A, \frac{\varepsilon}{H S}, \delta / 4 S\right)}{\varepsilon^{\alpha}}+\frac{S^{4} A H^{3} \iota^{3}}{\varepsilon}\right)
$$

and comparison complexity $O\left(\frac{H^{\alpha-1} S^{2} \Psi\left(A, \frac{\varepsilon}{H S}, \delta / 4 S\right)}{\varepsilon^{\alpha}}\right)$.
We need to instantiate Theorem 72 with an $\mathcal{M}$ that does not need a pre-set accuracy. Under SST and STI, we can use Beat-the-Mean [199], which returns an $\varepsilon$-optimal arm among $K$ arms
with probability $1-\delta$, if it runs for $\Omega\left(\left(\frac{K}{\varepsilon^{2}} \log \left(\frac{K}{\varepsilon \delta}\right)\right)\right.$ steps. We therefore obtain the following corollary:
Corollary 73. Suppose the preference distribution satisfies Assumption 3. SST and STI. There exists a constant $c_{0}$ such that the following holds: Let $N_{0}=c_{0}\left(\frac{H S A L}{\varepsilon^{2}}+\frac{S^{3} A H^{2} \iota^{3}}{\varepsilon}\right)$. Using Beat-the-Mean as $\mathcal{M}$, PEPS obtains an $\varepsilon$-optimal policy with probability $1-\delta$ using step complexity

$$
O\left(H S N_{0}\right)=O\left(\frac{H^{2} S^{2} A \iota}{\varepsilon^{2}}+\frac{S^{4} A H^{3} \iota^{3}}{\varepsilon}\right)
$$

and comparison complexity $O\left(\frac{H S^{2} A l}{\varepsilon^{2}}\right)$.

### 6.4.2 Discussion

Comparing Corollary 71 and 73. Considering only the leading terms, the step complexity in Corollary 73 is better by a factor ${ }^{3}$ of $\tilde{O}(H / \varepsilon)$ but the comparison complexity is worse by a factor of $\tilde{O}(S / H)$ (recall that we assume $S>H)$. Therefore the two theorems depict a tradeoff between the step complexity and comparison complexity.
Comparing with lower bounds and value-based RL. Corollary 71 has the same comparison complexity as Corollary 69. The lower bound for comparison complexity is $\tilde{O}\left(\frac{S A}{\varepsilon^{2}}\right)$, a $\tilde{O}\left(H^{2}\right)$ factor from our result. Our comparison complexity is also the same as the current best upper bound in value-based RL (in terms of number of episodes), which shows that our result is close to optimal.

Compared with the $\tilde{O}\left(\frac{H S A}{\varepsilon^{2}}\right)$ lower bound on step complexity, Corollary 73 has an additional factor of $\tilde{O}(H S)$. The current best upper bound in value-based RL is $\tilde{O}\left(\frac{H^{3} S A}{\varepsilon^{2}}\right)$, which is $O(H / S)$ times our result (recall that we assume $H<S$ ).
Comparing with previous RL method using policy covers. Some literature on reward-free learning and policy covers [67, 99, 129] use a similar form of synthetic reward function as ours. [67, 129] considers computing a policy cover by exploring the state space using a similar synthetic function as PEPS. However, our results are generally not comparable since they assume that $\mu(s) \geq \eta$ for some $\eta>0$, and their result depends on $\eta$. Our result do not need to depend on this $\eta$. Closest to our method is the recent work of [99], which considers reward-free learning with unknown rewards during exploration. However, their method cannot be applied to PbRL since we do not have the reward values even in the planning phase. We note that the $O\left(S^{2}\right)$ dependence on the step complexity is also common in these prior works. Nevertheless, our rates are better in $H$ dependence because we do not need to compute the policy cover explicitly.

### 6.4.3 Another Version to Accommodate Arbitrary PAC Dueling Algorithm

A drawback of PEPS is that the version in Theorem 72 requires a dueling algorithm $\mathcal{M}$ that does not need a target accuracy, restricting the possible types of algorithms we can use. In this section, we present a two-phase version of our algorithm to allow arbitrary $\mathcal{M}$, with slightly improved log factors on the guarantee.
${ }^{3} \mathrm{We}$ use $\tilde{O}$ to ignore $\log$ factors.

The two-phase version is presented in Algorithm 16 as PEPS2. PEPS2 separates the process of obtaining a policy cover and using dueling bandits for policy search; in the first phase (Step [1.9) uses the synthetic reward function to obtain a policy cover with EULER. We then estimate $\mu(s)$ for every state $s \in \mathcal{S}$ by executing the policy that we obtain. Using the estimate $\hat{\mu}_{s}$, we follow the process in PEPS with the target accuracy specified in Step 12 .

For every state $s \in \mathcal{S}$, let $\mu(s)=\max _{\pi \in \Pi} p_{\pi}(s)$ be the maximum probability to reach $s$.
Theorem 74. There exists a constant $c_{0}$ such that the following holds. Let $N_{0}=c_{0} \frac{S^{3} A H^{2} \iota^{3}}{\varepsilon}, N_{1}=$ $\frac{c_{0} S^{2} \log (4 S / \delta)}{\varepsilon^{2}}, N_{2}=\frac{H^{\alpha-1} S \Psi\left(A, \frac{\varepsilon}{H S}, \delta / 4 S\right)}{\varepsilon^{\alpha}}$. With probability $1-\delta$, Algorithm 16 returns an $\varepsilon$-optimal policy using $H S\left(N_{0}+N_{1}+N_{2}\right)$ steps and $S N_{2}$ comparisons.

We can plug in the guarantee of OPT-Maximize instantiate Theorem74. This result is better in terms of the log terms than the result in Corollary 73.
Corollary 75. There exists constants $c_{0}$ such that the following holds: Let $N_{0}=c_{0}\left(\frac{H S A \log (\delta / S)}{\varepsilon^{2}}+\frac{S^{3} A H^{2} \iota^{3}}{\varepsilon}\right)$, where $\iota=\log \left(\frac{S A H}{\varepsilon \delta}\right)$. Using OPT-Maximize as $\mathcal{M}$, PEPS2 obtains an $\varepsilon$-optimal policy with probability $1-\delta$ using step complexity

$$
O\left(H S N_{0}\right)=O\left(\frac{H^{2} S^{2} A \log (\delta / S)}{\varepsilon^{2}}+\frac{S^{4} A H^{3} \iota^{3}}{\varepsilon}\right)
$$

and comparison complexity $O\left(\frac{H S^{2} A \log (S / \delta)}{\varepsilon^{2}}\right)$.

### 6.4.4 Adapting PEPS to the Fixed Budget setting

While we present PPS and PEPS under the fixed confidence setting (with a given $\varepsilon$ ), one can easily adapt it to the fixed budget setting (with a given $N$, number of episodes) by dividing $N$ evenly among the states. We present a fixed budget version in this section, described in detail in Algorithm 17. To do this, we set $N_{0}=N / S$, where $S$ is the number of non-terminating states. Before the algorithm start, we start an instance of $\mathcal{M}$ for every state $s \in \mathcal{S}$; and instead of only compare when reaching the target state, we simply explore according to $\mathcal{M}$ regardless of the current state at step $h$.

In our experiments We realize PEPS with Q-learning instead of EULER because of its computational efficiency; we use the formulation of [98] with a Hoeffding upper bound on the Q function. For $\mathcal{M}$, we use Beat-the-Mean because it can use any budget.

### 6.5 Experiments

We performed experiments in synthetic environments to compare PEPS with previous baselines. We consider two environments:
Grid World: We implemented a simple Grid World on a $4 \times 4$ grid. The agent goes from the upper left corner to the lower right corner and can choose to go right or go down at each step. We randomly put a reward of $1 / 3$ on three blocks in the grid, and the maximal total reward is $2 / 3$. Random MDP: We followed the method in [133] but adapted it to our setting. We consider an MDP with 20 states and 5 steps, with 4 states in each step. The transitions are sampled from a


Figure 6.1: Experiment Results comparing PEPS to baselines (DPS \& EPMC).

Dirichlet prior (with parameters all set to 0.1 ) and the rewards are sampled from an exponential prior with scale parameter $\lambda=5$. The rewards are then shifted and normalized so that the minimum reward is 0 and the mean reward is 1 .

Compared methods. We compared to three baselines: i) DPS [133]: We used the version with Gaussian process regression since this version gets the best result in their experiments; ii) EPMC [181], which uses preferences to simulate a Q-function. We followed the default parameter settings for both DPS and EPMC. Details of the algorithms and hyperparameter settings are included in the appendix.

Experiment Setup. Our baselines are not directly comparable to PEPS since their goal is to minimize the regret, instead of getting an $\varepsilon$-optimal policy. However, we can easily adapt all the algorithms (including PEPS) to the fixed budget setting for optimal policy recovery. For the baselines, we ran them until $N$ episodes and then evaluated the current best policy. For PEPS, we used the fixed budget version described in detail in the appendix. For both environments, we varied the budget $N \in\left[2 S^{\prime}, 8 S^{\prime}\right]$, where $S^{\prime}$ is the number of non-terminating states. The comparisons are generated following the Bradley-Terry-Luce model [38]: $\phi\left(\tau_{1}, \tau_{2}\right)=\frac{1}{1+\exp \left(-\left(r\left(\tau_{1}\right)-r\left(\tau_{2}\right)\right) / c\right)}$, with $c$ being either 0.001 or 1 . In the first setting of $c$, the preferences are very close to deterministic while comparison between equal rewards is uniformly random; in the latter setting, the preferences are close to linear in the reward difference. We repeated each experiment for 32 times and computed the mean and standard deviation.

Hyperparameters for experiments. For PEPS, we search the hyperparameters for Q learning and Beat-the-Mean. This includes the learning rate of Q-learning (in range $\{0.1,0.3,1.0\}$ ), the ucb bound ratio for Q-learning (in range $\{0.01,0.1,1.0\}$ ), and the ucb bound ratio for Beat-the-Mean (in range $\{0.2,0.5,1.0\}$ ). We also allow the algorithm to random explore with probability in $\{0.05,0.1,0.2,0.5\}$ during Q-learning. For DPS, we follow the default settings to use kernel
variance 0.1 and kernel noise 0.001 for the Gaussian process regression. For EPMC, we use $\alpha=0.2$ and $\eta=0.8$.

Results. The results are summarized in Figure 6.1. Overall, PEPS outperforms both baselines in both environments. In Grid World, while all three methods get a relatively high variance when $c=1$, for $c=0.001$ PEPS almost always get the exact optimal policy. Also for random MDP, PEPS outperforms both baselines by a large margin (larger than two standard deviations). We note that EPMC learns very slowly and almost does not improve as the budget increases, and this is consistent with the observation in [133]. One potential reason that makes PEPS outperform the baselines is because of the exploration method: Both DPS and EPMC need to estimate the Q function well in order to perform efficient exploration. This estimation can take time exponential in $H$, and it is not even computationally feasible to test until the Q function converges. As a result, both DPS and EPMC explore almost randomly and cannot recover the optimal policy. On the other hand, our method uses a dueling bandit algorithm to force exploration, so it guarantees that at least states with high reach probability have their optimal action.

### 6.6 Conclusion

We analyze the theoretical foundations of the PbRL framework in detail and present the first finitetime analysis for general PbRL problems. Based on reasonable assumptions on the preferences, the proposed PEPS method recovers an $\varepsilon$-optimal policy with finite-time guarantees. Experiments show the potential efficacy of our method in practice, and that it can work well in simulated environments. Future work includes testing PEPS in other RL environments and applications, developing algorithms for PbRL with finite-time regret guarantees, as well as PbRL in non-tabular settings.

### 6.7 Proofs

### 6.7.1 Proof of Proposition 66

Proof. Let $S=6, \mathcal{S}=\left\{s_{0}, \ldots, s_{5}\right\}$, and $A=3, \mathcal{A}=\left\{a_{0}, a_{1}, a_{2}\right\}$, and let $H=2$. We start at $s_{0}$. Let $r\left(s_{0}, a\right)=0$ for all $a \in \mathcal{A}$. Executing $a_{0}$ in $s_{0}$ goes to $s_{1}$ w.p. 0.2 , and to $s_{2}$ w.p. 0.8. Executing $a_{1}$ in $s_{0}$ goes to $s_{3}$ with probability 1 . Executing $a_{2}$ in $s_{0}$ goes to $s_{4}$ w.p. 0.6 and to $s_{5}$ w.p. 0.4 . For every action $a$, let $r\left(s_{1}, a\right)=1, r\left(s_{2}, a\right)=0.01, r\left(s_{3}, a\right)=0.02, r\left(s_{4}, a\right)=0.5, r\left(s_{5}, a\right)=0$. See Figure 6.2 for a graphical explanation.

Let $\pi_{i}\left(s_{0}\right)=a_{i}$ for $i \in\{0,1,2\}$ (actions in other states do not matter). It is easy to verify that $\phi_{s_{0}}\left(\pi_{1}, \pi_{2}\right)=-0.3, \phi_{s_{0}}\left(\pi_{2}, \pi_{3}\right)=-0.1$, and $\phi_{s_{0}}\left(\pi_{3}, \pi_{1}\right)=-0.02$.


Figure 6.2: Example for proof of Proposition 66

### 6.7.2 Proof of Proposition 67

Proof. For i), by the linearity of expectation we have for two random trajectories $\tau, \tau^{\prime}$, we have $E\left[\phi\left(\tau, \tau^{\prime}\right)\right]=E\left[C\left(r(\tau)-r\left(\tau^{\prime}\right)\right)\right]$. Therefore for two policies $\pi_{1}, \pi_{2}$

$$
\begin{aligned}
\phi_{s}\left(\pi_{1}, \pi_{2}\right) & =\operatorname{Pr}\left[\tau\left(\pi_{1}, s\right) \succ \tau\left(\pi_{2}, s\right)\right]-1 / 2 \\
& =E\left[\phi\left(\tau\left(\pi_{1}, s\right), \tau\left(\pi_{2}, s\right)\right)\right] \\
& =E\left[C\left(r\left(\tau\left(\pi_{1}, s\right)\right)-r\left(\tau\left(\pi_{2}, s\right)\right)\right)\right]=C\left(v_{s}\left(\pi_{1}\right)-v_{s}\left(\pi_{2}\right)\right) .
\end{aligned}
$$

For ii), when transitions are deterministic each policy corresponds to only one trajectory. Let $\tau_{1}$ and $\tau_{2}$ be the two trajectories corresponding to $\pi_{1}$ and $\pi_{2}$ starting at $s$. Then we have $\phi_{s}\left(\pi_{1}, \pi_{2}\right)=$ $\phi\left(\tau_{1}, \tau_{2}\right)$. Then Assumption 3 is satisfied with $C_{0}=c$.

### 6.7.3 Proof of Theorem 68

Proof. We only need to show that the output policy $\hat{\pi}$ is $\varepsilon$-optimal. Algorithm 14 loops over $h=1,2, \ldots, H$. At every step $h$ for every state $s \in \mathcal{S}_{h}$, let $\tilde{\pi}^{*}(s)=\arg \max _{a} V\left(s ; a \circ \hat{\pi}_{h+1: H}\right)$. Let $P_{h}^{*}$ denote the state distribution of $\pi^{*}$ at step $h$. With probability $1-\delta$, all instances of $\mathcal{M}$ has finished. Under this event, from the property of $\mathcal{M}$ and the setup of $N_{0}$ we have for every state $s \in \mathcal{S}, \operatorname{Pr}\left[\phi_{s}\left(\hat{\pi}, \tilde{\pi}^{*}(s)\right)\right] \geq 1 / 2-\varepsilon_{1}$. Therefore from Assumption 3 we have

$$
\left|v_{\tilde{\pi}^{*}(s)}(s)-v_{\hat{\pi}}(s)\right| \leq \frac{1}{C_{0}} \phi_{s}\left(\tilde{\pi}^{*}(s), \hat{\pi}\right) \leq \frac{\varepsilon}{H} .
$$

Therefore using the performance difference lemma we have

$$
\begin{aligned}
V^{\pi^{*}}\left(s_{0}\right)-V^{\hat{\pi}}\left(s_{0}\right) & =\sum_{h=1}^{H} E_{s_{h} \sim P_{h}^{*}}\left[v\left(s_{h} ; \pi_{h}^{*} \circ \hat{\pi}_{h+1: H}\right)-v\left(s_{h} ; \hat{\pi}_{h: H}\right)\right] \\
& \leq \sum_{h=1}^{H} E_{s_{h} \sim P_{h}^{*}}\left[v\left(s_{h} ; \tilde{\pi}_{h}^{*} \circ \hat{\pi}_{h+1: H}\right)-v\left(s_{h} ; \hat{\pi}_{h: H}\right)\right] \\
& \leq \sum_{h=1}^{H} \frac{\varepsilon}{H}=\varepsilon .
\end{aligned}
$$

### 6.7.4 Proof of Theorem 70

Proof. Let $\tilde{\mathcal{S}}_{h}=\left\{s \in \mathcal{S}_{h} \mid \mu(s) \geq \varepsilon / 2 S\right\}$ be the set of "good" states that are reachable with probability at least $\varepsilon /(2 S)$. Also let $\tilde{\mathcal{S}}=\bigcup_{h} \tilde{\mathcal{S}}_{h}$ be the set of all good states.

Now we show that the output policy $\hat{\pi}$ is $\varepsilon$-optimal. We first present the performance of EULER [201]:

Theorem 76 (Theorem 1, [201]). Let $Q^{*}$ be the value of the optimal policy. For any reward function $r$, the regret of EULER is at most

$$
R \leq O\left(\sqrt{Q^{*} S A T L}+\sqrt{S} S A H^{2} L^{3}(\sqrt{S}+\sqrt{H})\right)
$$

with probability $1-\delta$, with $L=\log (H S A T / \delta)$.

For any state $s$, let $N_{s}$ be the number of times that we reach $s$ in Step 12. Using Theorem 76 with $T=H N_{0}$, we have for some constant $C$,

$$
\begin{equation*}
\mu(s) N_{0}-N_{s} \leq C\left(\sqrt{\mu(s) S A H N_{0} L}+\sqrt{S} S A H^{2} L^{3}(\sqrt{S}+\sqrt{H})\right) \tag{6.1}
\end{equation*}
$$

with probability $1-\delta / 4 S$. By a union bound, suppose 6.1 holds for every state $s \in \mathcal{S}$, which happens with probability $1-\delta / 4$. Now consider any $s \in \mathcal{S}$. With $N_{0}=\Omega\left(\frac{S^{3} A H^{2} \iota^{3}}{\varepsilon}\right)$, we have $N_{s} \geq 1 / 2 \mu(s) N_{0}$. Now also using $N_{0}=\Omega\left(\frac{S H^{\alpha} \Psi(A, \varepsilon / H, \delta / 4 S)}{\varepsilon^{\alpha+1}}\right)$, we have

$$
N_{s} \geq \frac{1}{2} \mu(s) N_{0} \geq \Omega\left(\frac{H^{\alpha} \Psi(A, \varepsilon / H, \delta / 4 S)}{\varepsilon^{\alpha}}\right) .
$$

By setting the constant in $N_{0}$ properly, from the definition of $\Psi$ we know that with probability $1-\delta / 4 S, \mathcal{M}$ returns a $\frac{C_{K} \varepsilon}{H}$ optimal arm; here $c_{K}$ is a constant to be specified later.

Algorithm 15 loops over $h=1,2, \ldots, H$. At every step $h$ for every state $s \in \mathcal{S}_{h}$, let $\tilde{a}_{s}^{*}=$ $\arg \max _{a} V\left(s ; a \circ \hat{\pi}_{h+1: H}\right)$. From the guarantees of OPT-Maximize we have

$$
v\left(s_{h} ; \tilde{a}_{s}^{*} \circ \hat{\pi}_{h+1: H}\right)-v\left(s_{h} ; \hat{\pi}_{h: H}\right) \leq \frac{1}{C_{0}} \phi_{s}\left(\tilde{a}_{s}^{*}, \hat{\pi}_{h+1: H}\right) \leq \frac{\varepsilon}{2 H} .
$$

The first inequality comes from Assumption 3; we set $c_{K}$ small enough to satisfy the latter inequality.

Let $P_{h}^{*}$ denote the state distribution of $\pi^{*}$ at step $h$. We have

$$
\begin{aligned}
V^{\pi^{*}}\left(s_{0}\right)-V^{\hat{\pi}}\left(s_{0}\right) & =\sum_{h=1}^{H} E_{s_{h} \sim P_{h}^{*}}\left[v\left(s_{h} ; \pi_{h}^{*} \circ \hat{\pi}_{h+1: H}\right)-v\left(s_{h} ; \hat{\pi}_{h: H}\right)\right] \\
& \leq \sum_{h=1}^{H} E_{s_{h} \sim P_{h}^{*}}\left[v\left(s_{h} ; \tilde{\pi}_{h}^{*} \circ \hat{\pi}_{h+1: H}\right)-v\left(s_{h} ; \hat{\pi}_{h: H}\right)\right] \\
& \leq \sum_{h=1}^{H} \operatorname{Pr}_{\pi^{*}}\left[s_{h} \in \tilde{\mathcal{S}}\right]+\operatorname{Pr}\left[s_{h} \in \tilde{\mathcal{S}}\right] E_{s_{h} \sim P_{h}^{*}, s_{h} \in \tilde{\mathcal{S}}}\left[v\left(s_{h} ; \tilde{\pi}_{h}^{*} \circ \hat{\pi}_{h+1: H}\right)-v\left(s_{h} ; \hat{\pi}_{h: H}\right)\right] \\
& \leq \varepsilon /(2 S) \cdot S+\sum_{h=1}^{H} \varepsilon /(2 H) \leq \varepsilon .
\end{aligned}
$$

Here the first equality is the performance difference lemma (Lemma 13, [129]). The first inequality comes from the definition of $\tilde{\pi}^{*}$; the third inequality comes from definition of $\tilde{\mathcal{S}}$, and the guarantee of $\mathcal{M}$. Therefore we show that the output policy is $\varepsilon$-optimal.

Now we compute the sample complexity. It is obvious that the step complexity is $H S N_{0}$ since we iterate through all $s \in \mathcal{S}$, and each episode contains $H$ steps. For comparison complexity, we only need to finish $S$ instances of $\mathcal{M}$; therefore the comparison complexity is $O\left(\frac{H^{\alpha} S \Psi(A, \varepsilon / H, \delta / 4 S)}{\varepsilon^{\alpha}}\right)$.

### 6.7.5 Proof of Theorem 72

Proof. The proof follows most parts of that of 70 . For any $s \in \tilde{\mathcal{S}}$, we have $N_{s} \geq \frac{1}{2} \mu(s) N_{0}$. Guarantee of Beat-the-Mean is as follows:

For simplicity, let $p=1 / \alpha$ and $q=(\alpha-1) / \alpha$. For $s_{h} \in \tilde{\mathcal{S}}_{h}$, let $\varepsilon_{s_{h}}=\frac{\varepsilon}{2 \mu^{p}\left(s_{h}\right) S^{p} H^{q}}$. For $N_{0}=\Omega\left(\frac{H^{\alpha-1} S \Psi\left(A, \frac{\varepsilon}{H S}, \delta / 4 S\right)}{\varepsilon^{\alpha}}\right)$, we have

$$
N_{s_{h}} \geq 1 / 2 \mu\left(s_{h}\right) N_{0}=\Omega\left(\frac{\mu\left(s_{h}\right) H^{\alpha-1} S \Psi\left(A, \frac{\varepsilon}{H S}, \delta / 4 S\right)}{\varepsilon^{\alpha}}\right) \geq \Omega\left(\Psi\left(A, \varepsilon_{s_{h}}, \delta / 4 S\right) \varepsilon_{s_{h}}^{-\alpha}\right)
$$

Similar to proof of Theorem 70, we can set the constants properly to obtain that

$$
\begin{equation*}
v\left(s_{h} ; \tilde{\pi}_{h}^{*} \circ \hat{\pi}_{h+1: H}\right)-v\left(s_{h} ; \hat{\pi}_{h: H}\right) \leq \varepsilon_{s_{h}} \tag{6.2}
\end{equation*}
$$

with probability $1-\delta / 4 S$. Now suppose 6.2 holds for every $h \in[H]$ and $s_{h} \in \mathcal{S}_{h}$, which holds
with probability $1-\delta$. We have

$$
\begin{aligned}
V^{\pi^{*}}\left(s_{0}\right)-V^{\hat{\pi}}\left(s_{0}\right) & =\sum_{h=1}^{H} E_{s_{h} \sim P_{h}^{*}}\left[v\left(s_{h} ; \pi_{h}^{*} \circ \hat{\pi}_{h+1: H}\right)-v\left(s_{h} ; \hat{\pi}_{h: H}\right)\right] \\
& \leq \sum_{h=1}^{H} E_{s_{h} \sim P_{h}^{*}}\left[v\left(s_{h} ; \tilde{\pi}_{h}^{*} \circ \hat{\pi}_{h+1: H}\right)-v\left(s_{h} ; \hat{\pi}_{h: H}\right)\right] \\
& \leq \sum_{h=1}^{H} \operatorname{Pr}_{\pi^{*}}\left[s_{h} \in \tilde{\mathcal{S}}\right]+\operatorname{Pr}_{\pi^{*}}\left[s_{h} \in \tilde{\mathcal{S}}\right] E_{s_{h} \sim P_{h}^{*}, s_{h} \in \tilde{\mathcal{S}}}\left[v\left(s_{h} ; \tilde{\pi}_{h}^{*} \circ \hat{\pi}_{h+1: H}\right)-v\left(s_{h} ; \hat{\pi}_{h: H}\right)\right] \\
& \leq \varepsilon /(2 S) \cdot S+\sum_{h=1}^{H} \sum_{s_{h} \in \tilde{\mathcal{S}}_{h}} P_{h}^{*}\left(s_{h}\right)\left(v\left(s_{h} ; \tilde{\pi}_{h}^{*} \circ \hat{\pi}_{h+1: H}\right)-v\left(s_{h} ; \hat{\pi}_{h: H}\right)\right) \\
& \leq \varepsilon / 2+\sum_{h=1}^{H} \sum_{s_{h} \in \tilde{\mathcal{S}}_{h}} P_{h}^{*}\left(s_{h}\right) \varepsilon_{s_{h}} .
\end{aligned}
$$

Here the first equality is the performance different lemma (Lemma 13, [129]), and $P_{h}^{*}$ is the state distribution of $\pi^{*}$ on step $h$. The first inequality comes from the definition of $\tilde{\pi}^{*}$. Now note that $P_{h}^{*}\left(s_{h}\right) \leq \mu\left(s_{h}\right)$, and that $\sum_{h=1}^{H} \sum_{s_{h} \in \tilde{\mathcal{S}}_{h}} P_{h}^{*}\left(s_{h}\right)=H$; we have

$$
\begin{aligned}
\sum_{h=1}^{H} \sum_{s_{h} \in \tilde{\mathcal{S}}_{h}} P_{h}^{*}\left(s_{h}\right) \varepsilon_{s_{h}} & =\frac{\varepsilon}{2 S^{p} H^{q}} \sum_{h=1}^{H} \sum_{s_{h} \in \tilde{\mathcal{S}}_{h}} P_{h}^{*}\left(s_{h}\right) \mu^{-p}\left(s_{h}\right) \\
& \leq \frac{\varepsilon}{2 S^{p} H^{q}} \sum_{h=1}^{H} \sum_{s_{h} \in \tilde{\mathcal{S}}_{h}}\left(P_{h}^{*}\left(s_{h}\right)\right)^{1-p} \leq \varepsilon / 2 .
\end{aligned}
$$

The inequality holds from Hölder's inequality. Therefore we show that the output policy is $\varepsilon$-optimal.

Now we compute the sample complexity. The step complexity is simply $O\left(H S N_{0}\right)$. For comparison complexity, we roll out at most $S N_{0}$ trajectories, so the comparison complexity is at most $S N_{0}$.

### 6.7.6 Proof of Theorem 74

Proof. The proof of Theorem 74 is largely the same as Theorem 72 . For every state $s$, let $\tilde{\mu}(s)$ be the probability that $\hat{\pi}_{s}$ visits $s$. Similar to Theorem 70 and 72, we have $N_{s} \geq 1 / 2 \mu(s) N_{0}$ for $s \in \tilde{\mathcal{S}}$. Therefore by randomly pick a policy from the $N_{0}$ episodes, we have $\tilde{\mu}(s) \geq 1 / 2 \mu(s)$.

Using Hoeffding's inequality and property of EULER we have that with probability $1-\delta / 2$, for every state $s$ we have

$$
\hat{R}_{s_{h}} / N_{1} \geq \tilde{\mu}(s)-\sqrt{\frac{\log (4 S / \delta)}{N_{0}}} \geq 1 / 2 \mu(s)-\sqrt{\frac{\log (4 S / \delta)}{N_{0}}}
$$

and therefore $\mu(s) \leq \hat{\mu}(s)$. On the other hand, we also have

$$
\hat{\mu}(s) \leq 2 \hat{R}_{s_{h}} / N_{1}+2 \sqrt{\frac{\log (4 S / \delta)}{N_{0}}} \leq 2 \tilde{\mu}(s)+4 \sqrt{\frac{\log (4 S / \delta)}{N_{0}}} \leq 2 \mu(s)+4 \varepsilon / S \leq 6 \mu(s)
$$

Define $\varepsilon_{s_{h}}^{\prime} \leftarrow \frac{\varepsilon}{2\left(\mu\left(s_{h}\right) S H^{\alpha-1}\right)^{1 / \alpha}}$ as in Theorem 72 . Therefore we know that with probability $1-\delta / 2$, we have $\varepsilon_{s_{h}} \leq \varepsilon_{s_{h}}^{\prime}$ and that $\varepsilon_{s_{h}}=\Theta\left(\varepsilon_{s_{h}}^{\prime}\right)$. The rest of the proof follows the same process as Theorem 72.

### 6.8 Auxiliary Lemma

We present the performance difference lemma here for completeness. Here we use the version adapted to episode MDPs as in [129].
Lemma 77 (Lemma 13, [129]). For any episode MDP with reward function $r$ and two policies $\pi_{0: H-1}$ and $\pi_{0: H-1}^{\prime}$, For any $h \in[H]$, let $Q_{h}(s)$ be the distribution of state s at step $h$ induced by policy $\pi_{0: H-1}$. We have

$$
v_{\pi_{0: H-1}}\left(s_{0}\right)-v_{\pi_{0: H-1}^{\prime}}\left(s_{0}\right)=\sum_{h=0}^{H-1} E_{s \sim Q_{h}(s)}\left[V_{\pi_{h} \circ \pi_{h+1: H}^{\prime}}(s)-V_{\pi_{h: H}^{\prime}}(s)\right]
$$

```
Algorithm 16 PEPS2: Preferece-based Exploration and Policy Search with 2 phases
Input: Target Accuracy \(\varepsilon\), Dueling Bandit algorithm \(\mathcal{M}\), quantities \(N_{0}, N_{1}, N_{2}\), success proba-
    bility \(\delta\)
    for \(h \in[H]\) do
        \(\tilde{S}_{h}=\emptyset\)
        for \(s_{h} \in \mathcal{S}_{h}\) do
            Let \(r_{s_{h}}(s, a)=1_{s=s_{h}}\) for all \(s \in S, a \in A\)
            Obtain a policy \(\hat{\pi}_{s_{h}}\) by using \(\operatorname{EULER}\left(r_{s_{h}}, N_{0}, \delta /(4 S)\right)\) to optimize \(r_{s_{h}}(s, a)\)
            Rollout \(\hat{\pi}_{s_{h}}\) for \(N_{1}\) times and record reward the total reward \(\hat{R}_{s_{h}}\) under \(r_{s_{h}}\)
            Let \(\hat{\mu}_{s_{h}} \leftarrow \min \left\{1,2 \hat{R}_{s_{h}} / N_{1}+2 \sqrt{\frac{\log (4 S / \delta)}{N}}\right\}\)
        end for
    end for
    Initialize \(\hat{\pi} \in \Pi^{H}\) randomly
    for \(h=H, H-1, \ldots, 1\) do
        Let \(\varepsilon_{s_{h}} \leftarrow \frac{\varepsilon}{4\left(\hat{\mu}\left(s_{h}\right) S H^{\alpha-1}\right)^{1 / \alpha}}\)
        for \(s_{h} \in \mathcal{S}_{h}\) do
            Start an instance of \(\mathcal{M}\left(\mathcal{A}, \varepsilon_{s_{h}}, \delta /(4 S)\right)\)
            Get next query \(\left(a, a^{\prime}\right)\) from \(\mathcal{M}\)
            \(U \leftarrow \emptyset\)
            for \(n \in\left[N_{0}\right]\) do
                Execute \(\hat{\pi}_{s_{h}}\) until step \(h\)
                if current state is \(s_{h}\) then
                    Let \(\bar{\pi}=a \circ \hat{\pi}_{h+1: H}\) if \(|U|=0\), otherwise \(a^{\prime} \circ \hat{\pi}_{h+1: H}\)
                    Execute \(\bar{\pi}\) till step \(H\), obtain trajectory \(\tau\)
                \(U \leftarrow U \cup \tau\)
                end if
                if \(|U|=2\) then
                    Compare the two trajectories in \(U\) and return to \(\mathcal{M}\)
                end if
                If \(\mathcal{M}\) has finished, break
            end for
            if \(\mathcal{M}\) has finished then
                Update \(\hat{\pi}_{h}\left(s_{h}\right)\) to the optimal action according to \(\mathcal{M}\)
            end if
        end for
    end for
Output: Policy \(\hat{\pi}\)
```

```
Algorithm 17 PEPS with Fixed Budget
Input: Budget \(N\), dueling bandit algorithm \(\mathcal{M}\), success probability \(\delta\)
    Initialize \(\hat{\pi} \in \Pi^{H}\) randomly
    Start an instance of \(\mathcal{M}(\mathcal{A}, \delta /(4 S))\) at every state \(s \in \mathcal{S}\) (denote it by \(\mathcal{M}_{s}\) ), and get first
    action \(\left(a_{s}, a_{s}^{\prime}\right)\)
    for \(h=H, H-1, \ldots, 1\) do
        for \(s_{h} \in \mathcal{S}_{h}\) do
            Let \(r_{s_{h}}(s, a)=1_{s=s_{h}}\) for all \(s \in S, a \in A\)
            Start an instance of \(\operatorname{EULER}\left(r_{s_{h}}, N_{0}, \delta /(4 S)\right)\)
            \(U \leftarrow \emptyset\)
            for \(n \in[N / S]\) do
                Obtain a policy \(\hat{\pi}_{n}\) from EULER, and execute \(\hat{\pi}_{n}\) until step \(h\)
                Return the trajectory and reward to EULER
                \(\tilde{s} \leftarrow\) current state
                Let \(\bar{\pi}=a_{\tilde{s}} \circ \hat{\pi}_{h+1: H}\) if \(|U|=0\), otherwise \(a_{\tilde{s}}^{\prime} \circ \hat{\pi}_{h+1: H}\)
                Execute \(\bar{\pi}\) till step \(H\), obtain trajectory \(\tau\)
                \(U \leftarrow U \cup \tau\)
                if \(|U|=2\) then
                    Compare the two trajectories in \(U\) and return to \(\mathcal{M}_{\tilde{s}}\)
                    Get next action \(\left(a_{\tilde{s}}, a_{\tilde{s}}^{\prime}\right)\) from \(\mathcal{M}_{\tilde{s}}\)
                    Update \(\hat{\pi}_{h}(\tilde{s})\) to the optimal action according to \(\mathcal{M}_{\tilde{s}}\)
                end if
                end for
        end for
    end for
Output: Policy \(\hat{\pi}\)
```


## Part III

## Natural Language Understanding from Multiple Domains

## Chapter 7

## Multi-task Learning with Sample Re-weighting for Machine Reading Comprehension

Machine Reading Comprehension (MRC) has gained growing interest in the research community [140, 198]. In an MRC task, the machine reads a text passage and a question, and generates (or selects) an answer based on the passage. This requires the machine to possess strong comprehension, inference and reasoning capabilities. Over the past few years, there has been much progress in building end-to-end neural network models [149] for MRC. However, most public MRC datasets (e.g., SQuAD, MS MARCO, TriviaQA) are typically small (less than 100K) compared to the model size (such as SAN [115, 117] with around 10M parameters). To prevent over-fitting, recently there have been some studies on using pre-trained word embeddings [135] and contextual embeddings in the MRC model training, as well as back-translation approaches [198] for data augmentation.

Multi-task learning [43] is a widely studied area in machine learning, aiming at better model generalization by combining training datasets from multiple tasks. In this work, we explore a multi-task learning (MTL) framework to enable the training of one universal model across different MRC tasks for better generalization. Intuitively, this multi-task MRC model can be viewed as an implicit data augmentation technique, which can improve generalization on the target task by leveraging training data from auxiliary tasks. The first method simply adopts a sampling scheme, which randomly selects training data from the auxiliary tasks controlled by a ratio hyperparameter; The second algorithm incorporates recent ideas of data selection in machine translation [167]. It learns the sample weights from the auxiliary tasks automatically through language models.

Prior to this work, many studies have used upstream datasets to augment the performance of MRC models, including word embedding [135], language models (ELMo) [136] and machine translation [198]. These methods aim to obtain a robust semantic encoding of both passages and questions. Our MTL method is orthogonal to these methods: rather than enriching semantic embedding with external knowledge, we leverage existing MRC datasets across different domains, which help make the whole comprehension process more robust and universal. Our experiments show that MTL can bring further performance boost when combined with contextual
representations from pre-trained language models, e.g., ELMo [136].
We validate our MTL framework with two state-of-the-art models on four datasets from different domains. Experiments show that our methods lead to a significant performance gain over single-task baselines on SQuAD [140], NewsQA [163] and Who-Did-What [134], while achieving state-of-the-art performance on the latter two. For example, on NewsQA [163], our model surpassed human performance by $\mathbf{1 3 . 4}$ ( 46.5 vs 59.9 ) and $\mathbf{3 . 2}$ ( 72.6 vs 69.4 ) absolute points in terms of exact match and F1.

The contribution of this work is three-fold. First, we apply multi-task learning to the MRC task, which brings significant improvements over single-task baselines. Second, the performance gain from MTL can be easily combined with existing methods to obtain further performance gain. Third, the proposed sampling and re-weighting scheme can further improve the multi-task learning performance.

### 7.1 Related Works

Studies in machine reading comprehension mostly focus on architecture design of neural networks, such as bidirectional attention [149], dynamic reasoning [186], and parallelization [198]. Some recent work has explored transfer learning that leverages out-domain data to learn MRC models when no training data is available for the target domain [81]. In this work, we explore multi-task learning to make use of the data from other domains, while we still have access to target domain training data.

Multi-task learning [43] has been widely used in machine learning to improve generalization using data from multiple tasks. For natural language processing, MTL has been successfully applied to low-level parsing tasks [59], sequence-to-sequence learning [123], and web search [114]. More recently, [127] proposes to cast all tasks from parsing to translation as a QA problem and use a single network to solve all of them. However, their results show that multi-task learning hurts the performance of most tasks when tackling them together. Differently, we focus on applying MTL to the MRC task and show significant improvement over single-task baselines.

Our sample re-weighting scheme bears some resemblance to previous MTL techniques that assign weights to tasks [107]. However, our method gives a more granular score for each sample and provides better performance for multi-task learning MRC.

### 7.2 Model Architecture

We call our model Multi-Task-SAN (MT-SAN), which is a variation of SAN [115] model with two main differences: i) we add a highway network layer after the embedding layer, the encoding layer and the attention layer; ii) we use exponential moving average [149] during evaluation. The SAN architecture and our modifications are briefly described below and in Section 7.4.2, and detailed description can be found in [115].

### 7.2.1 Input Format

For most tasks we consider, our MRC model takes a triplet $(Q, P, A)$ as input, where $Q=$ $\left(q_{1}, \ldots, q_{m}\right), P=\left(p_{1}, \ldots, p_{n}\right)$ are the word index representations of a question and a passage, respectively, and $A=\left(a_{\text {begin }}, a_{\text {end }}\right)$ is the index of the answer span. The goal is to predict $A$ given $(Q, P)$.

### 7.2.2 Lexicon Encoding Layer

We map the word indices of $P$ and $Q$ into their 300-dim Glove vectors [135]. We also use the following additional information for embedding words: i) 16-dim part-of-speech (POS) tagging embedding; ii) 8-dim named-entity-recognition (NER) embedding; iii) 3-dim exact match embedding: $f_{\text {exact_match }}\left(p_{i}\right)=\mathbb{I}\left(p_{i} \in Q\right)$, where matching is determined based on the original word, lower case, and lemma form, respectively; iv) Question enhanced passage word embeddings: $f_{\text {align }}\left(p_{i}\right)=\sum_{j} \gamma_{i, j} h\left(\operatorname{GloVe}\left(q_{j}\right)\right)$, where

$$
\begin{equation*}
\gamma_{i, j}=\frac{\exp \left(h\left(\operatorname{GloVe}\left(p_{j}\right)\right), h\left(\operatorname{GloVe}\left(q_{i}\right)\right)\right)}{\sum_{j^{\prime}} \exp \left(h\left(\operatorname{GloVe}\left(p_{j^{\prime}}\right)\right), h\left(\operatorname{GloVe}\left(q_{i}\right)\right)\right)} \tag{7.1}
\end{equation*}
$$

is the similarity between word $p_{j}$ and $q_{i}$, and $g(\cdot)$ is a 300-dim single layer neural net with Rectified Linear Unit (ReLU) $g(x)=\operatorname{ReLU}\left(W_{1} x\right)$; v) Passage-enhanced question word embeddings: the same as iv) but computed in the reverse direction. To reduce the dimension of the input to the next layer, the 624-dim input vectors of passages and questions are passed through a ReLu layer to reduce their dimensions to 125 .

After the ReLU network, we pass the 125-dim vectors through a highway network [157], to adapt to the multi-task setting: $g_{i}=\operatorname{sigmoid}\left(W_{2} p_{i}^{t}\right), p_{i}^{t}=\operatorname{ReLU}\left(W_{3} p_{i}^{t}\right) \odot g_{i}+g_{i} \odot p_{i}^{t}$, where $p_{i}^{t}$ is the vector after ReLU transformation. Intuitively, the highway network here provides a neuron-wise weighting, which can potentially handle the large variation in data introduced by multiple datasets.

### 7.2.3 Contextual Encoding Layer

Both the passage and question encodings go through a 2-layer Bidirectional Long-Short Term Memory (BiLSTM, Hochreiter and Schmidhuber, 1997) network in this layer. We append a $600-\mathrm{dim}$ CoVe vector [126] to the output of the lexicon encoding layer as input to the contextual encoders. For the experiments with ELMo, we also append a 1024-dim ELMo vector. Similar to the lexicon encoding layer, the outputs of both layers are passed through a highway network for multi-tasking. Then we concatenate the output of the two layers to obtain $H^{q} \in \mathbb{R}^{2 d \times m}$ for the question and $H^{p}=\mathbb{R}^{2 d \times n}$ the passage, where $d$ is the dimension of the BiLSTM.

### 7.2.4 Memory/Cross Attention Layer

We fuse $H^{p}$ and $H^{q}$ through cross attention and generate a working memory in this layer. We adopt the attention function from [169] and compute the attention matrix as

$$
C=\operatorname{dropout}\left(f_{\text {attention }}\left(\hat{H}^{q}, \hat{H}^{p}\right)\right) \in \mathbb{R}^{m \times n}
$$

We then use $C$ to compute a question-aware passage representation as

$$
U^{p}=\operatorname{concat}\left(H^{p}, H^{q} C\right)
$$

. Since a passage usually includes several hundred tokens, we use the method of [112] to apply self attention to the representations of passage to rearrange its information:

$$
\hat{U}^{p}=U^{p} \operatorname{drop}_{\text {diag }}\left(f_{\text {attention }}\left(U^{p}, U^{p}\right)\right),
$$

where drop $_{\text {diag }}$ means that we only drop diagonal elements on the similarity matrix (i.e., attention with itself). Then, we concatenate $U^{p}$ and $\hat{U}^{p}$ and pass them through a BiLSTM: $\left.M=\operatorname{BiLSTM}\left(\left[U^{p}\right] ; \hat{U}^{p}\right]\right)$. Finally, output of the BiLSTM (after concatenating two directions) goes through a highway layer to produce the memory.

### 7.2.5 Answer Module

The base answer module is the same as SAN, which computes a distribution over spans in the passage. Firstly, we compute an initial state $s_{0}$ by self attention on $H^{q}$ :

$$
s_{0} \leftarrow \text { Highway }\left(\sum_{j} \frac{\exp \left(w_{4} H_{j}^{q}\right)}{\sum_{j^{\prime}} \exp w_{4} H_{j^{\prime}}^{q}} \cdot H_{j}^{q}\right) .
$$

The final answer is computed through $T$ time steps. At step $t \in\{1, \ldots, T-1\}$, we compute the new state using a Gated Recurrent Unit (GRU, Cho et al., 2014) $s_{t}=\operatorname{GRU}\left(s_{t-1}, x_{t}\right)$, where $x_{t}$ is computed by attention between $M$ and $s_{t-1}: x_{t}=\sum_{j} \beta_{j} M_{j}, \beta_{j}=\operatorname{softmax}\left(s_{t-1} W_{5} M\right)$. Then each step produces a prediction of the start and end of answer spans through a bilinear function: $P_{t}^{\text {begin }}=\operatorname{softmax}\left(s_{t} W_{6} M\right), P_{t}^{\text {end }}=\operatorname{softmax}\left(s_{t} W_{7} M\right)$. The final prediction is the average of each time step: $P^{\text {begin }}=\frac{1}{T} \sum_{t} P_{t}^{\text {begin }}, P^{\text {end }}=\frac{1}{T} \sum_{t} P_{t}^{\text {end }}$. We randomly apply dropout on the step level in each time step during training, as done in [115]. During training, the objective is the $\log$-likelihood of the ground truth: $l(Q, P, A)=\log P^{\text {begin }}\left(a_{\text {begin }}\right)+\log P^{\text {end }}\left(a_{\text {end }}\right)$.
Answer module for choosing from candidates. For one of the tasks (WDW), we need to choose an answer from a list of candidates; the candidates are people names that have appeared in the passage. For this task we first use the same way to summary information in questions as in span-based models: $s_{0} \leftarrow$ Highway $\left(\sum_{j} \frac{\exp \left(w_{4} H_{j}^{q}\right)}{\sum_{j^{\prime}} \exp w_{4} H_{j^{\prime}}^{q}} \cdot H_{j}^{q}\right)$. We then compute an attention score via simple dot product: $s=\operatorname{softmax}\left(s_{0}^{T} M\right)$. The probability of a candidate being the true answer is the aggregation of attention scores for all appearances of the candidate:

$$
\operatorname{Pr}(c \mid Q, P) \propto \sum_{1 \leq i \leq n} s_{i} \mathbb{I}\left(p_{i} \in C\right)
$$

for each candidate $C$. Recall that $n$ is the length of passage $P$, and $p_{i}$ is the i-th word; therefore $\mathbb{I}\left(p_{i} \in C\right)$ is the indicator function of $p_{i}$ appears in candidate $C$. The candidate with the largest probability is chosen as the predicted answer.

### 7.3 Algorithms

We describe our MTL training algorithms in this section. We start with a very simple and straightforward algorithm that samples one task and one mini-batch from that task at each iteration. To improve the performance of MTL on a target dataset, we propose two methods to re-weight samples according to their importance. The first proposed method directly lowers the probability of sampling from a particular auxiliary task; however, this probability has to be chosen using grid search. We then propose another method that avoids such search by using a language model.

```
Algorithm 18 Multi-task Learning of MRC
Input: K different datasets \(\mathcal{D}_{1}, \ldots, \mathcal{D}_{K}\)
    for epoch \(=1,2, \ldots\) do
        Divide each dataset \(\mathcal{D}_{k}\) into \(N_{k}\) mini-batches \(\mathcal{D}_{k}=\left\{b_{1}^{k}, \ldots, b_{N_{k}}^{k}\right\}, 1 \leq k \leq K\)
        \(S \leftarrow \bigcup_{k=1}^{K} \mathcal{D}_{k}\)
        Randomly shuffle minibatches in \(S\) to obtain a sequence \(B=\left(b_{1}, \ldots, b_{L}\right)\), where \(L=|S|\)
        for each mini-batch \(b \in B\) do
            Perform gradient update on model \(\mathcal{M}\) with loss \(l(b)=\sum_{(Q, P, A) \in b} l(Q, P, A)\)
        end for
    end for
```

Suppose we have $K$ different tasks, the simplest version of our MTL training procedure is shown in Algorithm 18. In each epoch, we take all the mini-batches from all datasets and shuffle them for model training, and the same set of parameters is used for all tasks. Perhaps surprisingly, as we will show in the experiment results, this simple baseline method can already lead to a considerable improvement over the single-task baselines.

### 7.3.1 Mixture Ratio

One observation is that the performance of our model using Algorithm 18 starts to deteriorate as we add more and more data from other tasks into our training pool. We hypothesize that the external data will inevitably bias the model towards auxiliary tasks instead of the target task.

To avoid such adverse effect, we introduce a mixture ratio parameter during training. The training algorithm with the mixture ratio is presented in Algorithm 19 , with $\mathcal{D}_{1}$ being the target dataset. In each epoch, we use all mini-batches from $\mathcal{D}_{1}$, while only a ratio $\alpha$ of mini-batches from external datasets are used to train the model. In our experiment, we use hyperparameter search to find the best $\alpha$ for each dataset combination. This method resembles previous methods in multi-task learning to weight losses differently (e.g., Kendall et al., 2017), and is very easy to implement. In our experiments, we use Algorithm 19 to train our network when we only use 2 datasets for MTL.

```
Algorithm 19 Multi-task Learning of MRC with mixture ratio, targeting \(\mathcal{D}_{1}\)
Input: K different datasets \(\mathcal{D}_{1}, \ldots, \mathcal{D}_{K}\), mixture ratio \(\alpha\)
    for epoch \(=1,2, \ldots\) do
        Divide each dataset \(\mathcal{D}_{k}\) into \(N_{k}\) mini-batches \(\mathcal{D}_{k}=\left\{b_{1}^{k}, \ldots, b_{N_{k}}^{k}\right\}, 1 \leq k \leq K\)
        \(S \leftarrow\left\{b_{1}^{1}, \ldots, b_{N_{1}}^{1}\right\}\)
        Randomly pick \(\left\lfloor\alpha N_{1}\right\rfloor\) mini-batches from \(\bigcup_{k=2}^{K} \mathcal{D}_{k}\) and add to \(S\)
        Randomly shuffle minibatches in \(S\) to obtain a sequence \(B=\left(b_{1}, \ldots, b_{L}\right)\), where \(L=|S|\)
        for each mini-batch \(b \in B\) do
            Perform gradient update on model \(\mathcal{M}\) with loss \(l(b)=\sum_{(Q, P, A) \in b} l(Q, P, A)\)
        end for
    end for
```


### 7.3.2 Sample Re-Weighting

The mixture ratio (Algorithm 19) dramatically improves the performance of our system. However, it requires to find an ideal ratio by hyperparameter search which is time-consuming. Furthermore, the ratio gives the same weight to every auxiliary data, but the relevance of every data point to the target task can vary greatly.

We develop a novel re-weighting method to resolve these problems, using ideas inspired by data selection in machine translation [16, 167]. We use $\left(Q^{k}, P^{k}, A^{k}\right)$ to represent a data point from the $k$-th task for $1 \leq k \leq K$, with $k=1$ being the target task. Since the passage styles are hard to evaluate, we only evaluate data points based on $Q^{k}$ and $A^{k}$. Note that only data from auxiliary task ( $2 \leq k \leq K$ ) is re-weighted; target task data always have weight 1 .

Our scores consist of two parts, one for questions and one for answers. For questions, we create language models (detailed in Section 7.4.2) using questions from each task, which we represent as $L M_{k}$ for the $k$-th task. For each question $Q^{k}$ from auxiliary tasks, we compute a cross-entropy score:

$$
\begin{equation*}
H_{C, Q}\left(Q^{k}\right)=-\frac{1}{m} \sum_{w \in Q^{k}} \log \left(L M_{C}(w)\right), \tag{7.2}
\end{equation*}
$$

where $C \in\{1, k\}$ is the target or auxiliary task, $m$ is the length of question $Q^{k}$, and $w$ iterates over all words in $Q^{k}$.

It is hard to build language models for answers since they are typically very short (e.g., answers on SQuAD includes only one or two words in most cases). We instead just use the length of answers as a signal for scores. Let $l_{a}^{k}$ be the length of $A^{k}$, the cross-entropy answer score is defined as:

$$
\begin{equation*}
H_{C, A}\left(A^{k}\right)=-\log \operatorname{freq}_{C}\left(l_{a}^{k}\right), \tag{7.3}
\end{equation*}
$$

where freq $_{C}$ is the frequency of answer lengths in task $C \in\{1, k\}$.
The cross entropy scores are then normalized over all samples in task $C$ to create a comparable
metric across all auxiliary tasks:

$$
\begin{align*}
H_{C, Q}^{\prime}\left(Q^{k}\right) & =\frac{H_{C, Q}\left(Q^{k}\right)-\min \left(H_{C, Q}\right)}{\max \left(H_{C, Q}\right)-\min \left(H_{C, Q}\right)}  \tag{7.4}\\
H_{C, A}^{\prime}\left(A^{k}\right) & =\frac{H_{C, A}\left(A^{k}\right)-\min \left(H_{C, A}\right)}{\max \left(H_{C, A}\right)-\min \left(H_{C, A}\right)} \tag{7.5}
\end{align*}
$$

for $C \in\{1,2, \ldots, K\}$. For $C \in\{2, \ldots, K\}$, the maximum and minimum are taken over all samples in task $k$. For $C=1$ (target task), they are taken over all available samples.

Intuitively, $H_{C, Q}^{\prime}$ and $H_{C, A}^{\prime}$ represents the similarity of text $Q, A$ to task $C$; a low $H_{C, Q}^{\prime}$ (resp. $H_{C, A}^{\prime}$ ) means that $Q^{k}$ (resp. $A^{k}$ ) is easy to predict and similar to $C$, and vice versa. We would like samples that are most similar from data in the target domain (low $H_{1}^{\prime}$ ), and most different (informative) from data in the auxiliary task (high $H_{k}^{\prime}$ ). We thus compute the following cross-entropy difference for each external data:

$$
\begin{align*}
\operatorname{CED}\left(Q^{k}, A^{k}\right)= & \left(H_{1, Q}^{\prime}\left(Q^{k}\right)-H_{k, Q}^{\prime}\left(Q^{k}\right)\right)+ \\
& \left(H_{1, A}^{\prime}\left(A^{k}\right)-H_{k, A}^{\prime}\left(A^{k}\right)\right) \tag{7.6}
\end{align*}
$$

for $k \in\{2, \ldots, K\}$. Note that a low CED score indicates high importance. Finally, we transform the scores to weights by taking negative, and normalize between $[0,1]$ :

$$
\begin{equation*}
\operatorname{CED}^{\prime}\left(Q^{k}, A^{k}\right)=1-\frac{\operatorname{CED}\left(Q^{k}, A^{k}\right)-\min (\mathrm{CED})}{\max (\mathrm{CED})-\min (\mathrm{CED})} \tag{7.7}
\end{equation*}
$$

Here the maximum and minimum are taken over all available samples and task. Our training algorithm is the same as Algorithm 1, but for minibatch $b$ we instead use the loss

$$
\begin{equation*}
l(b)=\sum_{(P, Q, A) \in b} \operatorname{CED}^{\prime}(Q, A) l(P, Q, A) \tag{7.8}
\end{equation*}
$$

in step 6. We define $\operatorname{CED}^{\prime}\left(Q^{1}, A^{1}\right) \equiv 1$ for all target samples $\left(P^{1}, Q^{1}, A^{1}\right)$.

### 7.4 Experiment Results

Our experiments are designed to answer the following questions on multi-task learning for MRC:

1. Can we improve the performance of existing MRC systems using multi-task learning?
2. How does multi-task learning affect the performance if we combine it with other external data?
3. How does the learning algorithm change the performance of multi-task MRC?
4. How does our method compare with existing MTL methods?

We first present our experiment details and results for MT-SAN. Then, we provide a comprehensive study on the effectiveness of various MTL algorithms in Section 7.4.4. At last, we provide some additional results on combining MTL with DrQA [48] to show the flexibility of our approach 1 .
${ }^{1}$ We include the results in the appendix due to space limitations.

### 7.4.1 Datasets

We conducted experiments on SQuAD (Rajpurkar et al., 2016), NewsQA[163], MS MARCO (v1, Nguyen et al. [2016) and WDW [134]. Dataset statistics is shown in Table 7.1] Although similar in size, these datasets are quite different in domains, lengths of text, and types of task. In the following experiments, we will validate whether including external datasets as additional input information (e.g., pre-trained language model on these datasets) helps boost the performance of MRC systems.

| Dataset | SQuAD(v1) | NewsQA | MS MARCO(v1) | WDW |
| :---: | :---: | :---: | :---: | :---: |
| \# Training Questions | 87,599 | 92,549 | 78,905 | 127,786 |
| Text Domain | Wikipedia | CNN News | Web Search | Gigaword Corpus |
| Avg. Document Tokens | 130 | 638 | 71 | 365 |
| Answer type | Text span | Text span | Natural sentence | Cloze |
| Avg. Answer Tokens | 3.5 | 4.5 | 16.4 | N/A |

Table 7.1: Statistics of the datasets. Some numbers come from [159].

### 7.4.2 Experiment Details

We mostly focus on span-based datasets for MT-SAN, namely SQuAD, NewsQA, and MS MARCO. We convert MS MARCO into an answer-span dataset to be consistent with SQuAD and NewsQA, following [115]. For each question, we search for the best span using ROUGE-L score in all passage texts and use the span to train our model. We exclude questions with maximal ROUGE-L score less than 0.5 during training. For evaluation, we use our model to find a span in all passages. The prediction score is multiplied with the ranking score, trained following Liu et al. [116]'s method to determine the final answer.

We train our networks using algorithms in Section 7.3, using SQuAD as the target task. For experiments with two datasets, we use Algorithm 19; for experiments with three datasets we find the re-weighting mechanism in Section 7.3.2 to have a better performance (a detailed comparison will be presented in Section 7.4.4.

For generating sample weights, we build a LSTM language model on questions following the implementation of Merity et al. [128] with the same hyperparameters. We only keep the 10,000 most frequent words, and replace the other words with a special out-of-vocabulary token.

Parameters of MT-SAN are mostly the same as in the original paper [115]. We utilize spaCy ${ }^{2}$ to tokenize the text and generate part-of-speech and named entity labels. We use a 2-layer BiLSTM with 125 hidden units as the BiLSTM throughout the model. During training, we drop the activation of each neuron with 0.3 probability. For optimization, we use Adamax [108] with a batch size of 32 and a learning rate of 0.002 . For prediction, we compute an exponential moving average (EMA, Seo et al. 2016) of model parameters with a decay rate of 0.995 and use it to compute the model performance. For experiments with ELMo, we use the model implemented by

[^8]AllenNLP ${ }^{3}$. We truncate passage to contain at most 1000 tokens during training and eliminate those data with answers located after the 1000th token. The training converges in around 50 epochs for models without ELMo (similar to the single-task SAN); For models with ELMo, the convergence is much faster (around 30 epochs).

### 7.4.3 Performance of MT-SAN

In the following sub-sections, we report our results on SQuAD and MARCO development sets, as well as on the development and test sets of NewsQA ${ }^{4}$. All results are single-model performance unless otherwise noted.

The multi-task learning results of SAN on SQuAD are summarized in Table 7.2. By using MTL on SQuAD and NewsQA, we can improve the exact-match (EM) and F1 score by (2\%, $1.5 \%$ ), respectively, both with and without ELMo. The similar gain indicates that our method is orthogonal to ELMo. Note that our single-model performance is slightly higher than the original SAN, by incorporating EMA and highway networks. By incorporating with multi-task learning, it further improves the performance. The performance gain by adding MARCO is relatively smaller, with $1 \%$ in EM and $0.5 \%$ in F1. We conjecture that MARCO is less helpful due to its differences in both the question and answer style. For example, questions in MS MARCO are real web search queries, which are short and may have typos or abbreviations; while questions in SQuAD and NewsQA are more formal and well written.

Using 3 datasets altogether provides another marginal improvement. Our model obtains the best results among existing methods that do not use a large language model (e.g., ELMo). Our ELMo version also outperforms any other models which are under the same setting. We note that BERT [65] uses a much larger model than ours(around 20x), and we leave the performance of combining BERT with MTL as interesting future work.

The results of multi-task learning on NewsQA are in Table 7.3. The performance gain with multi-task learning is even larger on NewsQA, with over 2\% in both EM and F1. Experiments with and without ELMo give similar results. What is worth noting is that our approach not only achieves new state-of-art results with a large margin but also surpasses human performance on NewsQA.

Finally we report MT-SAN performance on MS MARCO in Table 7.4. Multi-tasking on SQuAD and NewsQA provides a similar performance boost in terms of BLEU-1 and ROUGE-L score as in the case of NewsQA and SQuAD. Our method does not achieve very high performance compared to previous work, probably because we do not apply common techniques like yes/no classification or cross-passage ranking [176].

We also test the robustness of our algorithm by performing another set of experiments on SQuAD and WDW. WDW is much more different than the other three datasets (SQuAD, NewsQA, MS MARCO): WDW guarantees that the answer is always a person, whereas the percentage of such questions in SQuAD is $12.9 \%$. Moreover, WDW is a cloze dataset, whereas in SQuAD and NewsQA answers are spans in the passage. We use a task-specific answer layer in this experiment

[^9]| Model | Dev Set Performance |
| :--- | :---: |
| Single Model without Language Models | EM,F1 |
| BiDAF [149] | $67.7,77.3$ |
| SAN [115] | $76.24,84.06$ |
| MT-SAN on SQuAD (single task, ours) | $76.84,84.54$ |
| MT-SAN on SQuAD+NewsQA(ours) | $78.60,85.87$ |
| MT-SAN on SQuAD+MARCO(ours) | $77.79,85.23$ |
| MT-SAN on SQuAD+NewsQA+MARCO(ours) | $\mathbf{7 8 . 7 2 , 8 6 . 1 0}$ |
| Single Model with ELMo |  |
| SLQA+ [174] | $80.0,87.0$ |
| MT-SAN on SQuAD (single task, ours) | $80.04,86.54$ |
| MT-SAN on SQuAD+NewsQA(ours) | $81.36,87.71$ |
| MT-SAN on SQuAD+MARCO(ours) | $80.37,87.17$ |
| MT-SAN on SQuAD+NewsQA+MARCO(ours) | $\mathbf{8 1 . 5 8 , 8 8 . 1 9}$ |
| BERT [65] | $\mathbf{8 4 . 2 , 9 1 . 1}$ |
| Human Performance (test set) | $82.30,91.22$ |

Table 7.2: Performance of our method to train SAN in multi-task setting, competing published results, leaderboard results and human performance, on SQuAD dataset (single model). Note that BERT uses a much larger language model, and is not directly comparable with our results. We expect our test performance is roughly similar or a bit higher than our dev performance, as is the case with other competing models.

| Model | Dev Set | Test Set |
| :--- | :---: | :---: |
| Model W/o ELMo | EM,F1 | EM, F1 |
| Match-LSTM $^{1}$ | $34.4,49.6$ | $34.9,50.0$ |
| FastQA $^{2}$ | $43.7,56.1$ | $42.8,56.1$ |
| AMANDA $^{3}$ | $48.4,63.3$ | $48.4,63.7$ |
| MT-SAN (Single task) | $55.8,67.9$ | $55.6,68.0$ |
| MT-SAN (S+N) | $\mathbf{5 7 . 8 , 6 9 . 9}$ | $\mathbf{5 8 . 3 , 7 0 . 7}$ |
| Model With ELMo |  |  |
| MT-SAN (Single task) | $57.7,70.4$ | $57.0,70.4$ |
| MT-SAN (S+N) | $\mathbf{6 0 . 1 , 7 2 . 5}$ | $\mathbf{5 9 . 9 , 7 2 . 6}$ |
| Human Performance | ,-- | $46.5,69.4$ |

Table 7.3: Performance of our method to train SAN in multi-task setting, with published results and human performance on NewsQA dataset. All SAN results are from our models. "S+N" means jointly training on SQuAD and NewsQA References: ${ }^{1}$ : implemented by Trischler et al. (2016). ${ }^{2}$.Weissenborn et al. 2017). ${ }^{3}$ : Kundu and Ng 2018).
and use Algorithm 19; the WDW answer module is the same as in AS Reader [102], which we

| Model | Scores |
| :--- | :---: |
| Single Model W/o ELMo |  |
| FastQAExt $^{1}$ (test set) | $33.99,32.09$ |
| ${\text { Reasonet }++^{2}}^{\text {V-Net }^{3}}$ | $38.62,38.01$ |
| SAN $^{4}$ | ,- 45.65 |
| MT-SAN | $43.85,46.14$ |
| MT-SAN: SQuAD+MARCO | $34.13,42.65$ |
| MT-SAN: 3 datasets | $\mathbf{3 6 . 9 9 ,}, 43.47$ |
| Single Model With ELMo |  |
| MT-SAN | $34.57,42.88$ |
| MT-SAN: SQuAD+MARCO | $37.02,43.89$ |
| MT-SAN: 3 datasets | $\mathbf{3 7 . 1 2 , 4 4 . 1 2}$ |
| Human Performance (test set) | $48.02,49.72$ |

Table 7.4: Performance of our method to train SAN in multi-task setting, competing published results and human performance, on MS MARCO dataset. The scores stand for (BLEU-1, ROUGE-L) respectively. All SAN results are our results. "3 dataset" means we train using SQuAD+NewsQA+MARCO. References: ${ }^{1}$ : [177]. ${ }^{2}$ : implemented by [155]. ${ }^{3}$ [176]. ${ }^{4}$ : [115]

| Model | SQuAD | WDW |
| :--- | :---: | :---: |
| MT-SAN (Single Task) | $76.8,84.5$ | 77.5 |
| MT-SAN (S+W) | $\mathbf{7 7 . 6 , 8 5 . 1}$ | $\mathbf{7 8 . 5}$ |
| SOTA | $86.2,92.2$ | 71.7 |
| Human Performance | $82.3,91.2$ | 84 |

Table 7.5: Performance of MT-SAN on SQuAD Dev and WDW test set. Accuracy is used to evaluate WDW. "S+W" means jointly training on SQuAD and WDW. State of the art (STOA) result comes from [197].

| Model | EM, F1 | $+/-$ |
| :--- | :---: | :---: |
| QANet | $73.6,82.7$ | $0.0,0.0$ |
| QANet + BT | $75.1,83.8$ | $+1.5,+1.1$ |
| SAN | $76.8,84.5$ | $0.0,0.0$ |
| MT-SAN | $\mathbf{7 8 . 7 , 8 6 . 0}$ | $\mathbf{+ 1 . 9 , + \mathbf { 1 . 5 }}$ |
| SAN + ELMo | $80.0,86.5$ | $+3.2,+2.0$ |
| MT-SAN + ELMo | $\mathbf{8 1 . 6 , 8 8 . 2}$ | $\mathbf{+ 4 . 8 , + \mathbf { 3 . 7 }}$ |

Table 7.6: Comparison of methods to use external data. BT stands for back translation [198].
describe in the appendix for completeness. Despite these large difference between datasets, our results (Table 7.5) show that MTL can still provide a moderate performance boost when jointly training on SQuAD (around 0.7\%) and WDW (around 1\%).

| Model | Performance |
| :--- | :---: |
| SQuAD + MARCO | EM,F1 |
| Simple Combine (Alg. 18) | $77.1,84.6$ |
| Loss Uncertainty | $77.3,84.7$ |
| Mixture Ratio | $77.8,85.2$ |
| Sample Re-weighting | $\mathbf{7 7 . 9 , 8 5 . 3}$ |
| SQuAD + NewsQA + MARCO |  |
| Simple Combine (Alg. 18. | $77.6,85.2$ |
| Loss Uncertainty | $78.2,85.6$ |
| Mixture Ratio | $78.4,85.7$ |
| Sample Re-weighting | $\mathbf{7 8 . 8}, \mathbf{8 6 . 0}$ |

Table 7.7: Comparison of different MTL strategies on MT-SAN. Performance is on SQuAD. Loss Uncertainty is from Kendall et al. [107].

|  | Samples/Groups | $\mathrm{CED}^{\prime}$ | $H_{Q}$ | $H_{A}$ |
| :--- | :--- | :---: | :---: | :---: |
| Examples | (NewsQA) Q: Where is the drought hitting? | 0.824 | 0.732 | 0.951 |
|  | A: Argentina |  |  |  |
|  | (MARCO) Q: thoracic cavity definition | 0.365 | 0.332 | 0.240 |
|  | A: is the chamber of the human body ... and fascia. |  |  |  |
|  | Samples in NewsQA | 0.710 | 0.593 | 0.895 |
|  | Samples in MARCO | 0.587 | 0.550 | 0.669 |
|  | MARCO Questions that start with "When" or "Who" | 0.662 | 0.605 | 0.761 |
|  | All samples | 0.654 | 0.573 | 0.791 |

Table 7.8: Scores for examples from NewsQA and MS MARCO and average scores for specific groups of samples. $\mathrm{CED}^{\prime}$ is as in 7.7 , while $H_{Q}$ and $H_{A}$ are normalized version of question and sample scores. "Sum" are the actual scores we use, and "LM", "Answer" are scores from language models and answer lengths.

Comparison of methods using external data. As a method of data augmentation, we compare our approach to previous methods for MRC in Table 7.6. Our model achieves better performance than back translation. We also observe that language models such as ELMo obtain a higher performance gain than multi-task learning, however, combining it with multi-task learning leads to the most significant performance gain. This validates our assumption that multi-task learning is more robust and is different from previous methods such as language modeling.

### 7.4.4 Comparison of Different MTL Algorithms

In this section, we provide ablation studies as well as comparisons with other existing algorithms on the MTL strategy. We focus on MT-SAN without ELMo for efficient training.

Table 7.7 compares different multi-task learning strategies for MRC. Both the mixture ratio ( Sec 7.3 .1 ) and sample re-weighting ( Sec 7.3 .2 ) improves over the naive baseline of simply com-


Figure 7.1: Effect of the mixture ratio on the performance of MT-SAN. Note that $\alpha=0$ is equivalent to single task learning, and $\alpha=1$ is equivalent to simple combining.
bining all the data (Algorithm 18). On SQuAD+MARCO, they provide around $0.6 \%$ performance boost in terms of both EM and F1, and around $1 \%$ on all 3 datasets. We note that this accounts for around a half of our overall improvement. Although sample re-weighting performs similar as mixture ratio, it significantly reduces the amount of training time as it eliminates the need for a grid searching the best ratio. Kendal et al., (2017) use task uncertainty to weight tasks differently for MTL; our experiments show that this has some positive effect, but does not perform as well as our proposed two techniques. We note that Kendal et al. (as well as other previous MTL methods) optimizes the network to perform well for all the tasks, whereas our method focuses on the target domain which we are interested in, e.g., SQuAD.

Sensitivity of mixture ratio. We also investigate the effect of mixture ratio on the model performance. We plot the EM/F1 score on SQuAD dev set vs. mixture ratio in Figure 7.1 for MT-SAN when trained on all three datasets. The curve peaks at $\alpha=0.4$; however if we use $\alpha=0.2$ or $\alpha=0.5$, the performance drops by around $0.5 \%$, well behind the performance of sample re-weighting. This shows that the performance of MT-SAN is sensitive to changes in $\alpha$, making the hyperparameter search even more difficult. Such sensitivity suggests a preference for using our sample re-weighting technique. On the other hand, the ratio based approach is pretty straightforward to implement.
Analysis of sample weights. Dataset comparisons in Table 7.1 and performance in Table 7.2 suggests that NewsQA share more similarity with SQuAD than MARCO. Therefore, a MTL system should weight NewsQA samples more than MARCO samples for higher performance. We try to verify this in Table 7.8 by showing examples and statistics of the sample weights. We present the CED ${ }^{\prime}$ scores, as well as normalized version of question and answer scores (resp. $\left(H_{1, Q}^{\prime}-H_{k, Q}^{\prime}\right)$ and $\left(H_{1, A}^{\prime}-H_{k, A}^{\prime}\right)$ in (7.6), and then negated and normalized over all samples in NewsQA and MARCO in the same way as in (7.7)). A high $H_{Q}$ score indicates high importance of the question, and $H_{A}$ of the answer; $\mathrm{CED}^{\prime}$ is a summary of the two. We first show one example from NewsQA and one from MARCO. The NewsQA question is a natural question (similar to SQuAD) with a short answer, leading to high scores both in questions and answers. The MARCO question is a phrase, with a very long answer, leading to lower scores. From overall statistics, we

| Setup | SQuAD (v1) | SQuAD (v2) | NewsQA | WDW |
| :--- | :---: | :---: | :---: | :---: |
| Single Dataset | $69.5,78.8$ (paper) | $61.9,65.2$ | $51.9,64.6$ | $\mathbf{7 5 . 8}$ |
|  | $68.6,77.8$ (ours) |  |  |  |
| MT-DrQA on Sv1+NA | $70.2,79.3$ | ,-- | $52.8,65.8$ | - |
| MT-DrQA on Sv1+W | $69.2,78.4$ | ,-- | ,-- | 75.7 |
| MT-DrQA on Sv1+N+W | $\mathbf{7 0 . 2 , 7 9 . 3}$ | ,-- | $\mathbf{5 3 . 1 , 6 5 . 7}$ | 75.4 |
| MT-DrQA on Sv2+N | ,-- | $\mathbf{6 3 . 6 , 6 6 . 7}$ | $52.7,65.7$ | - |
| MT-DrQA on Sv2+W | ,-- | $63.5,66.3$ | ,-- | 75.4 |
| MT-DrQA on Sv2+N+W | ,-- | $63.1,66.3$ | $52.5,65.6$ | 75.3 |
| SOTA (Single Model) | $80.0,87.0$ | $72.3,74.8$ | $48.4,63.7$ (test) | 71.7 (test) |
| MT-DrQA (Best) | $\mathbf{7 0 . 2 , 7 9 . 3}$ | $\mathbf{6 3 . 6 , 6} \mathbf{6 6 . 7}$ | $\mathbf{5 3 . 0}, \mathbf{6 6 . 2 ( t e s t )}$ | $\mathbf{7 5 . 4}$ (test) |
| Human Performance (test) | $82.3,91.2$ | $86.8,89.5$ | $46.5,69.4$ | 84 |

Table 7.9: Single model performance of our method to train DrQA on multi-task setting, as well as state-of-the-art (SOTA) results and human performance. SQuAD and NewsQA performance are measured by (EM, F1), and WDW by accuracy percentage. All results are on development set unless otherwise noted by "test". Published SOTA results come from [92, 111, 174, 197] respectively.
also find samples in NewsQA have a higher score than those in MARCO. However, if we look at MARCO questions that start with "when" or "who" (i.e., probability natural questions with short answers), the scores go up dramatically.

### 7.4.5 Additional Experiments on DrQA

To demonstrate the flexibility of our approach, we also adapt DrQA [48] into our MTL framework. We only test DrQA using the basic Algorithm 19, since our goal is mainly to test the MTL framework.
Model Architecture. Similar to MT-SAN, we add a highway network after the lexicon encoding layer and the contextual encoding layer and use a different answer module for each dataset. We apply MT-DrQA to a broader range of datasets. For span-detection datasets such as SQuAD, we use the same answer module as DrQA. For cloze-style datasets like Who-Did-What, we use the attention-sum reader [102] as the answer module. For classification tasks required by SQuAD v2.0 [141], we apply a softmax to the last state in the memory layer and use it as the prediction.
Performance of MT-DrQA. We apply MT-DrQA to SQuAD (v1.1 and v2.0), NewsQA, and WDW. We follow the setup of [48] for model architecture and hyperparameter setup. We use Algorithm 18 to train all MT-DrQA models. Different than [141], we do not optimize the evaluation score by changing the threshold to predict unanswerable question for SQuAD v2.0; we just use the argmax prediction. As a result, we expect the gap between dev and test performance to be lower for our model. The results of MT-DrQA are presented in Table 7.9. The results of combining SQuAD and NewsQA obtain similar performance boost as our SAN experiment, with a performance boost between 1-2\% in both EM and F1 for the two datasets. The results of MTL including WDW is different: although adding WDW to SQuAD still brings a marginal
performance boost to SQuAD, the performance on WDW drops after we add SQuAD and NewsQA into the training process. We conjecture that this negative transfer phenomenon is probably because of the drastic difference between WDW and SQuAD/NewsQA, both in their domain, answer type, and task type; and DrQA might not be capable of caputuring all these features using just one network. We leave the problem of further preventing such negative transfer to future work.

### 7.5 Conclusion

We proposed a multi-task learning framework to train MRC systems using datasets from different domains and developed two approaches to re-weight the samples for multi-task learning on MRC tasks. Empirical results demonstrated our approaches outperform existing MTL methods and the single-task baselines as well. Interesting future directions include combining with larger language models such as BERT, and MTL with broader tasks such as language inference [119] and machine translation.

## Chapter 8

## Multi-Source Transfer Learning for Natural Language Understanding in the Medical Domain

Recent advancement in NLP such as BERT [65] has facilitated great improvements in many Natural Language Understanding (NLU) tasks [119]. BERT first trains a language model on an unsupervised large-scale corpus, and then the pretrained model is fine-tuned to adapt to downstream NLU tasks. This fine-tuning process can be seen as a form of transfer learning, where BERT learns knowledge from the large-scale corpus and transfer it to downstream tasks.

We investigate NLU in the medical (scientific) domain, during the MEDIQA 2019 shared tasks competition. The MEDIQA 2019 shared tasks [34] aim to improve the current state-of-theart systems for textual inference, question entailment and question answering in the medical domain. This ACL-BioNLP 2019 shared task is motivated by a need to develop relevant methods, techniques and gold standards for inference and entailment in the medical domain and their application to improve domain-specific information retrieval and question answering systems. The shared task consists of three parts: i) natural language inference (NLI) on MedNLI, ii) Recognizing Question Entailment (RQE), and iii) Question Answering (QA).

To fit BERT to medical domain NLU, we need to adapt to i) The change from general domain corpus to scientific language; ii) The change from low-level language model tasks to complex NLU tasks. Although there is limited training data in NLU in the medical domain, we fortunately have pre-trained models from two intermediate steps:

- General NLU embeddings: We use MT-DNN [119] trained on GLUE benchmark[172]. MT-DNN is trained on 10 tasks including NLI, question equivalence, and machine comprehension. These tasks correspond well to the target MEDIQA tasks but in different domains.
- Scientific embeddings: We use SciBERT [33], which is a BERT model, but trained on SemanticScholar scientific papers. Although SciBERT obtained state-of-the-art results on several single-sentence tasks, it lacks knowledge from other NLU tasks such as GLUE.
In this chapter, we investigate different methods to combine and transfer the knowledge from the two different sources and illustrate our results on the MEDIQA shared task. We name our method


Figure 8.1: Illustration of the proposed multi-source multi-task learning method.
as DoubleTransfer, since it transfers knowledge from two different sources. Our method is based on fine-tuning both MT-DNN and SciBERT using multi-task learning, which has demonstrated the efficiency of knowledge transformation [43, 113, 119, 191], and integrating models from both domains with ensembles.

### 8.1 Related Works

Transfer learning has been widely used in training models in the medical domain. For example, Romanov and Shivade [145] leveraged the knowledge learned from SNLI to MedNLI; a transfer from general domain NLI to medical domain NLI. They also employed word embeddings trained on MIMIC-III medical notes, which can be seen as a language model in the scientific domain. SciBERT [33] studies transferring knowledge from SciBERT pretrained model to single-sentence classification tasks. Our problem is unique because of the prohibitive cost to train BERT: Either BERT or SciBERT requires a very long time to train, so we only explore how to combine the existing embeddings from SciBERT or MT-DNN. Transfer learning is also widely used in other tasks of NLP, such as machine translation [22] and machine reading comprehension [191].

### 8.2 Methods

We propose a multi-task learning method for the medical domain data. It employs datasets/tasks from both medical domain and external domains, and leverage the pre-trained model such as MT-DNN and SciBERT for fine-tuning. An overview of the proposed method is illustrated in Figure 8.1. To further improve the performance, we propose to ensemble models trained from different initialization in the evaluation stage. Below we detail our methods for fine-tuning and ensembles.

### 8.2.1 Fine-tuning details

Algorithm. We fine-tune the two types of pre-trained models on all the three tasks using multitask learning. As suggested by MEDIQA paper, we also fine-tune our model on MedQuAD [1], a medical QA dataset. We will provide details for fine-tuning on these datasets in Section 8.2.3. We additionally regularize the model by also training on MNLI [179]. To prevent the negative transfer from MNLI, we put a larger weight on MEDIQA data by sampling MNLI data with less probability. Our algorithm is presented in Algorithm 20 and illustrated as Figure 8.1, which is a

```
Algorithm 20 Multi-task Fine-tuning with External Datasets
Input: In-domain datasets \(\mathcal{D}_{1}, \ldots, \mathcal{D}_{K_{1}}\), External domain datasets \(\mathcal{D}_{K_{1}+1}, \ldots, \mathcal{D}_{K_{2}}\), max_epoch,
    mixture ratio \(\alpha\)
    Initialize the model \(\mathcal{M}\)
    for epoch \(=1,2, \ldots\), max_epoch do
        Divide each dataset \(\mathcal{D}_{k}\) into \(N_{k}\) mini-batches \(\mathcal{D}_{k}=\left\{b_{1}^{k}, \ldots, b_{N_{k}}^{k}\right\}, 1 \leq k \leq K_{2}\)
        \(S \leftarrow \mathcal{D}_{1} \cup \mathcal{D}_{2} \cup \cdots \cup \mathcal{D}_{K_{1}}\)
        \(N \leftarrow N_{1}+N_{2}+\cdots+N_{K_{1}}\)
        Randomly pick \(\lfloor\alpha N\rfloor\) mini-batches from \(\bigcup_{k=K_{1}}^{K_{2}} \mathcal{D}_{k}\) and add to \(S\)
        Assign mini-batches in \(S\) in a random order to obtain a sequence \(B=\left(b_{1}, \ldots, b_{L}\right)\), where
    \(L=N+\lfloor\alpha N\rfloor\)
        for each mini-batch \(b \in B\) do
            Perform gradient update on \(\mathcal{M}\) with loss \(l(b)=\sum_{\left(s_{1}, s_{2}\right) \in b} l\left(s_{1}, s_{2}\right)\)
        end for
        Evaluate development set performance on \(\mathcal{D}_{1}, \ldots, \mathcal{D}_{K_{1}}\)
    end for
Output: Model with best evaluation performance
```

mixture ratio method for multi-task learning inspired by Xu et al. [191]. We start with in-domain datasets $\mathcal{D}_{1}, \ldots \mathcal{D}_{K_{1}}$ (i.e., the MEDIQA tasks, $K_{1}=3$ ) and external datasets $\mathcal{D}_{K_{1}+1}, \ldots, \mathcal{D}_{K_{2}}$ (in this case MNLI). We cast all the training samples as sentence pairs $\left(s_{1}, s_{2}\right) \in \mathcal{D}_{k}, k=1,2, \ldots, K_{2}$. In each epoch of training, we use all mini-batches from in-domain data, while only a small proportion (controlled by $\alpha$ ) of mini-batches from external datasets are used to train the model. In our experiments, the mixture ratio $\alpha$ is set to 0.5 . We use MedNLI, RQE, QA, and MedQuAD in medical domain as in-domain data and MNLI as external data. For MedNLI, we additionally find that using MedNLI as in-domain data and RQE, QA, MedQuAD as external data can also help boost performance. We use models trained using both setups of external data for ensembling. Pre-trained Models. We use three different types of initialization as the starting point for finetuning: i) the uncased MT-DNN large model from Liu et al. [119], ii) the cased knowledge-distilled MT-DNN model from Liu et al. [118], and iii) the uncased SciBERT model [33]. We add a simple softmax layer (or linear layer for QA and MedQuAD tasks) atop BERT as the answer module for fine-tuning. For initialization in step 1 in Algorithm 20, we initialize all BERT weights with the pretrained weights, and randomly initialize the answer layers. After multi-task fine-tuning, the joint model is further fine-tuned on each specific task to get better performance. We detail the training loss and fine-tuning process for each task in Section 8.2.3.
Objectives. MedNLI and RQE are binary classification tasks, and we use a cross-entropy loss. Specifically, for a sentence pair $X$ we compute the loss

$$
\mathcal{L}(X)=-\sum_{c} \mathbb{1}(X, c) \log \left(P_{r}(c \mid X)\right),
$$

where $c$ iterates over all possible classes, $\mathbb{1}(X, c)$ is the binary indicator (0 or 1 ) if class label $c$ is the correct classification for $X$, and $P_{r}(c \mid X)$ is the model prediction for probability of class $c$ for sample $X$.

We formulate QA and MedQuAD as regression tasks, and thus a MSE loss is used. Specifically, for a question-answer pair $(Q, A)$ we compute the MSE loss as

$$
\mathcal{L}(Q, A)=(y-\operatorname{score}(Q, A))^{2}
$$

where $y$ is the target relevance score for pair $(Q, A)$, and $\operatorname{score}(Q, A)$ is the model prediction for the same pair.

### 8.2.2 Model Ensembles

After fine-tuning, we ensemble models trained from MT-DNN and SciBERT, and using different setups of in-domain and external datasets. The traditional methods typically fuse models by averaging the prediction probability of different models. For our setting, the in-domain data is very limited and it tends to overfit; this means the predictions can be arbitrarily close to 1 , favoring to more over-fitting models. To prevent over-fitting, we ensemble the models by using a majority vote on their predictions, and resolving ties using sum of prediction probabilities. Suppose we have $M$ models, and the $m$-th model predicts the answer $\hat{p}_{m}$ for a specific question. For the classification task (MedNLI and RQE), we have $\hat{p}_{m} \in \mathbb{R}^{C}$, where $C$ is the number of categories. Let $\hat{y}_{m}=\arg \max _{i} \hat{p}_{m}^{(i)}$ be the prediction of model $m$, where $\hat{p}_{m}^{(i)}$ is the $i$-th dimension of $\hat{p}_{m}$. The final prediction is chosen as

$$
\hat{y}_{\text {ensemble }}=\underset{y \in \operatorname{maj}\left(\left\{\hat{y}_{m}\right\}_{m=1}^{M}\right)}{\arg \max } \sum_{m=1}^{M} \hat{p}_{m}^{(y)} .
$$

In other words, we first obtain the majority of predictions by computing the majority maj $\left(\left\{\hat{y}_{m}\right\}_{m=1}^{M}\right)$, and resolve the ties by computing the sum of prediction probabilities $\sum_{m=1}^{M} \hat{p}_{m}^{(y)}$. For QA tasks (QA and MedQuAD), the task is cast as a regression problem, where a positive number means correct answer, and negative otherwise. We have $\hat{p}_{m} \in \mathbb{R}$. We first compute the average score $\hat{p}_{\text {ensem }}=\frac{1}{M} \sum_{m=1}^{M} \hat{p}_{m}$. We also compute the prediction as $\hat{y}_{m}=I\left(\hat{p}_{m} \geq 0\right)$, where $I$ is the indicator function. We compute the ensemble prediction through a similar majority vote as the classification case:

$$
\hat{y}_{\text {ensem }}= \begin{cases}1, & \text { if } \sum_{m=1}^{M} \hat{y}_{m}>M / 2 \\ 0, & \text { if } \sum_{m=1}^{M} \hat{y}_{m}<M / 2 \\ I\left(\hat{p}_{\text {ensem }}>0\right), & \text { otherwise } .\end{cases}
$$

To be precise, we predict the majority if a tie does not exist, or the sign of $\hat{p}_{\text {ensem }}$ otherwise. The final ranking of answers is carried out by first rank the (predicted) positive answers, and then the (predicted) negative answers.

### 8.2.3 Dataset-Specific Details

MedNLI: Since the MEDIQA shared task uses a different test set than the original MedNLI dataset, we merge the original MedNLI development set into the training set and use evaluation performance on the original MedNLI test set. Furthermore, MedNLI and MNLI are the same NLI
tasks, thus, we shared final-layer classifiers for these two tasks. For MedNLI, we find that each consecutive 3 samples in all the training set contain the same premise with different hypothesizes, and contains exactly 1 entail, 1 neutral and 1 contradiction. To the end, in our prediction, we constrain the three predictions to be one of each kind, and use the most likely prediction from the model prediction probabilities.
RQE: We use the clinical question as the premise and question from FAQ as the hypothesis. We find that the test data distribution is quite different from the train data distribution. To mitigate this effect, we randomly shuffle half of the evaluation data into the training set and evaluate on the remaining half.
QA: We use the answer as the premise and the question as the hypothesis. The QA task is cast as both a ranking task and a classification task. Each question is associated with a relevance score in $\{1,2,3,4\}$, and an additional rank over all the answers for a specific question is given. We use a modified score to incorporate both information: suppose there are $m$ questions with relevance score $s \in\{1,2,3,4\}$. Then the $i$-th most relevant answer in these $m$ questions get modified score $s-\frac{i-1}{m}$. In this way the scores are uniformly distributed in $(s-1, s]$. We shift all scores by -2 so that a positive score leads to a correct answer and vice versa. We also tried pairwise losses to incorporate the ranking but did not find it to boost the performance very much.

We find that the development set distribution is inconsistent with test data - the training and test set consist of both LiveQAMed and Alexa questions, whereas the development set seems to only contain LiveQAMed questions. We shuffle the training and development set to make them similar: We use the last 25 questions in original development set (LiveQAMed questions) and the last 25 Alexa questions (from the original training set) as our development set, and use the remaining questions as our training set. This results in 1,504 training pairs and 431 validation pairs. Due to the limited size of the QA dataset, we use cross-validation that divides all pairs into 5 slices and train 5 models by using each slice as a validation set. We train MT-DNN and SciBERT on both these 5 setups and obtain 10 models, and ensemble all the 10 models obtained. MedQuAD: We use 10,109 questions from MedQuAD because the remaining questions are not available due to copyright issues. The original MedQuAD dataset only contains positive question pairs. We add negative samples to the dataset by randomly sampling an answer from the same web page. For each positive QA pair, we add two negative samples. The resulting 30,327 pairs are randomly divided into 27,391 training pairs and 2,936 evaluation pairs. Then we use the same method as QA to train MedQuAD; we also share the same answer module between QA and MedQuAD.

### 8.2.4 Implementation and Hyperparameters

We implement our method using PyTorch ${ }^{1}$ and Pytorch-pretrained-BERT ${ }^{2}$, as an extension to MTDNN $3^{3}$. We also use the pytorch-compatible SciBERT pretrained model provided by AllenNLP ${ }^{4}$. Each training example is pruned to at most 384 tokens for MT-DNN models and 512 tokens for SciBERT models. We use a batch size of 16 for MT-DNN, and 40 for SciBERT. For fine-tuning,

[^10]| Model | Dev Set | Test Set |
| :--- | :---: | :---: |
| WTMed | - | $\mathbf{9 8 . 0}$ |
| PANLP | - | 96.6 |
| Ours | $\mathbf{9 1 . 7}$ | $\mathbf{9 3 . 8}$ |
| Sieg | - | 91.1 |
| SOTA | 76.6 | - |

Table 8.1: The leaderboard for MedNLI task (link). Scores are accuracy (\%). Our method ranked the 3rd on the leaderboard. Previous SOTA method was from [145], on the original MedNLI test set (used as dev set here).

| Model | Dev Set | Test Set |
| :--- | :---: | :---: |
| PANLP | - | $\mathbf{7 4 . 9}$ |
| Sieg | - | 70.6 |
| IIT-KGP | - | 68.4 |
| Ours | $\mathbf{9 1 . 7}$ | $\mathbf{6 6 . 2}$ |

Table 8.2: The leaderboard for RQE task (link). Scores are accuracy(\%). Our method ranked the 7 th on the leaderboard.
we train the models for 20 epochs using a learning rate of $5 \times 10^{-5}$. After that, we further fine-tune the model from the best multi-task model for 6 epochs for each dataset, using a learning rate of $5 \times 10^{-6}$. We ensemble all models with an accuracy larger than 87.7 for MedNLI, 83.5 for shuffled RQE, and 83.0 for QA. We ensemble 4 models for MedNLI, 14 models for RQE. For QA, we ensemble 10 models from cross-validation and 7 models using the normal training-validation approach.

### 8.3 Experiment Results

In this section, we provide the leaderboard performance and conduct an analysis of the effect of ensemble models from different sources.

### 8.3.1 Test Set Performance and LeaderBoards

The results for MedNLI dataset is summarized in Table 8.1. Our method ends up the 3rd place on the leaderboard and substantially improving upon previous state-of-the-art (SOTA) methods.

The results for RQE dataset is summarized in Table 8.2. Our method ends up the 7th place on the leaderboard. Our method has a very large discrepancy between the dev set performance and test set performance. We think this is because the test set is quite different from dev set, and that the dev set is very small and easy to overfit to.

The results for QA dataset is summarized in Table 8.3. Our method reaches the first place on the leaderboard based on accuracy and precision score and 3rd-highest MRR. We note that the Spearman score is not consistent with other scores in the leaderboard; actually, the Spearman

| Model | Acc | Spearman | Precision | MRR |
| :--- | :---: | :---: | :---: | :---: |
| Ours | $\mathbf{7 8 . 0}$ | 0.238 | $\mathbf{8 1 . 9 1}$ | 0.937 |
| PANLP | 77.7 | 0.180 | 78.1 | 0.938 |
| Pentagon | 76.5 | 0.338 | 77.7 | $\mathbf{0 . 9 6 2}$ |
| DUT-BIM | 74.5 | 0.106 | 74.7 | 0.906 |

Table 8.3: The leaderboard for QA task (link). Our method ranked \#1 on the leaderboard in terms of Acc (accuracy). The Spearman score is not consistent with other scores in the leaderboard.
score is computed just based on the predicted positive answers, and a method can get very high Spearman score by never predict positive labels.

### 8.3.2 Ensembles from Different Sources

We compare the effect of ensembling from different sources in Table 8.4. We train 6 different models with different randomizations, with initializations from MT-DNN (\#1,\#2,\#3) and SciBERT (\#4, \#5,\#6) respectively. If we ensemble models with the same MT-DNN architecture, the resulting model only has around $1.5 \%$ improvement in accuracy, compared to the numerical average of the ensemble model accuracies (\#1+\#2+\#3 and \#4+\#5+\#6 in Table 8.4). On the other hand, if we ensemble three models from different sources ( $\# 1+\# 2+\# 5$ and $\# 1+\# 5+\# 6$ in Table 8.4), the resulting model gains more than $3 \%$ in accuracy compared to the numerical average. This shows that ensembling from different sources has a great advantage than ensembling from single-source models.

### 8.3.3 Single-Model Performance

For completeness, we report the single-model performance on the MedNLI development set under various multi-task learning setups and initializations in Table 8.5. (1) The Naïve approach denotes only MedNLI, RQE, QA, MedQuAD is considered as in-domain data in Algorithm 20 without any external data; (2) The Ratio approach denotes that we consider MedNLI as in-domain data, and RQE, QA, MedQuAD as external data in Algorithm 20; (3) The Ratio+MNLI approach denotes that we consider MedNLI, RQE, QA, MedQuAD as in-domain data and MNLI as external data in Algorithm 20. Note that MNLI is much larger than the medical datasets, so if we use RQE, QA, MedQuAD, MNLI as external data, the performance is very similar to the third setting. We did not conduct experiments on single-dataset settings, as previous works have suggested that multi-task learning can obtain much better results than single-task models [119, 191].

Overall, the best results are achieved via using SciBERT as the pre-trained model, and multitask learning with MNLI. The models trained by mixing in-domain data (the second setup) is also competitive. We therefore use models from both setups for ensemble.

| Model | Avg. Acc | Esm. Acc |
| :--- | :---: | :---: | :---: |
| Single Model |  |  |
| \#1, MT-DNN | - | 88.61 |
| \#2, MT-DNN | - | 88.33 |
| \#3, MT-DNN | - | 87.84 |
| \#4, SciBERT | - | 88.19 |
| \#5, SciBERT | - | 87.70 |
| \#6, SciBERT | - | 87.21 |
| Ensemble Model |  |  |
| \#1+\#2+\#3, MT-DNN | 88.26 | 89.7 |
| \#4+\#5+\#6, SciBERT | 87.70 | 89.2 |
| \#1+\#2+\#5, MultiSource | 88.21 | 91.6 |
| \#1+\#5+\#6, MultiSource | 87.84 | 90.4 |
| \#1-6, MultiSource | 87.98 | 91.3 |

Table 8.4: Comparison of ensembles from different sources. Avg.Acc stands for average accuracy, the numerical average of each individual model's accuracy. Esm.Acc stands for ensemble accuracy, the accuracy of the resulting ensemble model. For ensembles, MT-DNN means all the three models are from MT-DNN, and similarly for SciBERT; MultiSource denotes the ensemble models come from two different sources.

| Init Model | Naïve | Ratio | Ratio+MNLI |
| :--- | :---: | :---: | :---: |
| MT-DNN | 86.9 | 86.2 | 87.8 |
| MT-DNN-KD | 87.5 | 88.2 | $\mathbf{8 8 . 8}$ |
| SciBERT | 87.1 | 87.0 | $\mathbf{8 9 . 4}$ |

Table 8.5: Single model performance on MedNLI developlment data. Naïve means simply integrating all medical-domain data; Ratio means using MedNLI as in-domain data and other medical domain data as external data; Ratio $+M N L I$ means using medical domain data as in-domain and MNLI as external.

### 8.4 Conclusion

We present new methods for multi-source transfer learning for the medical domain. Our results show that ensembles from different sources can improve model performance much more greatly than ensembles from a single source. Our methods are proved effective in the MEDIQA2019 shared task.

## Chapter 9

## Conclusion and Discussion

Throughout this thesis, we develop various ways to incorporate diverse forms of information into the machine learning and decision making process. The methodology in this thesis is both theoretical and practical: We prove performance guarantees and minimax optimality for our algorithms, while also demonstrating competitive performance on real-world datasets. The contribution of the current thesis covers two main forms of such additional information, preferences and multi-task learning.

- Learning from Preferences. We used comparisons to help accelerate the learning process for classification, regression, multi-armed bandits and reinforcment learning problems. In the applications that we consider, comparisons are available at a much cheaper cost than direct queries; this includes many scenarios in clinical trials, material science and information retrieval. Comparisons represents a tradeoff between label accuracy and amount of information in the labels: Comparisons are cheaper and usually more accuracy than direct labels, but a exact comparison carries less information than a exact direct label, since it is binary. Through a effcient link between comparisons and direct labels, we show that we are able to achieve the same performance using either comparisons or direct queries. Therefore, the overall learning cost is reduced by replacing direct queries with comparisons.
We take two ways to incorporate comparisons into the learning process. In the first way, we use comparisons to infer direct labels, and use inferred labels for the learning process. This is the case for classification (Chapter 2), regression (Chapter 3) and thresholding bandits (Chapter 57). In the second way, we use comparisons to directly optimize for the optimal action in decision making, and direct labels are not necessarily needed. This is the case for multi-armed bandits (Chapter 4) and reinforcement learning (Chapter 6).
- Multi-Task and Transfer Learning. In multi-task and transfer learning, the additional information comes from a similar from as the main task, but is from a different domain. Our method to use sample-reweighting and multi-source transfer for learning from multiple domains represents a outstanding example of how diverse forms of information are able to help machine learning models gain additional performance boost.
In summary, we give an affirmative answer to the question we raised in Chapter 1. We show that the overall learning cost can be significantly reduced by learning with diverse forms of information. Human beings are able to understand and answer various kinds of questions, and
we believe that machines should not only ask direct queries on the very same domain. With the increasing need of data from modern machine learning, our methods and insights can make machine learning more accessible and practical to the human society. By incorporating preference feedback and multi-task data into the machine learning algorithms, we increase the amount of information that a machine can obtain for the task at hand.

Future Directions. While we have explored a few ways to incorporate diverse information into machine learning, we believe that many future directions remain to further improve the amount of information that a machine can take in. For learning from comparisons, one important question is how to incorporate comparisons for even more complicated applications, e.g., reinforcement learning with infinite state space, language generation or image generation tasks, and machine translation. These tasks also have natural preference queries that can be elicited in an easier way than direct queries.

More broadly, an important future direction is to find more intuitive ways to elicit the knowledge from human labelers. In addition to comparisons and multiple domains, people have considered learning from features[63], from corrections[62], from games [170], and many more. An important question is to understand what effect do these diverse forms of information play in the learning process, and how they can be transformed into guaranteed on the original learning problem.
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[^0]:    ${ }^{1}$ The assumption that $h^{*}$ is Bayes optimal classifier can be relaxed if the approximation error of $h^{*}$ can be quantified under assumptions on the decision boundary (c.f. [44]).

[^1]:    ${ }^{2}$ Note that we use the disagreement $\operatorname{Pr}\left[h(X) \neq h^{*}(X)\right]$ instead of the excess error err $(h)-\operatorname{err}\left(h^{*}\right)$ in some of the other literatures. The two conditions can be linked by assuming a two-sided version of Tsybakov noise (see e.g., Audibert 2004).

[^2]:    ${ }^{1}$ We use the standard big-O notation throughout this chapter, and use $\widetilde{O}$ when we suppress log-factors, and $\widehat{O}$ when we suppress $\log -\log$ factors.

[^3]:    4https://www.kaggle.com/AirBnB/seattle/home

[^4]:    ${ }^{1}$ We assume that the time horizon $T$ is known before the algorithm starts, following [199]. If it is unknown, we can use a $\log \left(t^{2}\right)$ factor instead and this will introduce another $\log \left(\max \left\{\varepsilon_{1 k}, \Delta_{k}\right\}\right)$ factor in the cumulative regret.

[^5]:    ${ }^{2}$ Our methods can also be extended to the setting where $\varepsilon$ follows a sub-Gaussian distribution with parameter $\eta$. We assume a bounded $\varepsilon$ for simplicity here.

[^6]:    ${ }^{4}$ The original lemma from [103] assumes $f \sim G P(0, \kappa)$ and $\varepsilon \sim \mathcal{N}\left(0, \eta^{2}\right)$, but exactly the same proof applies without these assumptions.

[^7]:    ${ }^{1}$ Although RankThenSearch does achieve a very low pull complexity, we show in the appendix that it is impractical in terms of duel complexity.

[^8]:    ${ }^{2}$ https://spacy.io

[^9]:    3 https://allennlp.org/
    ${ }^{4}$ The official submission for SQuAD v1.1 and MARCO v1.1 are closed, so we report results on the development set. According to their leaderboards, performances on development and test sets are usually similar.

[^10]:    ${ }^{1}$ https://pytorch.org/
    2 https://github.com/huggingface/pytorch-pretrained-BERT
    3 https://github.com/namisan/mt-dnn
    4 https://github.com/allenai/scibert

