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Abstract
The success of supervised machine learning in recent years crucially hinges on the availabil-

ity of large-scale and unbiased data, which is often time-consuming and expensive to collect.
Recent advances in deep learning focus on learning rich and invariant representations that have
found abundant applications in domain adaptation, multitask learning, algorithmic fairness,
and machine translations, just to name a few. However, it is not clear what price we have to
pay in terms of task utility for such universal representations. On the other hand, learning is
only one of the two most fundamental cognitive abilities of intelligent agents. An intelligent
agent needs to have both the ability to learn from the experience, and the ability to reason
from what has been learned. However, classic symbolic reasoning cannot model the inherent
uncertainty that ubiquitously exists, and it is not robust to noisy observations. Perhaps more
fundamentally, reasoning is computationally intractable in general. As a result, learning, which
often takes reasoning as a sub-procedure, is also hard. Building on the fundamental concepts
from information theory and theoretical computer science, this thesis aims to understand the
inherent tradeoff between utility and invariance in learning the representations, and to develop
efficient algorithms for learning tractable and exact probabilistic inference machines.

This thesis contains two parts. The first part is devoted to understanding and learning
invariant representations. In particular, we will focus on understanding the costs of existing
invariant representations by characterizing a fundamental tradeoff between invariance and
utility. First, we will use domain adaptation as an example to both theoretically and empirically
show such tradeoff in achieving small joint generalization error. This result also implies
an inherent tradeoff between demographic parity, a statistical notion of group fairness, and
utility in both classification and regression settings. Going beyond, we will further show that
such general tradeoff exists in learning with structured data. In particular, we shall derive
an impossibility theorem for universal machine translation by learning language-invariant
representations. Second, we will focus on designing learning algorithms to escape the existing
tradeoff and to utilize the benefits of invariant representations. We will show how the algorithm
can be used to guarantee equalized treatment of individuals between groups, and discuss what
additional problem structure it requires to permit efficient domain adaptation and machine
translation through learning invariant representations.

The second part of the thesis is devoted to learning tractable and exact circuits for
probabilistic reasoning. It is well-known that exact marginal and conditional inference in
classic probabilistic graphical models (PGMs), including Bayesian Networks (BNs) and
Markov Networks (MNs), is #P-complete. As a result, practitioners usually need to resort
to various approximate inference schemes to ensure computational tractability. Probabilistic
circuits, which include Sum-Product Networks (SPNs) as a special case, have been proposed as
tractable deep models for exact probabilistic inference. They distinguish themselves from other
types of probabilistic graphical models by the fact that inference can be done exactly in linear
time with respect to the size of the circuit. This has generated a lot of interest since inference
is not only a powerful tool to reason under uncertainty, but also a core task for parameter
estimation and structure learning. In this part, we will concentrate on both theoretical and
practical parts of learning tractable probabilistic circuits. In particular, we will investigate the
representational power of SPNs, as well as its parameter learning procedures in both online
and offline settings.
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Chapter 1

Introduction

The recent decade has witnessed a phenomenal success in artificial intelligence. In particular, deep learning
has gained an unprecedented impact across both research and industry communities by demonstrating
better than human performance on various kinds of real-world competitions, e.g., the ImageNet recognition
task (Krizhevsky et al., 2012), the Stanford question answering competition (Rajpurkar et al., 2016), the
board game Go (Silver et al., 2017), etc. As a result, machine learning tools have been widely adopted to
help decision making in various real-world scenarios, e.g., face recognition, machine translation, college
admission, etc. While these empirical achievements are exciting, whether the learned model could deliver
its promise in real-world scenarios crucially depends on the data used to train the model. However, often,
it is computationally expensive, or sometimes infeasible, to collect labeled data under all the possible
real-world scenarios. As a result, due to this distributional shift between the training and test data, the
learned model may fail dramatically in practice. Perhaps more importantly, in high-stakes settings such as
loan approvals, criminal justice and hiring process, if the data used to train the model contain historical bias,
then the learned model, without bias mitigation, can only exacerbate the existing discrimination. Hence,
the ability to learn representations that are invariant to the changes in the environment is crucial and can
provide us the robustness against various noise and nuisance factors in real-world.

On the other hand, learning is only one of the two most fundamental cognitive abilities of intelligent
agents. An intelligent agent needs to have the ability to learn from the experience, as well as the ability to
reason from what has been learned. As foreseen by the Turing Award Laureate Prof. Leslie Valiant (Valiant,
2018), one of the key challenges for AI in the coming decades is the development of integrated learning
and reasoning mechanisms. However, classic symbolic reasoning cannot model the inherent uncertainty
that ubiquitously exists, and it is not robust to noisy observations. Perhaps more fundamentally, infer-
ence and reasoning are computationally intractable in general. As a result, learning, which often takes
inference/reasoning as a sub-procedure, is also hard.

This thesis is centered around advancing the frontier of AI in both representation learning and proba-
bilistic reasoning. As shown in Figure 1.1, we believe an intelligent agent should consist of a knowledge
base and an inference engine, and the agent interacts with the environment in loop. In each iteration, the
agent receives input from the environment and uses its knowledge base to map the real-world observations
or queries to its internal algebraic representations. The inference engine then carries out probabilistic
reasoning to answer the query or choose an action to execute in the environment. The long-term research
goal of this thesis is thus to build a unified framework that provides a common semantics for learning and
reasoning, by developing invariant representations that generalize across different environments as well as
efficient inference engine that allows exact and tractable probabilistic reasoning.
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Knowledge Base 
(Representation Learning) 

Inference Engine 
(Probabilistic Reasoning) 

Observations
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Actions

Answers
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Figure 1.1: A model of an intelligent agent, which consists of a knowledge base and an inference engine.
Representation learning serves as a technique to help build our knowledge base that maps from real-world
objects to their algebraic representations. The inference engine is powered by probabilistic reasoning that
allows interactions between the agent and the environment.

1.1 Main Contributions of This Thesis

Within the broad area of artificial intelligence and machine learning, my Ph.D. research primarily spans two
themes: invariant representation learning and tractable probabilistic reasoning. Invariant representation
learning serves as a bridge connecting abstract objects in real-world and their corresponding algebraic
representations that are amenable for computation and allow generalization across different environments.
Tractable probabilistic reasoning aims to provide an inference mechanism for exact and efficient reasoning
under uncertainty. However, it is not well-understood what is the fundamental limit of invariant repre-
sentations in terms of task utility, and it is well-known that even approximate probabilistic reasoning is
computationally intractable (Roth, 1996) in the worst case.

Building on the fundamental concepts from information theory and theoretical computer science, my
work aims to understand the inherent tradeoff between utility and invariance in learning the representations,
and to develop efficient algorithms for learning tractable and exact probabilistic inference machines. The
key contributions of my thesis research are as follows and summarized in Figure 1.2.

1. Analyzed and proved the fundamental limit of learning invariant representations in terms of task util-
ity. With this result, we also identify and explain the inherent tradeoffs in learning domain-invariant
representations for unsupervised domain adaptation (Chapter 4 and Chapter 5), learning fair represen-
tations for algorithmic fairness (Chapter 6), learning representations for privacy-preservation under
attribute-inference attacks (Zhao et al., 2019b), and learning multilingual sentence representations
for universal machine translation (Chapter 8).

2. Developed an algorithm on learning domain-invariant representations for unsupervised domain adap-
tation under multiple different source environments (Chapter 3) using adversarial neural networks.
To mitigate bias in automated decision making systems, my coauthors and I also proposed an algo-
rithm to learn fair representations that can simultaneously guarantee accuracy parity and equalized
odds (Hardt et al., 2016) among different demographic groups (Chapter 7). Analogously, we also
developed an algorithm by learning invariant representations to filter out sensitive information and
provided guarantees on inference error from malicious adversaries (Zhao et al., 2019b).

3. Established the first equivalence between Sum-Product networks (Poon and Domingos, 2011),
Bayesian networks with algebraic decision diagrams, and mixture models (Zhao et al., 2015b, 2016b)
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Representational power

Parameter Learning of Sum-Product Networks 
Offline, online, distributed and Bayesian parameter learning
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Learning & Reasoning
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Statistical Relational Learning 
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Ongoing Research

Learning Fair Representations 
Tradeoff between fairness & utility

Domain-Invariant Representations 
Fundamental limit in domain adaptation

Figure 1.2: Overview of my Ph.D. research (blue), ongoing research (mixed blue and gray) and future
plans (gray) around the theme of representation learning and probabilistic reasoning. Artificial Intelligence
and machine learning are the core disciplines of my research theme. Topics on the left and right are related
to representation learning and probabilistic reasoning, respectively. Topics about the underlying theory and
fundamental appear at the bottom. Applications are at the top. My long term research goal is to develop a
unified framework that can combine representation learning and probabilistic reasoning together.

(Chapter 9). Inspired by our theoretical results, we proposed efficient learning algorithms for Sum-
Product networks in both offline (Zhao et al., 2016b) (Chapter 9) and online (Rashwan et al., 2016b;
Zhao and Gordon, 2017) (Chapter 11), discrete (Zhao et al., 2016b) and continuous (Jaini et al.,
2016) settings, and from both frequentists’ and Bayesian principles (Chapter 10).

Broadly, all the results above enjoy sound theoretical guarantees and provide insights towards better
understanding of learning invariant representations and building tractable inference machines. On the
practical side, I have also devoted much effort to develop software tools for the proposed algorithms and
publicly share them with the community. For instance, MDAN (Zhao et al., 2018b) (for domain adaptation
with multiple sources) has been successfully used as a benchmark algorithm in various follow-up work on
unsupervised domain adaptation for vision (Zhao et al., 2019i) and language (Chen and Cardie, 2018).

1.2 Overview of Part I: Invariant Representation Learning

Many machine learning applications involve learning representations that achieve two competing goals:
To maximize information or accuracy with respect to a subset of features (e.g. for prediction) while
simultaneously maximizing invariance or independence with respect to another, potentially overlapping,
subset of features (e.g. for fairness, domain identity, etc.). Typical examples include privacy-preserving
learning, multilingual machine translation, domain adaptation, and algorithmic fairness, just to name a few.
In fact, all of the above problems admit a common minimax game-theoretic formulation, whose equilibrium
represents a fundamental tradeoff between accuracy and invariance.

In this part of the thesis, we provide an information theoretic analysis of this general and important
problem under different applications settings, including domain adaptation, algorithmic fairness, and
multilingual machine translation. In each of the above applications, we analyze the inherent tradeoff
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between accuracy and invariance by providing lower bounds on the error rates that any classifier has to
incur when invariance is satisfied. The general principle here could be understood as a kind of uncertainty
principle when learning with invariance constraint: if perfect invariance is attained, then any classifier,
even with unbounded computational resources and labeled data, has to incur a large error on at least one
subset of the overall population. Informally, if we instantiate this general principle to domain adaptation,
multilingual machine translation and algorithmic fairness respectively, we immediately obtain the following
implications:

1. In domain adaptation with one source and one target domain, any classifier based on domain-invariant
representations has to incur a large error on at least one of the two domains.

2. In multilingual machine translation with a set of different languages, any decoder based on language-
invariant sentence representations has to incur a large translation error on at least one of the translation
pairs.

3. In a population with two groups, e.g., black and white, if the base rates differ between these two
subgroups, then any fair classifier (in the sense of statistical parity) has to achieve a large error on at
least one of the groups.

To complement our negative results, in this part of the thesis we also discuss what kind of problem
structures could allow us to circumvent the above tradeoffs. In particular, we shall discuss how to design
algorithms that can be used to guarantee equalized treatment of individuals between groups, and discuss
what additional problem structure it requires to permit efficient domain adaptation and machine translation
through learning invariant representations.

1.2.1 Learning Domain-Invariant Representations

The success of machine learning has been partially attributed to rich labeled datasets and powerful
computations. Unfortunately, collecting and annotating such large-scale training data is prohibitively
expensive and time-consuming. To solve these limitations, different labeled datasets can be combined to
build a larger one. However, due to the potential distributional shift between different datasets, models
trained on the combined one still suffer from large generalization error on a target domain different from
the training domain.

Our work on domain adaptation focuses on understanding the limit of knowledge transfer from a labeled
source environment to an unlabeled target environment by learning domain-invariant representations to
bridge the gap (Adel et al., 2017; Zhao et al., 2018b, 2019f). The main idea of domain-invariant learning
is simple and intuitive: we would like to learn representations that are invariant to the difference among
different environments while still contain rich information for the desired task. Theoretically, my research
sheds new light on this problem by proving an information-theoretic lower bound on the joint error of any
domain adaptation algorithm that attempts to learn invariant representations: there is a fundamental tradeoff
between learning domain-invariant representations and achieving small joint error in both environments
when the difference between environments can be used to explain the target task (Zhao et al., 2019e).
Specifically, our result implies that any algorithm based on domain-invariant representations has to incur a
large error on at least one of the environments. This result characterizes the fundamental limit in terms of
the joint utility when learning with domain-invariant representations.

1.2.2 Learning Fair Representations

With the prevalence of machine learning applications in high-stakes domains, e.g., criminal judgement,
medical testing, online advertising, etc., it is crucial to ensure that the automated decision making systems
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do not propagate existing bias or discrimination that might exist in historical data used to train these
systems. Among many recent proposals for achieving different notions of algorithmic fairness, learning
fair representations has received increasing attention due to recent advances in learning rich representations
with deep neural networks. At a high level the underlying idea is that if representations from different
groups are similar to each other, then any predictive model on top of them will certainly make decisions
independent of group membership.

On the other hand, while it has long been empirically observed (Calders et al., 2009) that there is
an underlying tradeoff between utility and fairness, theoretical understanding is lacking. In my recent
work (Zhao and Gordon, 2019), I provided the first theoretical result that characterizes the inherent
tradeoff between utility and fairness. More precisely, our result shows that any fair algorithm, in the sense
of demographic parity, admits an information-theoretic lower bound on the joint error across different
demographic groups. To escape such inherent tradeoff, we also propose an alternative algorithm (Zhao et al.,
2019c) to learn conditionally group-invariant representations. The proposed algorithm constructs a classifier
that is no worse than the optimal classifier in terms of demographic parity gap, and can achieve equalized
false positive/negative rates and accuracy parity across different demographic groups simultaneously.

1.2.3 Learning Multilingual Representations

The goal of universal machine translation is to learn to translate between any pair of languages, given a
corpus of paired translated documents for a small subset of all pairs of languages. Despite impressive
empirical results and an increasing interest in massively multilingual models, theoretical analysis on
translation errors made by such universal machine translation models is only nascent. In this thesis we
formally prove certain impossibilities of this endeavour in general, as well as prove positive results in
the presence of additional (but natural) structure of data. For the former, we derive a lower bound on the
translation error in the many-to-many translation setting, which shows that any algorithm aiming to learn
shared sentence representations among multiple language pairs has to make a large translation error on at
least one of the translation tasks, if no assumption on the structure of the languages is made. For the latter,
we show that if the paired documents in the corpus follow a natural encoder-decoder generative process,
we can expect a natural notion of “generalization”: a linear number of language pairs, rather than quadratic,
suffices to learn a good representation. Our theory also explains what kinds of connection graphs between
pairs of languages are better suited: ones with longer paths result in worse sample complexity in terms of
the total number of documents per language pair needed.

1.3 Overview of Part II: Tractable Probabilistic Reasoning

Exact marginal and conditional inference in classic probabilistic graphical models (PGMs), including
Bayesian Networks (BNs) and Markov Networks (MNs), is #P-complete (Roth, 1996). As a result,
practitioners usually need to resort to various approximate inference schemes to ensure computational
tractability. Sum-Product Networks (SPNs) have been proposed as tractable deep models (Poon and
Domingos, 2011) for exact probabilistic inference. They belong to a more general family of unified models
for learning and reasoning, known as probabilistic circuits (Van den Broeck, 2018). SPNs, like other
models within the family of probabilistic circuits, distinguish themselves from other types of probabilistic
graphical models by the fact that inference can be done exactly in linear time with respect to the size of
the circuit. This has generated a lot of interest since inference is not only a powerful tool to reason under
uncertainty, but also a core task for parameter estimation and structure learning.

In this part of the thesis, we focus on both theoretical and practical aspects of learning tractable
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probabilistic circuits, including investigating the representational power of SPNs, and the parameter
learning of SPNs from both the frequentist’s and Bayesian’s perspective. In what follows we first briefly
summarize the problems we consider and highlight the results in the rest of this chapter.

1.3.1 A Unified Framework for Parameter Learning

In Chapter 9 we present a unified framework, which treats two of the previous algorithms (Gens and
Domingos, 2012; Poon and Domingos, 2011) as special cases, for learning the parameters of SPNs. We
prove that any complete and decomposable SPN is equivalent to a mixture of trees where each tree
corresponds to a product of univariate distributions. Based on the mixture model perspective, we can
precisely characterize the functional form of the objective function based on the network structure. We
show that the optimization problem associated with learning the parameters of SPNs based on the MLE
principle can be formulated as a signomial program (SP), where both PGD and exponentiated gradient (EG)
can be viewed as first order approximations of the signomial program after suitable transformations of the
objective function. We also show that the signomial program formulation can be equivalently transformed
into a difference of convex functions (DCP) formulation, where the objective function of the program
can be naturally expressed as a difference of two convex functions. The DCP formulation allows us to
develop two efficient optimization algorithms for learning the parameters of SPNs based on sequential
monomial approximations (SMA) and the concave-convex procedure (CCCP), respectively. Both proposed
approaches naturally admit multiplicative updates, hence effectively deal with the positivity constraints of
the optimization. Furthermore, under our unified framework, we also show that CCCP leads to the same
algorithm as EM despite that these two approaches are different from each other in general. Although we
mainly focus on MLE based parameter learning, the mixture model interpretation of SPN also helps to
develop a Bayesian learning method for SPNs (Zhao et al., 2016a). PGD, EG, SMA and CCCP can all be
viewed as different levels of convex relaxation of the original SP. Hence the framework also provides an
intuitive way to compare all four approaches.

1.3.2 Collapsed Variational Inference

In Chapter 10 we propose a collapsed variational inference algorithm for SPNs that is robust to overfitting
and can be naturally extended into a stochastic variant to scale to large data sets. We call our algorithm
CVB-SPN. CVB-SPN is a deterministic approximate Bayesian inference algorithm that is computationally
efficient and easy to implement while at the same time allowing us to incorporate prior information into the
design. Like other variational techniques, CVB-SPN is based on optimization. Unlike other variational
techniques, the number of parameters to be optimized is only linear in the network size (O(|S|)) and is
independent of the size of the training set, as opposed to O(D|S|) in ordinary VI, where D is the size
of the training set. It is worth noting that, different from traditional collapsed variational approaches
in the literature that marginalize out global latent variables (Teh et al., 2006, 2007), here we consider a
complementary approach: instead of marginalizing out the global latent variables in order to spread out the
interactions among many local latent variables, CVB-SPN takes advantage of the fast exact inference in
SPNs and marginalizes out the local latent variables in order to maintain a marginal variational posterior
distribution directly on the global latent variables, i.e., the model parameters. The posterior mean of the
variational distribution over model parameters can then be used as a Bayesian estimator. To the best of our
knowledge, this is the first general Bayesian approach to learn the parameters of SPNs efficiently in both
batch and stochastic settings.

At first glance, marginalizing out all the local latent variables in graphical models seems to be a bad idea
for two reasons. First, by marginalizing out local latent variables we naively appear to incur computation
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exponential in the tree-width of the graph (Jordan et al., 1999; Wainwright and Jordan, 2008). Except for
graphical models with special structures, for example, LDA, Gaussian mixture models, thin junction trees,
etc., such exact computation is intractable by itself. Second, marginalization will in general invalidate the
conjugacy between the prior distribution and the joint distribution over global and local latent variables,
which further makes the expectation over the variational posterior intractable. Fortunately, the ability of
SPNs to model context-specific independence helps to solve the first problem, and by using a change of
variables CVB-SPN handles the second problem efficiently. Besides the reduced space complexity, we also
show that the objective of CVB-SPN forms a strictly better lower bound to be optimized than the evidence
lower bound (ELBO) in standard VI. To show the validity of CVB-SPN, we conduct extensive experiments
and compare it with maximum likelihood based methods in both batch and stochastic settings.

To tackle the second problem described above, there is a strand of recent work on extending standard VI
to general nonconjugate settings using stochastic sampling from the variational posterior (Blei et al., 2012;
Kingma and Welling, 2013; Mnih and Gregor, 2014; Ranganath et al., 2014; Titsias and Lázaro-Gredilla,
2014; Titsias, 2015). However, control variates need to be designed in order to reduce the high variance
incurred by insufficient samples. Furthermore, for each such sample from the variational posterior, those
algorithms need to go through the whole training data set to compute the stochastic gradient, leading to a
total computational cost O(ND|S|), where N is the sample size. This is often prohibitively expensive for
SPNs.

1.3.3 Linear Time Computation of Moments

Most existing batch learning algorithms for SPNs can be straightforwardly adapted to the online setting,
where the network updates its parameters after it receives one instance at each time step. This online
learning setting makes SPNs more widely applicable in various real-world scenarios. This includes the case
where either the data set is too large to store at once, or the network needs to adapt to the change of external
data distributions. Recently Rashwan et al. (2016b) proposed an online Bayesian Moment Matching (BMM)
algorithm to learn the probability distribution of the model parameters of SPNs based on the method of
moments. Later Jaini et al. (2016) extended this algorithm to the continuous case where the leaf nodes in the
network are assumed to be Gaussian distributions. At a high level BMM can be understood as an instance of
the general assumed density filtering framework (Sorenson and Stubberud, 1968) where the algorithm finds
an approximate posterior distribution within a tractable family of distributions by the method of moments.
Specifically, BMM for SPNs works by matching the first and second order moments of the approximate
tractable posterior distribution to the exact but intractable posterior. An essential sub-routine of the above
two algorithms (Jaini et al., 2016; Rashwan et al., 2016b) is to efficiently compute the exact first and second
order moments of the one-step update posterior distribution (cf. 11.2). Rashwan et al. (2016b) designed a
recursive algorithm to achieve this goal in linear time when the underlying network structure is a tree, and
this algorithm is also used by Jaini et al. (2016) in the continuous case. However, the algorithm only works
when the underlying network structure is a tree, and a naive computation of such moments in a DAG will
scale quadratically w.r.t. the network size. Often this quadratic computation is prohibitively expensive even
for SPNs with moderate sizes.

In Chapter 11 we propose a linear time (and space) algorithm that is able to compute any moments of all
the network parameters simultaneously even when the underlying network structure is a DAG. (Zhao and
Gordon, 2017) There are three key ingredients in the design and analysis of our algorithm: 1). A linear time
reduction from the moment computation problem to the joint inference problem in SPNs, 2). A succinct
evaluation procedure of polynomial by differentiation without expanding it, and 3). A dynamic program-
ming method to further reduce the quadratic computation to linear. The differential approach (Darwiche,
2003) used for polynomial evaluation can also be applied for exact inference in Bayesian networks. This
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technique has also been implicitly used in the recent development of a concave-convex procedure (CCCP)
for optimizing the weights of SPNs (Zhao et al., 2016b). Essentially, by reducing the moment computation
problem to a joint inference problem in SPNs, we are able to exploit the fact that the network polynomial
of an SPN computes a multilinear function in the model parameters, so we can efficiently evaluate this
polynomial by differentiation even if the polynomial may contain exponentially many monomials, provided
that the polynomial admits a tractable circuit complexity. Dynamic programming can be further used to
trade off a constant factor in space complexity (using two additional copies of the network) to reduce
the quadratic time complexity to linear so that all the edge moments can be computed simultaneously in
two passes of the network. To demonstrate the usefulness of our linear time sub-routine for computing
moments, we apply it to design an efficient assumed density filter (Sorenson and Stubberud, 1968) to
learn the parameters of SPNs in an online fashion. ADF runs in linear time and space due to our efficient
sub-routine. As an additional contribution, we also show that ADF and BMM can both be understood
under a general framework of moment matching, where the only difference lies in the moments chosen to
be matched and how to match the chosen moments.

1.4 Bibliographic Notes

The research presented in this thesis is based on joint work with several co-authors, described below. This
thesis only includes works for which this author was the, or one of the, primary contributors.

Chapter 3 is based on a joint work with Shanghang Zhang, Guanhang Wu, João P. Costeira, José M. F.
Moura and Geoff Gordon. Chapter 4 is based on a joint work with Remi Tachet des Combes, Kun Zhang
and Geoff Gordon. Chapter 5 is based on a joint work with Remi Tachet des Combes, Yu-Xiang Wang and
Geoff Gordon. Chapter 6 is based on a joint work with Geoff Gordon. Chapter 7 is based on joint work
with Amanda Coston, Tameem Adel and Geoff Gordon. Chapter 8 is based on a joint work with Junjie Hu
and Andrej Risteski. Chapter 9 is based a joint work with Pascal Poupart and Geoff Gordon. Chapter 10 is
based on a joint work with Tameem Adel, Geoff Gordon and Brandon Amos. Finally, Chapter 11 is based
on a joint work with Geoff Gordon.

1.5 Excluded Research

In order to keep this thesis succinct and coherent, I excluded a significant port of my research works during
my Ph.D. career. In what follows we list the excluded research works.

– Online and Distributed Learning of Sum-Product Networks in both discrete and continuous set-
tings (Jaini et al., 2016; Rashwan et al., 2016b).

– Unsupervised Domain Adaptation (Adel et al., 2017; Zhao et al., 2019f).

– Frank-Wolfe for Symmetric-NMF under Simplicial Constraint (Zhao and Gordon, 2018).

– Convolutional-Recurrent Neural Networks for Speech Enhancement (Zhao et al., 2018a).

– Learning Neural Networks with Adaptive Regularization (Zhao et al., 2019e).

– Multitask Feature and Relationship Learning (Zhao et al., 2017).

– Strategyproof Conference Peer Review (Xu et al., 2018).

– Active learning on graphs (Liang et al., 2018).

– Fair clustering for visual learning (Li et al., 2020).

– Dynamic and interpretable postoperative complication risk scoring (Wang et al., 2020).

8



– Continual Learning with Adaptive Weights (Adel et al., 2019b).

– Adversarial privacy preservation under attribute inference attack (Zhao et al., 2019a).
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Chapter 2

Preliminaries

In this chapter we provide some background knowledge about the learning problems presented in this thesis.
In particular, after introducing the notation used throughout the thesis, we shall give a brief introduction to
the problem of unsupervised domain adaptation, learning with fairness constraint, Sum-Product Networks
(SPNs), and signomial programming. More definitions of these concepts will be introduced in detail in
the corresponding chapters when necessary. The purpose of this chapter is to give a brief introduction
of the models and preliminaries that we shall use throughout the entire thesis. However, each chapter
is self-contained and has more detailed definitions with variants that are tailored to specific problems
considered in the chapter. This chapter ends with a brief introduction to the technical tools from statistical
learning theory and information theory that will be used in this thesis.
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2.1 Notation

We now describe some notation that we employ throughout this thesis.
For an integer n ∈ N, we use [n] to abbreviate the notation {1, 2, . . . , n}. We use a capital letter X

to denote a random variable and a bold capital letter X to denote a random vector. Similarly, a lowercase
letter x is used to denote a value taken by X and a bold lowercase letter x denotes a joint value taken by the
corresponding vector X of random variables. Indicator variable IA equals 1 iff the event A is true, otherwise
it takes the default value 0. For boolean variable Xi, we use Ixi to denote IXi=1 and Ix̄i to denote IXi=0,
respectively. To simplify the notation, we use Pr(x) to mean Pr(X = x) and Pr(x) to mean Pr(X = x).
Graphs are often denotes as G. Throughout the thesis, we shall use standard notation R+ to denote the set
of nonnegative reals and R++ to mean the set of strictly positive reals.

For typical learning problems, we use X and Y to denote the input and output space, respectively.
Similarly, Z stands for the representation space induced from X by a feature transformation g : X 7→ Z .
Accordingly, we use X, Y, Z to denote the random variables which take values in X ,Y ,Z , respectively.
Throughout the thesis, we use the words domain and distribution interchangeably. In particular, domain
corresponds to a distribution D on the input space X and a labeling function f : X → [0, 1]. In
the domain adaptation setting, we use 〈DS, fS〉 and 〈DT, fT〉 to denote the source and target domains,
respectively. A hypothesis is a function h : X → {0, 1}. The error of a hypothesis h w.r.t. the labeling
function f under distribution DS is defined as: εS(h, f ) := Ex∼DS [|h(x)− f (x)|]. When f and h are
binary classification functions, this definition reduces to the probability that h disagrees with f under DS:
Ex∼DS [|h(x)− f (x)|] = Ex∼DS [I( f (x) 6= h(x))] = Prx∼DS( f (x) 6= h(x)). For two functions g and h
with compatible domains and ranges, we use h ◦ g to denote the function composition h(g(·)).

SPNs and BNs are denoted respectively by S and B, respectively. For a directed acyclic graph (DAG)
G and a node v in G, we use Gv to denote the subgraph of G induced by v and all its descendants. Let
V be a subset of the nodes of G, then G|V is a subgraph of G induced by the node set V. Similarly, we
use X|A or x|A to denote the restriction of a vector to a subset A. We will use node and vertex, arc and
edge interchangeably when we refer to a graph. Furthermore, |G| is used to denote the size of the graph G,
which is the sum of the number of nodes and the number of edges in G. We also use tw(G) to represent the
tree-width (Robertson and Seymour, 1984) of G.

2.2 Domain Adaptation

We first introduce the problem setup of domain adaptation and review a theoretical model for domain
adaptation when there is one source and one target (Ben-David et al., 2007, 2010; Blitzer et al., 2008; Kifer
et al., 2004). The key idea is theH-divergence to measure the discrepancy between two distributions. Other
theoretical models for DA exist (Cortes and Mohri, 2014; Cortes et al., 2008; Mansour et al., 2009a,c); we
choose to work with the above model because this distance measure has a particularly natural interpretation
and can be well approximated using samples from both domains.

We define the risk of hypothesis h as the error of h w.r.t. a true labeling function under domain DS, i.e.,
εS(h) := εS(h, fS). As common notation in computational learning theory, we use ε̂S(h) to denote the
empirical risk of h on the source domain. Similarly, we use εT(h) and ε̂T(h) to mean the true risk and the
empirical risk on the target domain. H-divergence is defined as follows:
Definition 2.2.1. LetH be a hypothesis class for instance space X , and AH be the collection of subsets of
X that are the support of some hypothesis inH, i.e., AH := {h−1({1}) | h ∈ H}. The distance between
two distributions D and D′ based onH is: dH(D,D′) := 2 supA∈AH |PrD(A)− PrD′(A)|.

When the hypothesis class H contains all the possible measurable functions over X , dH(D,D′)
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reduces to the familiar total variation. Given a hypothesis class H, we define its symmetric difference
w.r.t. itself as: H∆H = {h(x) ⊕ h′(x) | h, h′ ∈ H}, where ⊕ is the XOR operation. Let h∗ be the
optimal hypothesis that achieves the minimum combined risk on both the source and the target domains:
h∗ := arg minh∈H εS(h) + εT(h), and use λ to denote the combined risk of the optimal hypothesis h∗:
λ := εS(h∗)+ εT(h∗). Ben-David et al. (2007) and Blitzer et al. (2008) proved the following generalization
bound on the target risk in terms of the source risk and the discrepancy between the single source domain
and the target domain:
Theorem 2.2.1 (Blitzer et al. (2008)). LetH be a hypothesis space of VC-dimension d and D̂S (D̂T) be
the empirical distribution induced by sample of size m drawn from DS (DT). Then w.p.b. at least 1− δ,
∀h ∈ H,

εT(h) ≤ ε̂S(h) +
1
2

dH∆H(D̂S, D̂T) + λ + O

(√
d log(m/d) + log(1/δ)

m

)
. (2.1)

The bound depends on λ, the optimal combined risk that can be achieved by hypothesis in H. The
intuition is if λ is large, we cannot hope for a successful domain adaptation. One notable feature is that the
empirical discrepancy distance between two samples can be approximated by a discriminator to distinguish
instances from two domains.

2.3 Algorithmic Fairness

We first introduce various definitions of fairness in the literature under the category of group fairness, where
the group membership is given by the sensitive attribute A, e.g., race, gender, etc. Even in this context
there are many possible definitions of fairness (Narayanan, 2018), and in what follows we provide a brief
review of the ones that are mostly relevant to this thesis. To keep the notation consistent, for a ∈ {0, 1},
we use Da to mean the conditional distribution of D given A = a. For an event E, D(E) denotes the
probability of E under D. In particular, in the literature of fair machine learning, we call D(Y = 1)
the base rate of distribution D and we use ∆BR(D,D′) := |D(Y = 1) − D′(Y = 1)| to denote the
difference of the base rates between two distributions D and D′ over the same sample space. Given a
feature transformation function g : X → Z that maps instances from the input space X to feature space Z ,
we define g]D := D ◦ g−1 to be the induced (pushforward) distribution of D under g, i.e., for any event
E′ ⊆ Z , g]D(E′) := D(g−1(E′)) = D({x ∈ X | g(x) ∈ E′}).
Definition 2.3.1 (Demographic Parity, a.k.a. Statistical parity). Given a joint distribution D, a classifier Ŷ
satisfies demographic parity if Ŷ is independent of A.

Demographic parity reduces to the requirement that D0(Ŷ = 1) = D1(Ŷ = 1), i.e., positive outcome
is given to the two groups at the same rate. When exact equality does not hold, we use the absolute
difference between them as an approximate measure:
Definition 2.3.2 (DP Gap). Given a joint distribution D, the demographic parity gap of a classifier Ŷ is
∆DP(Ŷ) := |D0(Ŷ = 1)−D1(Ŷ = 1)|.

Demographic parity is also known as statistical parity, and it has been adopted as definition of fairness
in a series of work (Calders et al., 2009; Edwards and Storkey, 2015; Johndrow et al., 2019; Kamiran
and Calders, 2009; Kamishima et al., 2011; Louizos et al., 2015; Madras et al., 2018; Zemel et al., 2013).
However, as we shall quantify precisely in Section 6.3, demographic parity may cripple the utility that we
hope to achieve, especially in the common scenario where the base rates differ between two groups, e.g.,
D0(Y = 1) 6= D1(Y = 1) (Hardt et al., 2016). In light of this, an alternative definition is accuracy parity:
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Definition 2.3.3 (Accuracy Parity). Given a joint distribution D, a classifier h satisfies accuracy parity if
εD0(h) = εD1(h).

In the literature, a break of accuracy parity is also known as disparate mistreatment (Zafar et al.,
2017). Again, when h is a deterministic binary classifier, accuracy parity reduces to D0(h(X) = Y) =
D1(h(X) = Y). Different from demographic parity, the definition of accuracy parity does not eliminate
the perfect predictor when Y = A when the base rates differ between two groups. When costs of different
error types matter, more refined definitions exist:
Definition 2.3.4 (Positive Rate Parity). Given a joint distribution D, a deterministic classifier h satisfies
positive rate parity if D0(h(X) = 1 | Y = y) = D1(h(X) = 1 | Y = y), ∀y ∈ {0, 1}.

Positive rate parity is also known as equalized odds (Hardt et al., 2016), which essentially requires
equal true positive and false positive rates between different groups. Furthermore, Hardt et al. (2016)
also defined true positive parity, or equal opportunity, to be D0(h(X) = 1 | Y = 1) = D1(h(X) = 1 |
Y = 1) when positive outcome is desirable. Last but not least, predictive rate parity, also known as test
fairness (Chouldechova, 2017), asks for equal chance of positive outcomes across groups given predictions:

Definition 2.3.5 (Predictive Rate Parity). Given a joint distribution D, a probabilistic classifier h satisfies
predictive rate parity if D0(Y = 1 | h(X) = c) = D1(Y = 1 | h(X) = c), ∀c ∈ [0, 1].

When h is a deterministic binary classifier that only takes value in {0, 1}, Chouldechova (2017) showed
an intrinsic tradeoff between predictive rate parity and positive rate parity:
Theorem 2.3.1 (Chouldechova (2017)). Assume D0(Y = 1) 6= D1(Y = 1), then for any deterministic
classifier h : X → {0, 1} that is not perfect, i.e., h(X) 6= Y, positive rate parity and predictive rate parity
cannot hold simultaneously.

Similar tradeoff result for probabilistic classifier has also been observed by Kleinberg et al. (2016),
where the authors showed that for any non-perfect predictors, calibration and positive rate parity cannot
be achieved simultaneously if the base rates are different across groups. Here a classifier h is said to be
calibrated if D(Y = 1 | h(X) = c) = c, ∀c ∈ [0, 1], i.e., if we look at the set of data that receive a
predicted probability of c by h, we would like c-fraction of them to be positive instances according to
Y (Pleiss et al., 2017).

2.4 Sum-Product Networks

A sum-product network (SPN) is a graphical representation of a joint probability distribution over a set
of random variables X = {X1, . . . , Xn}. It is a rooted directed acyclic graph where the interior nodes are
sums or products and the leaves are univariate distributions over Xi. Edges emanating from sum nodes are
parameterized with positive weights. Each node in an SPN encodes an unnormalized marginal distribution
over X. An example of SPN is shown in Fig. 2.1. Let x be an instantiation of the random vector X. We
associate an unnormalized probability Vk(x | w) with each node k when the input to the network is x with
network weights set to be w:

Vk(x | w) =


Ixi(xi) k is a leaf indicator variable on Xi = 1
Ix̄i(xi) k is a leaf indicator variable on Xi = 0

∏j∈Ch(k) Vj(x | w) k is a product node

∑j∈Ch(k) wkjVj(x | w) k is a sum node

(2.2)

where Ch(k) is the child list of node k in the graph and wkj is the edge weight associated with sum node k
and its child node j. In the example of Fig. 2.1, the root of the graph computes the following polynomial
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Figure 2.1: An example of a sum-product network over two boolean variables X1 and X2.

function over (Ix1 , Ix̄1 , Ix2 , Ix̄2):

Vroot(x | w) =10(6Ix1 + 4Ix̄1)× (6Ix2 + 14Ix̄2)

+ 6(6Ix1 + 4Ix̄1)× (2Ix2 + 8Ix̄2)

+ 9(9Ix1 + 1Ix̄1)× (2Ix2 + 8Ix̄2)

=594Ix1Ix2 + 1776Ix1Ix̄2 + 306Ix̄1Ix2 + 824Ix̄1Ix̄2 (2.3)

Given an SPN S , we first define the notion of network polynomial, which plays an important role throughout
this thesis:
Definition 2.4.1 (Network Polynomial). Let f (·) ≥ 0 be an unnormalized probability distribution over a
Boolean random vector X[n]. The network polynomial of f (·) is a multilinear function ∑x f (x)∏n

i=1 Ixi of
indicator variables, where the summation is over all possible instantiations of the Boolean random vector
X[n].

Note that the network polynomial as defined above is a function over 2n indicator variables. Intuitively,
the network polynomial is a Boolean expansion (Boole, 1847) of the unnormalized probability distribution
f (·). For example, the network polynomial of a BN X1 → X2 is Pr(x1, x2)Ix1Ix2 + Pr(x1, x̄2)Ix1Ix̄2 +
Pr(x̄1, x2)Ix̄1Ix2 +Pr(x̄1, x̄2)Ix̄1Ix̄2 . Similarly, the network polynomial of an SPN is given by Vroot(x | w).

To simplify the notation, for any partial assignment y of a subset of random variables Y ⊆ X, we
slightly abuse the notation Vroot(y | w) to actually mean the value of the network where we set all the
indicators w.r.t. X ∈ X\Y to be 1 and for X ∈ Y we set the value of indicator variable according to the
assignment y. For instance, in the SPN given in Fig. 2.1, we use Vroot(X2 = 1 | w) to mean the value of
the network with inputs (Ix1 , Ix̄1 , Ix2 , Ix̄2) = (1, 1, 1, 0).

We now proceed to give a formal definition of sum-product network over binary random variables
X[n]. In later we will also extend the following definition over binary random variables to arbitrary discrete
distributions and continuous distributions.
Definition 2.4.2 (Sum-Product Network (Poon and Domingos, 2011)). A Sum-Product Network (SPN)
over Boolean variables X[n] is a rooted DAG whose leaves are the indicators Ix1 , . . . , Ixn and Ix̄1 , . . . , Ix̄n

and whose internal nodes are sums and products. Each edge (vk, vj) emanating from a sum node k has a
positive weight wkj. The value of a product node k is Vk := ∏j∈Ch(k) Vj and the value of a sum node k is
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Vk := ∑vj∈Ch(vk)
wkjVj. The value of an SPN is defined to be the value of its root: Vroot(· | w).

By definition, it is clear that each internal node of SPN also defines a polynomial function over a subset
of X[n]. We use S to denote the set of sum nodes in an SPN and P to denote the set of product nodes in an
SPN. We now introduce a concept, scope, to formally describe the domain of the function computed by an
internal node. The definition is recursive:
Definition 2.4.3 (Scope). For an SPN S over X[n], the scope of a node k is defined as follows:

1. scope(k) = {i} if k is a leaf indicator variable over Xi.
2. scope(k) :=

⋃
j∈Ch(k) scope(j).

Two more structural properties about SPN can be further defined based on the notion of scope:
Definition 2.4.4 (Complete). An SPN is complete iff ∀k ∈ S, ∀j ∈ Ch(k), scope(k) = scope(j).
Definition 2.4.5 (Decomposable). An SPN is decomposable iff ∀k ∈ P, ∀j1, j2 ∈ Ch(k), j1 6= j2,
scope(j1)

⋂
scope(j2) = ∅.

In other words, completeness requires that for each sum node in an SPN, the scope of this sum node
is the same as the scope of any of its child. On the other hand, decomposability ensures that for any
product node, the scopes of any pair of its children are disjoint. It has been shown that every complete
and decomposable SPN defines a proper probability distribution (Poon and Domingos, 2011), and this is a
sufficient but not necessary condition. In this thesis, we focus only on complete and decomposable SPNs
as we are interested in their associated probabilistic semantics. For a complete and decomposable SPN S ,
each node v in S defines a network polynomial fv(·) which corresponds to the sub-SPN rooted at v. The
network polynomial defined by the root of the SPN can then be computed recursively by taking a weighted
sum of the network polynomials defined by the sub-SPNs rooted at the children of each sum node and a
product of the network polynomials defined by the sub-SPNs rooted at the children of each product node.

The joint distribution encoded by an SPN is defined by the graphical structure and the weights. For
example, to make the polynomial in Eq. (2.3) a well-defined probability distribution, it suffices to normalize
it by dividing the sum of all its coefficients. In the example given in Fig. 2.1, the normalization constant
can be computed by 594 + 1776 + 306 + 824 = Vroot(1 | w), where we simply set all the leaf indicator
variables to be 1 and the output of the network gives the desired normalization constant.

Formally, the probability/density of a joint assignment X = x in an SPN S is defined to be proportional
to the value at the root of the SPN with input x divided by a normalization constant Vroot(1 | w):

Pr
S
(x) =

Vroot(x | w)

Vroot(1 | w)
(2.4)

Intuitively, setting all the input leaf indicator variables to be 1 corresponds to integrating/marginalizing out
the random vector X, which will ensure Eq. (2.4) defines a proper probability distribution. Eq. (2.4) can
also be used to compute the marginal probability of a partial assignment Y = y: simply set all the leaf
indicator variables whose corresponding random variable is not in Y to be 1 and other leaf nodes based
on the assignment Y = y. Equivalently, this corresponds to integrating out variables outside of the partial
assignment. We can compute conditional probabilities by evaluating two partial assignments:

Pr
S
(Y = y | Z = z) =

PrS (Y = y, Z = z)
PrS (Z = z)

=
Vroot(y, z | w)

Vroot(z | w)

Since joint, marginal and conditional queries can all be computed by two network passes, exact inference
takes linear time with respect to the network size:
Theorem 2.4.1 (Linear time exact inference (Poon and Domingos, 2011)). Let S be a complete and
decomposable SPN over boolean random vector X[n], then ∀Y, Z ⊆ X[n], Y

⋂
Z = ∅, PrS (Y | Z) can be

computed in O(|S|).
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Thm. 2.4.1 is perhaps the most interesting property about SPN that distinguishes it from classical
probabilistic graphical models, including Bayesian networks, Markov random fields, factor graphs and
junction trees. It is well known that exact inference in those models is computationally hard. More
precisely, for a Bayesian network B, the complexity for exact inference in B is given by O(2tw(B)), but
it is NPC to determine whether a given graph B has tree-width at most a given number t (Arnborg et al.,
1987). Hence practitioners often have to resort to various approximate inference schemes, e.g., loopy belief
propagation (Murphy et al., 1999), Markov chain Monte Carlo (MCMC) sampling (Neal, 1993), variational
relaxation (Sontag et al., 2011), to name a few. On the other hand, despite the fact that marginal inference
is exact and intractable in SPNs, the maximum-a-posteriori (MAP) inference is still NP-hard (Choi and
Darwiche, 2017; Mei et al., 2017; Peharz, 2015).

It has been recently shown that any complete and decomposable SPN S over X[n] is equivalent to a
BN with O(n|S|) size (Zhao et al., 2015b), if we are allowed to use a more compact data structure, e.g.,
the algebraic decision diagram (ADD) (Bahar et al., 1997) instead of the usual conditional probability
table, to represent the conditional probability distribution at each node of the BN. The insight behind the
construction is that each internal sum node in S corresponds to a latent variable in the constructed BN, and
the BN will be a bipartite graph with one layer of local latent variables pointing to one layer of observable
variables X. An observable variable is a child of a local latent variable if and only if the observable variable
appears as a descendant of the latent variable (sum node) in the original SPN. Equivalently, this shows that
the SPN S can be interpreted as a BN where the number of latent variables per instance is O(|S|). This
BN perspective provides an interesting connection between the two models, and later we shall reply on this
equivalence to develop Bayesian variational inference method for learning the parameters of SPNs.

2.5 Geometric and Signomial Programming

Before we introduce signomial programming (SP), we shall first introduce geometric programming
(GP), which is a strict subclass of SP. A monomial is defined as a function h : Rn

++ 7→ R: h(x) =
dxa1

1 xa2
2 · · · xan

n , where the domain is restricted to be the positive orthant (Rn
++), the coefficient d is positive

and the exponents ai ∈ R, ∀i. A posynomial is a sum of monomials: g(x) = ∑K
k=1 dkxa1k

1 xa2k
2 · · · x

ank
n . One

of the key properties of posynomials is positivity, which allows us to transform any posynomial into the log
domain. A GP in standard form is defined to be an optimization problem where both the objective function
and the inequality constraints are posynomials and the equality constraints are monomials. There is also an
implicit constraint that x ∈ Rn

++.

minimize
K0

∑
k=1

d0k

n

∏
t=1

xa0kt
t

subject to
Ki

∑
k=1

dik

n

∏
t=1

xaikt
t ≤ 1, i ∈ [p]

dj

n

∏
t=1

x
ajt
t = 1, j ∈ [q]

(2.5)

In its standard form GP is not a convex program since posynomials are not convex functions in general.
However, we can effectively transform it into a convex problem by using the logarithmic transformation
trick on x, the multiplicative coefficients of each monomial and also each objective/constraint function (Boyd
et al., 2007; Chiang, 2005). We make the following change: let y = log(x), cik = log(dik), ∀i, k and take

17



log(·) of each function in ((2.5)). Then the standard GP form is equivalent to the following formulation:

minimize log

(
K0

∑
k=1

exp(aT
0ky + c0k)

)

subject to log

(
Ki

∑
k=1

exp(aT
iky + cik)

)
≤ 0, i ∈ [p]

aT
j y + cj = 0, j ∈ [q]

(2.6)

which is a convex program since the log-sum-exp function is convex in its argument and aTy + c is affine
in y. Furthermore, in the convex formulation of GP we have y ∈ Rn, i.e., we naturally remove the positive
constraint on x by taking the log transformation.

An SP has the same form as GP except that the multiplicative constant d inside each monomial is not
restricted to be positive, i.e., d can take any real value. Although the difference seems to be small, there is
a huge difference between GP and SP from the computational perspective. The negative multiplicative
constant in monomials invalidates the logarithmic transformation trick frequently used in GP. As a result,
SPs cannot be reduced to convex programs and are believed to be hard to solve in general (Boyd et al.,
2007).

2.6 Some Technical Tools

We first introduce the concept of Rademacher complexity, which will be frequently used in the following
chapters to prove data-dependent generalization bounds.
Definition 2.6.1 (Empirical Rademacher Complexity). LetH be a family of functions mapping from X
to [a, b] and S = {xi}n

i=1 a fixed sample of size n with elements in X . Then, the empirical Rademacher
complexity ofH with respect to the sample X is defined as

RadS(H) := Eσσσ

[
sup
h∈H

1
n

n

∑
i=1

σih(xi)

]
,

where σσσ = {σi}n
i=1 and σi are i.i.d. uniform random variables taking values in {+1,−1}.

Roughly speaking, the Rademacher complexity measures the ability of a hypothesis class to fit uniformly
random noise, hence it could be understood as a measure of the richness of hypothesis classes. The following
lemma is particularly useful to provide data-dependent guarantees in terms of the empirical Rademacher
complexity:
Lemma 2.6.1 (Bartlett and Mendelson (2002)). Let H ⊆ [0, 1]X , then for ∀δ > 0, w.p.b. at least 1− δ,
the following inequality holds for ∀h ∈ H:

E[h(x)] ≤ 1
n

n

∑
i=1

h(xi) + 2RadS(H) + 3

√
log(2/δ)

2n
(2.7)

Ledoux-Talagrand’s contraction lemma is a useful technique in upper bounding the Rademacher
complexity of function compositions:
Lemma 2.6.2 (Ledoux-Talagrand’s contraction lemma). Let φ : R 7→ R be a Lipschitz function with
parameter L, i.e., ∀a, b ∈ R, |φ(a)− φ(b)| ≤ L|a− b|. Then,

RadS(φ ◦ H) = Eσσσ

[
sup
h∈H

1
n

n

∑
i=1

σiφ(h(xi))

]
≤ L Eσσσ

[
sup
h∈H

1
n

n

∑
i=1

σih(xi)

]
= L RadS(H),
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where φ ◦ H := {φ ◦ h | h ∈ H} is the class of composite functions.
Throughout the thesis, we will frequently use information-theoretic concepts and tools to understand

various phenomenons in learning representations. Here we give a brief introduction to the ones that we use
in the rest of the chapters.

For two distributions D and D′, the Jensen-Shannon (JS) divergence DJS(D ‖ D′) is defined as:

DJS(D ‖ D′) :=
1
2

DKL(D ‖ DM) +
1
2

DKL(D′ ‖ DM),

where DKL(· ‖ ·) is the Kullback–Leibler (KL) divergence and DM := (D +D′)/2. The JS divergence
can be viewed as a symmetrized and smoothed version of the KL divergence, and it is closely related to the
L1 distance between two distributions through Lin’s lemma (Lin, 1991).

Unlike the KL divergence, the JS divergence is bounded: 0 ≤ DJS(D ‖ D′) ≤ 1. Additionally, from
the JS divergence, we can define a distance metric between two distributions as well, known as the JS
distance (Endres and Schindelin, 2003):

dJS(D,D′) :=
√

DJS(D ‖ D′).

Lin’s lemma gives an upper bound of the JS divergence between two distributions via the L1 distance (total
variation distance).
Lemma 2.6.3 (Theorem. 3, (Lin, 1991)). Let D and D′ be two distributions, then DJS(D,D′) ≤ 1

2‖D −
D′‖1.

The following inequality is the celebrated data-processing inequality:
Lemma 2.6.4 (Data processing inequality). Let X → Z → Y be a Markov chain, then I(X; Z) ≥ I(X; Y),
where I(·; ·) is the mutual information.

The following inequality is a special case of the Fubini’s theorem:
Theorem 2.6.1 (Fubini’s Theorem). Let X be a nonnegative random variable, then E[X] =

∫ ∞
0 Pr(X ≥

t) dt.
Finally, the following Hoeffding’s bound will be a powerful tool to give concentration arguments:

Theorem 2.6.2 (Hoeffding’s inequality). Let {Xt}n
t=1 be a sequence of independent random variables

such that ∀t ∈ [n], E[Xt] = 0 and Xt ∈ [at, bt] almost surely. Then the following inequality holds:

Pr

(∣∣∣∣∣ 1n n

∑
t=1

Xt

∣∣∣∣∣ ≥ ε

)
≤ 2 exp

(
− 2n2ε2

∑n
t=1(bt − at)2

)
.

Other concentration inequalities will be introduced in the corresponding chapters when necessary.
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Part I

Understanding and Learning Invariant
Representations
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Chapter 3

Domain Adaptation with Multiple Source
Environments

While domain adaptation has been actively researched, most algorithms focus on the single-source-single-
target adaptation setting. In this chapter we propose new generalization bounds and algorithms under both
classification and regression settings for unsupervised multiple source domain adaptation. Our theoretical
analysis naturally leads to an efficient learning strategy using adversarial neural networks: we show how
to interpret it as learning feature representations that are invariant to the multiple domain shifts while
still being discriminative for the learning task. To this end, we propose multisource domain adversarial
networks (MDAN) that approach domain adaptation by optimizing task-adaptive generalization bounds. To
demonstrate the effectiveness of MDAN, we conduct extensive experiments showing superior adaptation
performance on both classification and regression problems: sentiment analysis, digit classification, and
vehicle counting.
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3.1 Introduction

The success of machine learning has been partially attributed to rich datasets with abundant annota-
tions (Russakovsky et al., 2015). Unfortunately, collecting and annotating such large-scale training data is
prohibitively expensive and time-consuming. To solve these limitations, different labeled datasets can be
combined to build a larger one, or synthetic training data can be generated with explicit yet inexpensive
annotations (Shrivastava et al., 2016). However, due to the possible shift between training and test samples,
learning algorithms based on these cheaper datasets still suffer from high generalization error. Domain adap-
tation (DA) focuses on such problems by establishing knowledge transfer from a labeled source domain to
an unlabeled target domain, and by exploring domain-invariant structures and representations to bridge the
gap (Pan and Yang, 2010). Both theoretical results (Ben-David et al., 2010; Gopalan et al., 2014; Mansour
and Schain, 2012; Mansour et al., 2009a; Xu and Mannor, 2012) and algorithms (Adel et al., 2017; Ajakan
et al., 2014; Becker et al., 2013; Ghifary et al., 2015; Glorot et al., 2011; Hoffman et al., 2012, 2017b; Jhuo
et al., 2012; Long et al., 2015; Pei et al., 2018) for DA have been proposed. Most theoretical results and
algorithms with respect to DA focus on the single-source-single-target setting (Ganin et al., 2016; Louizos
et al., 2015; Shu et al., 2018; Tzeng et al., 2015, 2017). However, in many application scenarios, the labeled
data available may come from multiple domains with different distributions. As a result, naive application
of the single-source-single-target DA algorithms may lead to suboptimal solutions. Such problem calls for
an efficient technique for multiple source domain adaptation. Some existing multisource DA methods (Gan
et al., 2016; Hoffman et al., 2012, 2017a; Sun et al., 2011; Zhang et al., 2015a) cannot lead to effective
deep learning based algorithms, leaving much space to be improved for their performance.

In this chapter we analyze the multiple source domain adaptation problem and propose an adversarial
learning strategy based on our theoretical results. Specifically, we give new generalization bounds for both
classification and regression problems under domain adaptation when there are multiple source domains
with labeled instances and one target domain with unlabeled instances. Our theoretical results build on
the seminal theoretical model for domain adaptation introduced by Blitzer et al. (2008) and Ben-David
et al. (2010), where a divergence measure, known as the H-divergence, was proposed to measure the
distance between two distributions based on a given hypothesis space H. Our new result generalizes
the bound (Ben-David et al., 2010, Thm. 2) to the case when there are multiple source domains, and to
regression problems as well. The new bounds achieve a finite sample error rate of Õ(

√
1/km), where k is

the number of source domains and m is the number of labeled training instances from each domain.
Interestingly, our bounds also lead to an efficient algorithm using adversarial neural networks. This

algorithm learns both domain invariant and task discriminative features under multiple domains. Specif-
ically, we propose a novel MDAN model by using neural networks as rich function approximators to
instantiate the generalization bound we derive (Fig. 3.1). MDAN can be viewed as computationally efficient
approximations to optimize the parameters of the networks in order to minimize the bounds. We introduce
two versions of MDAN: The hard version optimizes directly a simple worst-case generalization bound,
while the soft version leads to a more data-efficient model and optimizes an average case and task-adaptive
bound. The optimization of MDAN is a minimax saddle point problem, which can be interpreted as a
zero-sum game with two participants competing against each other to learn invariant features. MDAN
combine feature extraction, domain classification, and task learning in one training process. We propose to
use stochastic optimization with simultaneous updates to optimize the parameters in each iteration.

Contributions Our contributions in this chapter are three-fold:
1. Theoretically, we provide average case generalization bounds for both classification and regression

problems under the multisource domain adaptation setting.
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2. Inspired by our theoretical results, we also propose efficient algorithms that tackle multisource
domain adaptation problems using adversarial learning strategy.

3. Empirically, to demonstrate the effectiveness of MDAN as well as the relevance of our theoretical
results, we conduct extensive experiments on real-world datasets, including both natural language
and vision tasks, classification and regression problems. We achieve consistently superior adaptation
performances on all the tasks, validating the effectiveness of our models.

3.2 Preliminaries

We first introduce the problem setup of domain adaptation and review a theoretical model for domain
adaptation when there is one source and one target (Ben-David et al., 2007, 2010; Blitzer et al., 2008; Kifer
et al., 2004). The key idea is theH-divergence to measure the discrepancy between two distributions. Other
theoretical models for DA exist (Cortes and Mohri, 2014; Cortes et al., 2008; Mansour et al., 2009a,c); we
choose to work with the above model because this distance measure has a particularly natural interpretation
and can be well approximated using samples from both domains.

Problem Setup We use domain to represent a distribution D on input space X and a labeling function
f : X → [0, 1]. In the setting of one source one target domain adaptation, we use 〈DS, fS〉 and 〈DT, fT〉
to denote the source and target, respectively. A hypothesis is a function h : X → [0, 1]. The error of a
hypothesis h w.r.t. a labeling function f under distribution DS is defined as: εS(h, f ) := Ex∼DS [|h(x)−
f (x)|]. When f and h are binary classification functions, this definition reduces to the probability that h
disagrees with f under DS: Ex∼DS [|h(x)− f (x)|] = Ex∼DS [I( f (x) 6= h(x))] = Prx∼DS( f (x) 6= h(x)).

We define the risk of hypothesis h as the error of h w.r.t. a true labeling function under domain DS, i.e.,
εS(h) := εS(h, fS). As common notation in computational learning theory, we use ε̂S(h) to denote the
empirical risk of h on the source domain. Similarly, we use εT(h) and ε̂T(h) to mean the true risk and the
empirical risk on the target domain. H-divergence is defined as follows:
Definition 3.2.1. LetH be a hypothesis class for instance space X , and AH be the collection of subsets of
X that are the support of some hypothesis inH, i.e., AH := {h−1({1}) | h ∈ H}. The distance between
two distributions D and D′ based onH is: dH(D,D′) := 2 supA∈AH |PrD(A)− PrD′(A)|.

When the hypothesis class H contains all the possible measurable functions over X , dH(D,D′)
reduces to the familiar total variation. Given a hypothesis class H, we define its symmetric difference
w.r.t. itself as: H∆H = {h(x) ⊕ h′(x) | h, h′ ∈ H}, where ⊕ is the XOR operation. Let h∗ be the
optimal hypothesis that achieves the minimum combined risk on both the source and the target domains:
h∗ := arg minh∈H εS(h) + εT(h), and use λ to denote the combined risk of the optimal hypothesis h∗:
λ := εS(h∗)+ εT(h∗). Ben-David et al. (2007) and Blitzer et al. (2008) proved the following generalization
bound on the target risk in terms of the source risk and the discrepancy between the single source domain
and the target domain:
Theorem 3.2.1 (Blitzer et al. (2008)). LetH be a hypothesis space of VC-dimension d and D̂S (D̂T) be
the empirical distribution induced by sample of size m drawn from DS (DT). Then w.p.b. at least 1− δ,
∀h ∈ H,

εT(h) ≤ ε̂S(h) +
1
2

dH∆H(D̂S, D̂T) + λ + O

(√
d log(m/d) + log(1/δ)

m

)
. (3.1)

The bound depends on λ, the optimal combined risk that can be achieved by hypothesis in H. The
intuition is if λ is large, we cannot hope for a successful domain adaptation. One notable feature is that the
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empirical discrepancy distance between two samples can be approximated by a discriminator to distinguish
instances from two domains.

3.3 Generalization Bound for Multiple Source Domain Adaptation

In this section we discuss two approaches to obtain generalization guarantees for multiple source domain
adaptation in both classification and regression settings, one by a union bound argument and one using
reduction from multiple source domains to single source domain. We conclude this section with a discussion
and comparison of our bounds with existing generalization bounds for multisource domain adaptation (Ben-
David et al., 2010; Mansour et al., 2009c). We defer the detailed proof in Sec. 3.7 and we mainly focus on
discussing the interpretations and implications of the theorems.

Let {DSi}k
i=1 and DT be k source domains and the target domain, respectively. One idea to obtain a

generalization bound for multiple source domains is to apply Thm. 3.2.1 repeatedly k times, followed by a
union bound to combine them. Following this idea, we first obtain the following bound as a corollary of
Thm. 3.2.1 in the setting of multiple source domains, serving as a baseline model:
Corollary 3.3.1 (Worst case classification bound). LetH be a hypothesis class with VCdim(H) = d. If
D̂T and {D̂Si}k

i=1 are the empirical distributions generated with m i.i.d. samples from each domain, then,
for 0 < δ < 1, with probability at least 1− δ, for all h ∈ H, we have:

εT(h) ≤ max
i∈[k]

{
ε̂Si(h) +

1
2

dH∆H(D̂T; D̂Si) + λi

}
+ O

(√
1
m

(
log

k
δ
+ d log

m
d

))
, (3.2)

where λi is the combined risk of the optimal hypothesis on domains Si and T.

Remark This bound is quite pessimistic, as it essentially is a worst case bound, where the generalization
on the target only depends on the worst source domain. However, in many real-world scenarios, when the
number of related source domains is large, a single irrelevant source domain may not hurt the generalization
too much. Furthermore, in the case of multiple source domains, despite the possible discrepancy between
the source domains and the target domain, effectively we have a labeled sample of size km, while the
asymptotic convergence rate in Corollary. 3.3.1 is of Õ(

√
1/m). Hence naturally one interesting question

to ask is: is it possible to have a generalization bound of finite sample rate Õ(
√

1/km)? In what follows
we present a strategy to achieve a generalization bound of rate Õ(

√
1/km). The idea of this strategy is a

reduction using convex combination from multiple domains to single domain by combining all the labeled
instances from k domains to one.
Theorem 3.3.1 (Average case classification bound). Let H be a hypothesis class with VCdim(H) = d.
If {D̂Si}k

i=1 are the empirical distributions generated with m i.i.d. samples from each domain, and D̂T
is the empirical distribution on the target domain generated from mk samples without labels, then, ∀α ∈
Rk

+, ∑i∈[k] αi = 1, and for 0 < δ < 1, w.p.b. at least 1− δ, for all h ∈ H, we have:

εT(h) ≤ ∑
i∈[k]

αi

(
ε̂Si(h) +

1
2

dH∆H(D̂T; D̂Si)

)
+ λα + O

(√
1

km

(
log

1
δ
+ d log

km
d

))
, (3.3)

where λα is the risk of the optimal hypothesis on the mixture source domain ∑i∈[k] αiSi and T.
Different from Corollary 3.3.1, Thm. 3.3.1 requires mk unlabeled instances from the target domain.

This is a mild requirement since unlabeled data is cheap to collect. Roughly, the bound in Thm. 3.3.1
can be understood as an average case bound if we choose αi = 1/k, ∀i ∈ [k]. Note that a simple convex
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combination by applying Thm. 3.2.1 k times can only achieve finite sample rate of Õ(
√

1/m), while
the one in (3.3) achieves Õ(

√
1/km). On the other hand, the constants maxi∈[k] λi (in Corollary 3.3.1)

and λα (in Thm. 3.3.1) are generally not comparable. As a final note, although the proof works for any
convex combination αi, in the next section we will describe a practical method so that we do not need to
explicitly choose it. Thm. 3.3.1 upper bounds the generalization error for classification problems. Next
we also provide generalization guarantee for regression problem, where instead of VC dimension, we use
pseudo-dimension to characterize the structural complexity of the hypothesis class.
Theorem 3.3.2 (Average case regression bound). LetH be a set of real-valued functions from X to [0, 1]1

with Pdim(H) = d. If {D̂Si}k
i=1 are the empirical distributions generated with m i.i.d. samples from each

domain, and D̂T is the empirical distribution on the target domain generated from mk samples without
labels, then, ∀α ∈ Rk

+, ∑i∈[k] αi = 1, and for 0 < δ < 1, with probability at least 1− δ, for all h ∈ H, we
have:

εT(h) ≤ ∑
i∈[k]

αi

(
ε̂Si(h) +

1
2

dH̄(D̂T; D̂Si)

)
+ λα + O

(√
1

km

(
log

1
δ
+ d log

km
d

))
, (3.4)

where λα is the risk of the optimal hypothesis on the mixture source domain ∑i∈[k] αiSi and T, and
H̄ := {I|h(x)−h′(x)|>t : h, h′ ∈ H, 0 ≤ t ≤ 1} is the set of threshold functions induced fromH.

Comparison with Existing Bounds First, it is easy to see that, the bounds in both (3.2) and (3.3) reduce
to the one in Thm. 3.2.1 when there is only one source domain (k = 1). Blitzer et al. (2008) give a
generalization bound for semi-supervised classification with multiple sources where, besides labeled
instances from multiple source domains, the algorithm also has access to a fraction of labeled instances
from the target domain. Although in general our bound and the one in (Blitzer et al., 2008, Thm. 3) are
incomparable, it is instructive to see the connections and differences between them: our bound works
in the unsupervised domain adaptation setting where we do not have any labeled data from the target.
As a comparison, their bound in (Blitzer et al., 2008, Thm. 3) is a bound for semi-supervised domain
adaptation. As a result, because of the access to labeled instances from the target domain, their bound is
expressed relative to the optimal error on the target, while ours is in terms of the empirical error on the
source domains, hence theirs is more informative. To the best of our knowledge, our bound in Thm. 3.3.2
is the first one using the idea ofH-divergence for regression problems. The proof of this theorem relies
on a reduction from regression to classification. Mansour et al. (2009b) give a generalization bound for
multisource domain adaptation under the assumption that the target distribution is a mixture of the k sources
and the target hypothesis can be represented as a convex combination of the source hypotheses. Also, their
generalized discrepancy measure can be applied for other loss functions.

3.4 Multisource Domain Adaptation with Adversarial Neural Networks

Motivated by the bounds given in the last section, in this section we propose our model, multisource domain
adversarial networks (MDAN), with two versions: Hard version (as a baseline) and Soft version. Suppose
we are given samples drawn from k source domains {DSi}, each of which contains m instance-label pairs.
Additionally, we also have access to unlabeled instances sampled from the target domain DT. Once we fix
our hypothesis classH, the last two terms in the generalization bounds (3.2) and (3.3) will be fixed; hence
we can only hope to minimize the bound by minimizing the first two terms, i.e., the source training error

1This is just for the simplicity of presentation, the range can easily be generalized to any bounded set.
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Figure 3.1: MDAN Network architecture. Feature extractor, domain classifier, and task learning are
combined in one training process. Hard version: the source that achieves the minimum domain classification
error is backpropagated with gradient reversal; Smooth version: all the domain classification risks over k
source domains are combined and backpropagated adaptively with gradient reversal.

and the discrepancy between source domains and target domain. The idea is to train a neural network to
learn a representation with the following two properties:

1. Indistinguishable between the k source domains and the target domain;

2. Informative enough for our desired task to succeed.
Note that both requirements are necessary: without the second property, a neural network can learn trivial
random noise representations for all the domains, and such representations cannot be distinguished by any
discriminator; without the first property, the learned representation does not necessarily generalize to the
unseen target domain.

One key observation that leads to a practical approximation of dH∆H(D̂T; D̂Si) from Ben-David et al.
(2007) is that computing the discrepancy measure is closely related to learning a classifier that is able to
distinguish samples from different domains. Let ε̂T,Si(h) be the empirical risk of hypothesis h in the domain
discriminating task. Ignoring the constant terms that do not affect the upper bound, we can minimize the
worst case upper bound in (3.2) by solving the following optimization problem:

Hard version: minimize max
i∈[k]

(
ε̂Si(h)− min

h′∈H∆H
ε̂T,Si(h

′)
)

(3.5)

The two terms in (3.5) exactly correspond to the two criteria we just proposed: the first term asks for an
informative feature representation for our desired task to succeed, while the second term captures the notion
of invariant feature representations between different domains. Inspired by Ganin et al. (2016), we use
the gradient reversal layer to effectively implement (3.5) by backpropagation. The network architecture
is shown in Fig. 3.1. As discussed in the last section, one notable drawback of the hard version is
that the algorithm may spend too much computational resources in optimizing the worst source domain.
Furthermore, in each iteration the algorithm only updates its parameter based on the gradient from one of
the k domains. This is data inefficient and can waste our computational resources in the forward process.

To avoid both of the problems, we propose the MDAN Soft version that optimizes an upper bound of
the convex combination bound given in (3.3). To this end, define ε̂ i(h) := ε̂Si(h)−minh′∈H∆H ε̂T,Si(h

′)
and let γ > 0 be a constant. We formulate the following optimization problem:

Soft version: minimize
1
γ

log ∑
i∈[k]

exp
(

γ(ε̂Si(h)− min
h′∈H∆H

ε̂T,Si(h
′))
)

(3.6)

At the first glance, it may not be clear what the above objective function corresponds to. To understand this,
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Algorithm 1 Multiple Source Domain Adaptation

1: for t = 1 to ∞ do
2: Sample {S(t)

i }k
i=1 and T(t) from {D̂Si}k

i=1 and D̂T, each of size m
3: for i = 1 to k do
4: ε̂

(t)
i ← ε̂

S(t)
i
(h)−minh′∈H∆H ε̂

T(t),S(t)
i
(h′)

5: Compute w(t)
i := exp(ε̂(t)i )

6: end for
7: Select i(t) := arg maxi∈[k] ε̂

(t)
i // Hard version

8: Backpropagate gradient of ε̂
(t)
i(t)

9: for i = 1 to k do
10: Normalize w(t)

i ← w(t)
i / ∑i′∈[k] w(t)

i′ // Soft version
11: end for
12: Backpropagate gradient of ∑i∈[k] w(t)

i ε̂
(t)
i

13: end for

if we define αi = exp(ε̂ i(h))/ ∑j∈[k] exp(ε̂ j(h)), then the following inequality holds:

∑
i∈[k]

αi ε̂ i(h) ≤ log
(
Eα[exp(ε̂ i(h))]

)
= log

(
∑i∈[k] exp2(ε̂ i(h))

∑i∈[k] exp(ε̂ i(h))

)
≤ log ∑

i∈[k]
exp(ε̂ i(h)).

In other words, the objective function in (3.6) is in fact an upper bound of the convex combination bound
given in (3.3), with the combination weight α defined above. Compared with the one in (3.3), one advantage
of the objective function in (3.6) is that we do not need to explicitly choose the value of α. Instead, it
adaptively corresponds to the loss ε̂ i(h), and the larger the loss, the heavier the weight.

Alternatively, from the algorithmic perspective, during the optimization (3.6) naturally provides an
adaptive weighting scheme for the k source domains depending on their relative error. Use θ to denote all
the model parameters:

∂

∂θ

1
γ

log ∑
i∈[k]

exp
(

γ(ε̂Si(h)− min
h′∈H∆H

ε̂T,Si(h
′))
)
= ∑

i∈[k]

exp γε̂ i(h)
∑i′∈[k] exp γε̂ i′(h)

∂ε̂ i(h)
∂θ

. (3.7)

Compared with (3.5), the log-sum-exp trick not only smooths the objective, but also provides a principled
and adaptive way to combine all the gradients from the k source domains. In words, (3.7) says that the
gradient of MDAN is a convex combination of the gradients from all the domains. The larger the error
from one domain, the larger the combination weight in the ensemble. As we will see in Sec. 3.5, the
optimization problem (3.6) often leads to better generalizations in practice, which may partly be explained
by the ensemble effect of multiple sources implied by the upper bound. Pseudocode of both algorithms is
listed in Alg. 1.

3.5 Experiments

We evaluate both hard and soft MDAN and compare them with state-of-the-art methods on three real-world
datasets: the Amazon benchmark dataset (Chen et al., 2012) for sentiment analysis, a digit classification
task that includes 4 datasets: MNIST (LeCun et al., 1998b), MNIST-M (Ganin et al., 2016), SVHN (Netzer
et al., 2011), and SynthDigits (Ganin et al., 2016), and a public, large-scale image dataset on vehicle
counting from multiple city cameras (Zhang et al., 2017a).
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3.5.1 Amazon Reviews

Domains within the dataset consist of reviews on a specific kind of product (Books, DVDs, Electronics, and
Kitchen appliances). Reviews are encoded as 5000 dimensional feature vectors of unigrams and bigrams,
with binary labels indicating sentiment. We conduct 4 experiments: for each of them, we pick one product
as target domain and the rest as source domains. Each source domain has 2000 labeled examples, and
the target test set has 3000 to 6000 examples. During training, we randomly sample the same number of
unlabeled target examples as the source examples in each mini-batch. We implement both the Hard-Max
and Soft-Max methods, and compare them with three baselines: MLPNet, marginalized stacked denoising
autoencoders (mSDA) (Chen et al., 2012), and DANN (Ganin et al., 2016). DANN cannot be directly
applied in multiple source domains setting. In order to make a comparison, we use two protocols. The first
one is to combine all the source domains into a single one and train it using DANN, which we denote as
C-DANN. The second protocol is to train multiple DANNs separately, where each one corresponds to a
source-target pair. Among all the DANNs, we report the one achieving the best performance on the target
domain. We denote this experiment as B-DANN. For fair comparison, all these models are built on the
same basic network structure with one input layer (5000 units) and three hidden layers (1000, 500, 100
units).

Table 3.1: Sentiment classification accuracy.

Train/Test MLPNet mSDA B-DANN C-DANN MDAN
Hard-Max Soft-Max

D+E+K/B 0.7655 0.7698 0.7650 0.7789 0.7845 0.7863
B+E+K/D 0.7588 0.7861 0.7732 0.7886 0.7797 0.8065
B+D+K/E 0.8460 0.8198 0.8381 0.8491 0.8483 0.8534
B+D+E/K 0.8545 0.8426 0.8433 0.8639 0.8580 0.8626

Results and Analysis We show the accuracy of different methods in Table 3.1. Clearly, Soft-Max
significantly outperforms all other methods in most settings. When Kitchen is the target domain, C-DANN
performs slightly better than Soft-Max, and all the methods perform close to each other. Hard-Max is
typically slightly worse than Soft-Max. This is mainly due to the low data-efficiency of the Hard-Max
model (Section 3.4, Eq. 3.5, Eq. 3.6). We observe that with more training iterations, the performance
of Hard-Max can be further improved. These results verify the effectiveness of MDAN for multisource
domain adaptation. To validate the statistical significance of the results, we also run a non-parametric
Wilcoxon signed-ranked test for each task to compare Soft-Max with the other competitors (see more details
in appendix). From the statistical test, we see that Soft-Max is convincingly better than other methods.

3.5.2 Digits Datasets

Following the setting in (Ganin et al., 2016), we combine four digits datasets (MNIST, MNIST-M, SVHN,
SynthDigits) to build the multisource domain dataset. We take each of MNIST-M, SVHN, and MNIST
as target domain in turn, and the rest as sources. Each source domain has 20, 000 labeled images and the
target test set has 9, 000 examples.

Baselines We compare Hard-Max and Soft-Max of MDAN with 10 baselines: i). B-Source. A basic
network trained on each source domain (20, 000 images) without domain adaptation and tested on the
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Table 3.2: Accuracy on digit classification. T: MNIST; M: MNIST-M, S: SVHN, D: SynthDigits.

Method S+M+D/T T+S+D/M M+T+D/S Method S+M+D/T T+S+D/M M+T+D/S

B-Source 0.964 0.519 0.814 C-Source 0.938 0.561 0.771
B-DANN 0.967 0.591 0.818 C-DANN 0.925 0.651 0.776
B-ADDA 0.968 0.657 0.800 C-ADDA 0.927 0.682 0.804
B-MTAE 0.862 0.534 0.703 C-MTAE 0.821 0.596 0.701

Hard-Max 0.976 0.663 0.802 Soft-Max 0.979 0.687 0.816

MDAC 0.755 0.563 0.604 Target 0.987 0.901 0.898

target domain. Among the three models, we report the one achieves the best performance on the test set. ii).
C-Source. A basic network trained on a combination of three source domains (20, 000 images for each)
without domain adaptation and tested on the target domain. iii). B-DANN. We train DANNs (Ganin et al.,
2016) on each source-target domain pair (20, 000 images for each source) and test it on target. Again, we
report the best score among the three. iv). C-DANN. We train a single DANN on a combination of three
source domains (20, 000 images for each). v). B-ADDA. We train ADDA (Tzeng et al., 2017) on each
source-target domain pair (20, 000 images for each source) and test it on the target domain. We report the
best accuracy among the three. vi).C-ADDA. We train ADDA on a combination of three source domains
(20, 000 images for each). vii). B-MTAE. We train MTAE (Ghifary et al., 2015) on each source-target
domain pair (20, 000 images for each source) and test it on the target domain. We report the best accuracy
among the three. viii). C-MTAE. We train MTAE on a combination of three source domains (20, 000 images
for each). ix). MDAC. MDAC (Zhang et al., 2015a) is a multiple source domain adaptation algorithm
that explores causal models to represent the relationship between the features X and class label Y. We
directly train MDAC on a combination of three source domains. x). Target. It is the basic network trained
and tested on the target data. It serves as an upper bound of DA algorithms. All the MDAN and baseline
methods are built on the same basic network structure to put them on a equal footing.

Results and Analysis The classification accuracy is shown in Table 3.2. The results show that MDAN
outperforms all the baselines in the first two experiments and is comparable with Best-Single-DANN in the
third experiment. For the combined sources, MDAN always perform better than the source-only baseline
(MDAN vs. Combine-Source). However, a naive combination of different training datasets can sometimes
even decrease the performance of the baseline methods. This conclusion comes from three observations:
First, directly training DANN on a combination of multiple sources leads to worse results than the source-
only baseline (Combine-DANN vs. Combine-Source); Second, The performance of Combine-DANN
can be even worse than the Best-Single-DANN (the first and third experiments); Third, directly training
DANN on a combination of multiple sources always has lower accuracy compared with our approach
(Combine-DANN vs. MDAN). We have similar observations for ADDA and MTAE. Such observations
verify that the domain adaptation methods designed for single source lead to suboptimal solutions when
applied to multiple sources. It also verifies the necessity and superiority of MDAN for multiple source
adaptation. Furthermore, we observe that adaptation to the SVHN dataset (the third experiment) is hard. In
this case, increasing the number of source domains does not help. We conjecture this is due to the large
dissimilarity between the SVHN data to the others. Surprisingly, using a single domain (best-Single DANN)
in this case achieves the best result. This indicates that in domain adaptation the quality of data (how close
to the target data) is much more important than the quantity (how many source domains). As a conclusion,
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Table 3.3: Counting error statistics. S is the number of source cameras; T is the target camera id.

S T
MDAN

DANN FCN T
MDAN

DANN FCN
Hard-Max Soft-Max Hard-Max Soft-Max

2 A 1.8101 1.7140 1.9490 1.9094 B 2.5059 2.3438 2.5218 2.6528
3 A 1.3276 1.2363 1.3683 1.5545 B 1.9092 1.8680 2.0122 2.4319
4 A 1.3868 1.1965 1.5520 1.5499 B 1.7375 1.8487 2.1856 2.2351
5 A 1.4021 1.1942 1.4156 1.7925 B 1.7758 1.6016 1.7228 2.0504
6 A 1.4359 1.2877 2.0298 1.7505 B 1.5912 1.4644 1.5484 2.2832
7 A 1.4381 1.2984 1.5426 1.7646 B 1.5989 1.5126 1.5397 1.7324

this experiment further demonstrates the effectiveness of MDAN when there are multiple source domains
available, where a naive combination of multiple sources using DANN may hurt generalization.

3.5.3 WebCamT Vehicle Counting Dataset

WebCamT is a public dataset for vehicle counting from large-scale city camera videos, which has low
resolution (352 × 240), low frame rate (1 frame/second), and high occlusion. It has 60, 000 frames
annotated with vehicle bounding box and count, divided into training and testing sets, with 42, 200 and
17, 800 frames, respectively. Here we demonstrate the effectiveness of MDAN to count vehicles from an
unlabeled target camera by adapting from multiple labeled source cameras: we select 8 cameras located
in different intersections of the city with different scenes, and each has more than 2, 000 labeled images
for our evaluations. Among these 8 cameras, we randomly pick two cameras and take each camera as the
target camera, with the other 7 cameras as sources. We compute the proxy A-distance (PAD) (Ben-David
et al., 2007) between each source camera and the target camera to approximate the divergence between
them. We then rank the source cameras by the PAD from low to high and choose the first k cameras to form
the k source domains. Thus the proposed methods and baselines can be evaluated on different numbers
of sources (from 2 to 7). We implement the Hard-Max and Soft-Max MDAN, based on the basic vehicle
counting network FCN (Zhang et al., 2017a). We compare our method with two baselines: FCN (Zhang
et al., 2017a), a basic network without domain adaptation, and DANN (Ganin et al., 2016), implemented
on top of the same basic network. We record mean absolute error (MAE) between true count and estimated
count.

Results and Analysis The counting error of different methods is compared in Table 3.3. The Hard-Max
version achieves lower error than DANN and FCN in most settings for both target cameras. The Soft-
Max approximation outperforms all the baselines and the Hard-Max in most settings, demonstrating the
effectiveness of the smooth and adaptative approximation. The lowest MAE achieved by Soft-Max is
1.1942. Such MAE means that there is only around one vehicle miscount for each frame (the average
number of vehicles in one frame is around 20). Fig. 3.2 shows the counting results of Soft-Max for the two
target cameras under the 5 source cameras setting. We can see that the proposed method accurately counts
the vehicles of each target camera for long time sequences. Does adding more source cameras always
help improve the performance on the target camera? To answer this question, we analyze the counting
error when we vary the number of source cameras as shown in Fig. 3.3a, where the x-axis refers to number
of source cameras and the y-axis includes both the MAE curve on the target camera as well as the PAD
distance (bar chart) between the pair of source and target cameras. From the curves, we see the counting
error goes down with more source cameras at the beginning, while it goes up when more sources are added
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Figure 3.2: Counting results for target camera A (first row) and B (second row). X-frames; Y-Counts.

at the end. This phenomenon shows that the performance on the target domain also depends on the its
distance to the added source domain, i.e., it is not always beneficial to naively incorporate more source
domains into training. To illustrate this better, we also show the PAD of the newly added camera in the
bar chart of Fig. 3.3a. By observing the PAD and the counting error, we see the performance on the target
can degrade when the newly added source camera has large divergence from the target camera. To show
that MDAN can indeed decrease the divergences between target domain and multiple source domains, in
Fig. 3.3b we plot the PAD distances between the target domains and the corresponding source domains.
We can see that MDAN consistently decrease the PAD distances between all pairs of target and source
domains, for both camera A and camera B. From this experiment we conclude that our proposed MDAN
models are effective in multiple source domain adaptation.

3.6 Related Work

A number of adaptation approaches have been studied in recent years. From the theoretical aspect, several
theoretical results have been derived in the form of upper bounds on the generalization target error by
learning from the source data. A keypoint of the theoretical frameworks is estimating the distribution
shift between source and target. Kifer et al. (2004) proposed theH-divergence to measure the similarity
between two domains and derived a generalization bound on the target domain using empirical error on the
source domain and theH-divergence between the source and the target. This idea has later been extended
to multisource domain adaptation (Blitzer et al., 2008) and the corresponding generalization bound has
been developed as well. Ben-David et al. (2010) provide a generalization bound for domain adaptation on
the target risk which generalizes the standard bound on the source risk. This work formalizes a natural
intuition of DA: reducing the two distributions while ensuring a low error on the source domain and justifies
many DA algorithms. Based on this work, Mansour et al. (2009a) introduce a new divergence measure:
discrepancy distance, whose empirical estimate is based on the Rademacher complexity (Koltchinskii,
2001) (rather than the VC-dim). Other theoretical works have also been studied such as (Mansour and
Schain, 2012) that derives the generalization bounds on the target error by taking use of the robustness
properties introduced in (Xu and Mannor, 2012). See (Cortes et al., 2008; Mansour et al., 2009c) for more
details.

Following the theoretical developments, many DA algorithms have been proposed, such as instance-
based methods (Tsuboi et al., 2009); feature-based methods (Becker et al., 2013); and parameter-based
methods (Evgeniou and Pontil, 2004). The general approach for domain adaptation starts from algorithms
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(a) Counting error and PAD over different source numbers.

(b) PAD distance before and after training MDAN.

Figure 3.3: PAD distance over different source domains along with their changes before and after training
MDAN.

that focus on linear hypothesis class (Cortes and Mohri, 2014; Germain et al., 2013). The linear assumption
can be relaxed and extended to the non-linear setting using the kernel trick, leading to a reweighting
scheme that can be efficiently solved via quadratic programming (Gong et al., 2013). Recently, due to the
availability of rich data and powerful computational resources, non-linear representations and hypothesis
classes have been increasingly explored (Ajakan et al., 2014; Baktashmotlagh et al., 2013; Chen et al.,
2012; Ganin et al., 2016; Glorot et al., 2011). This line of work focuses on building common and robust
feature representations among multiple domains using either supervised neural networks (Glorot et al.,
2011), or unsupervised pretraining using denoising auto-encoders (Vincent et al., 2008, 2010).

Recent studies have shown that deep neural networks can learn more transferable features for DA (Don-
ahue et al., 2014; Glorot et al., 2011; Yosinski et al., 2014). Bousmalis et al. (2016) develop domain
separation networks to extract image representations that are partitioned into two subspaces: domain private
component and cross-domain shared component. The partitioned representation is utilized to reconstruct
the images from both domains, improving the DA performance. Reference (Long et al., 2015) enables
classifier adaptation by learning the residual function with reference to the target classifier. The main-task
of this work is limited to the classification problem. Ganin et al. (2016) propose a domain-adversarial neural
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network to learn the domain indiscriminate but main-task discriminative features. Although these works
generally outperform non-deep learning based methods, they only focus on the single-source-single-target
DA problem, and much work is rather empirical design without statistical guarantees. Hoffman et al. (2012)
present a domain transform mixture model for multisource DA, which is based on non-deep architectures
and is difficult to scale up.

Adversarial training techniques that aim to build feature representations that are indistinguishable
between source and target domains have been proposed in the last few years (Ajakan et al., 2014; Ganin
et al., 2016). Specifically, one of the central ideas is to use neural networks, which are powerful function
approximators, to approximate a distance measure known as theH-divergence between two domains (Ben-
David et al., 2007, 2010; Kifer et al., 2004). The overall algorithm can be viewed as a zero-sum two-player
game: one network tries to learn feature representations that can fool the other network, whose goal is
to distinguish representations generated from the source domain between those generated from the target
domain. The goal of the algorithm is to find a Nash-equilibrium of the game, or the stationary point of
the min-max saddle point problem. Ideally, at such equilibrium state, feature representations from the
source domain will share the same distributions as those from the target domain, and, as a result, better
generalization on the target domain can be expected by training models using only labeled instances from
the source domain.

3.7 Proofs

In this section we provide all the missing proofs in Sec. 3.3. To make it easier to follow, in each part we
shall first restate the corresponding theorems in Sec. 3.3 and then provide the proofs.

3.7.1 Proof of Corollary 3.3.1

Corollary 3.3.1 (Worst case classification bound). LetH be a hypothesis class with VCdim(H) = d. If
D̂T and {D̂Si}k

i=1 are the empirical distributions generated with m i.i.d. samples from each domain, then,
for 0 < δ < 1, with probability at least 1− δ, for all h ∈ H, we have:

εT(h) ≤ max
i∈[k]

{
ε̂Si(h) +

1
2

dH∆H(D̂T; D̂Si) + λi

}
+ O

(√
1
m

(
log

k
δ
+ d log

m
d

))
, (3.2)

where λi is the combined risk of the optimal hypothesis on domains Si and T.

Proof. For each one of the k source domain, from Thm. 4.2.1, for ∀δ > 0, w.p.b ≥ 1− δ/k, we have the
following inequality hold:

εT(h) ≤ ε̂Si(h) +
1
2

dH∆H(D̂Si , D̂T) + λi + O

(√
d log(m/d) + log(k/δ)

m

)
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Using a union bound argument, we have:

Pr

(
εT(h) > max

i∈[k]

{
ε̂Si(h) +

1
2

dH∆H(D̂T; D̂Si) + λi

}
+ O

(√
1
m

(
log

k
δ
+ d log

m
d

)))

≤Pr

∨
i∈[k]

εT(h) > ε̂Si(h) +
1
2

dH∆H(D̂T; D̂Si) + λi + O

(√
1
m

(
log

k
δ
+ d log

m
d

))
≤ ∑

i∈[k]
Pr

(
εT(h) > ε̂Si(h) +

1
2

dH∆H(D̂T; D̂Si) + λi + O

(√
1
m

(
log

k
δ
+ d log

m
d

)))
≤ ∑

i∈[k]
δ/k = δ

which completes the proof. �

3.7.2 Proof of Theorem 3.3.1

Theorem 3.3.1 (Average case classification bound). Let H be a hypothesis class with VCdim(H) = d.
If {D̂Si}k

i=1 are the empirical distributions generated with m i.i.d. samples from each domain, and D̂T
is the empirical distribution on the target domain generated from mk samples without labels, then, ∀α ∈
Rk

+, ∑i∈[k] αi = 1, and for 0 < δ < 1, w.p.b. at least 1− δ, for all h ∈ H, we have:

εT(h) ≤ ∑
i∈[k]

αi

(
ε̂Si(h) +

1
2

dH∆H(D̂T; D̂Si)

)
+ λα + O

(√
1

km

(
log

1
δ
+ d log

km
d

))
, (3.3)

where λα is the risk of the optimal hypothesis on the mixture source domain ∑i∈[k] αiSi and T.

Proof. Consider a mixture distribution of the k source domains where the mixture weight is given by α.
Denote it as DS̃ := ∑i∈[k] αiDSi . Let S̃ be the combined samples from k domains, then equivalently S̃ can
be seen as a sample of size km sampled i.i.d. from DS̃. Apply Thm. 3.2.1 using DT as the target domain
and DS̃ as the source domain, we know that for 0 < δ < 1, w.p.b. at least 1− δ,

εT(h) ≤ ε̂ S̃(h) +
1
2

dH∆H(D̂S̃, D̂T) + λα + O

(√
d log(km/d) + log(1/δ)

km

)
. (3.8)

On the other hand, for ∀h ∈ H, we have:

ε̂ S̃(h) = ∑
i∈[k]

αi ε̂Si(h),
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and we can upper bound dH∆H(D̂S̃, D̂T) as follows:

dH∆H(D̂S̃, D̂T) = 2 sup
A∈AH∆H

|Pr
D̂S̃

(A)− Pr
D̂T

(A)|

= 2 sup
A∈AH∆H

| ∑
i∈[k]

αi(Pr
D̂Si

(A)− Pr
D̂T

(A))|

≤ 2 sup
A∈AH∆H

∑
i∈[k]

αi| Pr
D̂Si

(A)− Pr
D̂T

(A)|

≤ 2 ∑
i∈[k]

αi sup
A∈AH∆H

| Pr
D̂Si

(A)− Pr
D̂T

(A)|

= ∑
i∈[k]

αidH∆H(D̂Si , D̂T),

where the first inequality is due to the triangle inequality and the second inequality is by the sub-
additivity of the sup function. Replace ε̂ S̃(h) with ∑i∈[k] αi ε̂Si(h) and upper bound dH∆H(D̂S̃, D̂T)

by ∑i∈[k] αidH∆H(D̂Si , D̂T) in (3.8) completes the proof. �

3.7.3 Proof of Theorem 3.3.2

Before we give a full proof, we first describe the proof strategy at a high level. Roughly, the proof
contains three parts. The first part contains a reduction from regression to classification by relating the
pseudo-dimension of the hypothesis classH and its corresponding threshold binary classifiers. The second
part usesH-divergence to relate the source and target domains when they differ. The last part uses standard
generalization analysis with pseudo-dimension for regression, when the source and target domains coincide.

First Part of the Proof

To begin with, letH = {h : X → [0, 1]} be a set of bounded real-valued functions from the input space X
to [0, 1]. We use Pdim(H) to denote the pseudo-dimension ofH, and let Pdim(H) = d. We first prove
the following lemma that will be used in proving the main theorem:
Lemma 3.7.1. For h, h′ ∈ H := {h : X → [0, 1]}, where Pdim(H) = d, and for any distribution DS,
DT over X ,

|εS(h, h′)− εT(h, h′)| ≤ 1
2

dH̄(DS,DT)

where H̄ := {I|h(x)−h′(x)|>t : h, h′ ∈ H, 0 ≤ t ≤ 1}.

Proof. By definition, for ∀h, h′ ∈ H, we have:

|εS(h, h′)− εT(h, h′)| ≤ sup
h,h′∈H

|εS(h, h′)− εT(h, h′)|

= sup
h,h′∈H

∣∣Ex∼S[|h(x)− h′(x)|]−Ex∼T[|h(x)− h′(x)|]
∣∣. (3.9)

Since ‖h‖∞ ≤ 1, ∀h ∈ H, then 0 ≤ |h(x)− h′(x)| ≤ 1, ∀x ∈ X , h, h′ ∈ H. We now use Fubini’s
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theorem to bound
∣∣Ex∼S[|h(x)− h′(x)|]−Ex∼T[|h(x)− h′(x)|]

∣∣:∣∣Ex∼S[|h(x)− h′(x)|]−Ex∼T[|h(x)− h′(x)|]
∣∣

=
∣∣∣ ∫ 1

0

(
Pr
S
(|h(x)− h′(x)| > t)− Pr

T
(|h(x)− h′(x)| > t)

)
dt
∣∣∣

≤
∫ 1

0

∣∣∣Pr
S
(|h(x)− h′(x)| > t)− Pr

T
(|h(x)− h′(x)| > t)

∣∣∣ dt

≤ sup
t∈[0,1]

∣∣∣Pr
S
(|h(x)− h′(x)| > t)− Pr

T
(|h(x)− h′(x)| > t)

∣∣∣.
Now in view of (4.6) and H̄, we have:

sup
h,h′∈H

sup
t∈[0,1]

∣∣∣Pr
S
(|h(x)− h′(x)| > t)− Pr

T
(|h(x)− h′(x)| > t)

∣∣∣
= sup

h̄∈H̄
|Pr

S
(h̄(x) = 1)− Pr

T
(h̄(x) = 1)|

= sup
A∈AH̄

|Pr
S
(A)− Pr

T
(A)|

=
1
2

dH̄(DS,DT).

Combining all the inequalities above finishes the proof. �

Next we bound Pdim(|H −H|):
Lemma 3.7.2. If Pdim(H) = d, then Pdim(|H −H|) ≤ 2d.

Proof. By the definition of pseudo-dimension, we immediately have VCdim(H̄) = Pdim(|H − H|).
Next observe that each function g ∈ H̄ could be represented as a two layer linear threshold neural network,
with two hidden units, one bias input unit and one output unit. Specifically, since

|h(x)− h′(x)| > t ⇐⇒ max{h(x)− h′(x)− t, h′(x)− h(x)− t} > 0,

which is also equivalent to

sgn(h(x)− h′(x)− t) + sgn(h′(x)− h(x)− t) > 0. (3.10)

The above expression can then be implemented by a two layer one output linear threshold neural network.
Hence from (Anthony and Bartlett, 2009, Chapter 6, 8), the VC dimension of H̄ is at most twice of the
pseudo-dimension ofH, completing the proof. �

Second Part of the Proof

One technical lemma we will frequently use is the triangular inequality w.r.t. εD(h), ∀h ∈ H:
Lemma 3.7.3. For any hypothesis classH and any distributionD on X , the following triangular inequality
holds:

∀h, h′, f ∈ H, εD(h, h′) ≤ εD(h, f ) + εD( f , h′),
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Proof.

εD(h, h′) = Ex∼D[|h(x)− h′(x)|] ≤ Ex∼D[|h(x)− f (x)|+ | f (x)− f (x)|] = εD(h, f ) + εD( f , h′).

�

Now we prove the following lemma in the regression setting when there is only one source domain and
one target domain.
Lemma 3.7.4. Let H be a set of real-valued function from X to [0, 1], and DS, DT be the source and
target distributions, respectively. Define H̄ := {I|h(x)−h′(x)|>t : h, h′ ∈ H, 0 ≤ t ≤ 1}. Then ∀h ∈ H,
the following inequality holds:

εT(h) ≤ εS(h) +
1
2

dH̄(DT;DS) + λ,

where λ := infh′∈H εS(h′) + εT(h′).

Proof. Let h∗ := arg minh′∈H εS(h′) + εT(h′). For ∀h ∈ H:

εT(h) ≤ εT(h∗) + εT(h, h∗)
= εT(h∗) + εT(h, h∗)− εS(h, h∗) + εS(h, h∗)
≤ εT(h∗) + |εT(h, h∗)− εS(h, h∗)|+ εS(h, h∗)

≤ εT(h∗) + εS(h, h∗) +
1
2

dH̄(DT,DS)

≤ εT(h∗) + εS(h) + εS(h∗) +
1
2

dH̄(DT,DS)

= εS(h) +
1
2

dH̄(DT;DS) + λ.

The first and fourth inequalities are by the triangle inequality, and the third one is from Lemma. 3.7.1. �

Third Part of the Proof

In this part of the proof, we use concentration inequalities to bound the source domain error εS(h) and the
divergence dH̄(DT;DS) in Lemma 3.7.4.

We first introduce the following generalization theorem in the regression setting when the source and
target distributions are the same:
Lemma 3.7.5 (Thm. 10.6, (Mohri et al., 2012)). Let H be a family of real-valued functions from X to
[0, 1]. Assume that Pdim(H) = d. Then, for ∀δ > 0, w.p.b. at least 1− δ over the choice of a sample of
size m, the following inequality holds for all h ∈ H:

ε(h) ≤ ε̂(h) + O

(√
1
m

(
log

1
δ
+ d log

m
d

))
.

The next lemma bounds theH-divergence between the population distribution and its corresponding
empirical distribution:
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Lemma 3.7.6. Let DS and DT be the source and target distribution over X , respectively. LetH be a class
of real-valued functions from X to [0, 1], with Pdim(H) = d. Define H̄ := {I|h(x)−h′(x)|>t : h, h′ ∈
H, 0 ≤ t ≤ 1}. If S and T are the empirical distributions of DS and DT generated with m i.i.d. samples
from each domain, then, for 0 < δ < 1, w.p.b. at least 1− δ, we have:

dH̄(DS;DT) ≤ dH̄(S; T) + O

(√
1
m

(
log

1
δ
+ d log

m
d

))
.

Proof. By the definition of pseudo-dimension, we have VCdim(H̄) = Pdim(|H − H|). Now from
Lemma 3.7.2, Pdim(|H − H|) ≤ 2Pdim(H) = 2d, so VCdim(H̄) ≤ 2d. The lemma then follows
from Ben-David et al. (2010, Lemma 1) using standard concentration inequality. �

Proof of the Generalization Bound under Regression Setting

We prove the following generalization bound for regression problem when there is only one source domain
and one target domain. The extension to multiple source domains follows exactly as the proof of Thm. 3.3.1,
hence we omit here.
Theorem 3.7.1. LetH be a set of real-valued function from X to [0, 1] with Pdim(H) = d. Let D̂S (D̂T)
be the empirical distribution induced by sample of size m drawn from DS (DT). Then w.p.b. at least 1− δ,
∀h ∈ H,

εT(h) ≤ ε̂S(h) +
1
2

dH̄(D̂S, D̂T) + λ + O

(√
d log(m/d) + log(1/δ)

m

)
(3.11)

where λ = infh′∈H εS(h′) + εT(h′) and H̄ := {I|h(x)−h′(x)|>t : h, h′ ∈ H, 0 ≤ t ≤ 1}.

Proof. Combine Lemma 3.7.4, Lemma 3.7.5 and Lemma 3.7.6 using union bound finishes the proof. �

3.8 Conclusion

In this chapter we theoretically analyze generalization bounds for DA under the setting of multiple source
domains with labeled instances and one target domain with unlabeled instances. Specifically, we propose
average case generalization bounds for both classification and regression problems. The new bounds have
interesting interpretations and the one for classification reduces to an existing bound when there is only one
source domain. Following our theoretical results, we propose two MDAN to learn feature representations
that are invariant under multiple domain shifts while at the same time being discriminative for the learning
task. Both hard and soft versions of MDAN are generalizations of the popular DANN to the case when
multiple source domains are available. Empirically, MDAN outperforms the state-of-the-art DA methods on
three real-world datasets, including a sentiment analysis task, a digit classification task, and a visual vehicle
counting task, demonstrating its effectiveness in multisource domain adaptation for both classification and
regression problems.
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Appendix

In this section we describe more details about the datasets and the experimental settings. We extensively
evaluate the proposed methods on three datasets:

1. We first evaluate our methods on Amazon Reviews dataset (Chen et al., 2012) for sentiment analysis.

2. We evaluate the proposed methods on the digits classification datasets including MNIST (LeCun
et al., 1998b), MNIST-M (Ganin et al., 2016), SVHN (Netzer et al., 2011), and SynthDigits (Ganin
et al., 2016).

3. We further evaluate the proposed methods on the public dataset WebCamT (Zhang et al., 2017a) for
vehicle counting. It contains 60,000 labeled images from 12 city cameras with different distributions.
Due to the substantial difference between these datasets and their corresponding learning tasks, we
will introduce more detailed dataset description, network architecture, and training parameters for
each dataset respectively in the following subsections.

3.A Details on Amazon Reviews Evaluation

Amazon reviews dataset includes four domains, each one composed of reviews on a specific kind of product
(Books, DVDs, Electronics, and Kitchen appliances). Reviews are encoded as 5000 dimensional feature
vectors of unigrams and bigrams. The labels are binary: 0 if the product is ranked up to 3 stars, and 1 if the
product is ranked 4 or 5 stars.

We take one product domain as target and the other three as source domains. Each source domain has
2000 labeled examples and the target test set has 3000 to 6000 examples. We implement the Hard-Max
and Soft-Max methods based on a basic network with one input layer (5000 units) and three hidden layers
(1000, 500, 100 units). The network is trained for 50 epochs with dropout rate 0.7. We compare Hard-Max
and Soft-Max with three baselines: Baseline 1: MLPNet. It is the basic network of our methods (one input
layer and three hidden layers), trained for 50 epochs with dropout rate 0.01. Baseline 2: Marginalized
Stacked Denoising Autoencoders (mSDA) (Chen et al., 2012). It takes the unlabeled parts of both source
and target samples to learn a feature map from input space to a new representation space. As a denoising
autoencoder algorithm, it finds a feature representation from which one can (approximately) reconstruct the
original features of an example from its noisy counterpart. Baseline 3: DANN. We implement DANN based
on the algorithm described in (Ganin et al., 2016) with the same basic network as our methods. Hyper
parameters of the proposed and baseline methods are selected by cross validation. Table 3.A.1 summarizes
the network architecture and some hyper parameters.

To validate the statistical significance of the results, we run a non-parametric Wilcoxon signed-ranked
test for each task to compare Soft-Max with the other competitors, as shown in Table 3.A.2. Each cell
corresponds to the p-value of a Wilcoxon test between Soft-Max and one of the other methods, under the
null hypothesis that the two paired samples have the same mean. From these p-values, we see Soft-Max is
convincingly better than other methods.
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Table 3.A.1: Network parameters for proposed and baseline methods

Method Input layer Hidden layers Epochs Dropout Domains Adaptation weight fl

MLPNet 5000 (1000, 500, 100) 50 0.01 N/A N/A N/A
DANN 5000 (1000, 500, 100) 50 0.01 1 0.01 N/A
MDAN 5000 (1000, 500, 100) 50 0.7 3 0.1 10

Table 3.A.2: p-values under Wilcoxon test.

MLPNet mSDA Best-Single-DANN Combine-DANN Hard-Max
Soft-Max Soft-Max Soft-Max Soft-Max Soft-Max

B 0.550 0.101 0.521 0.013 0.946
D 0.000 0.072 0.000 0.051 0.000
E 0.066 0.000 0.097 0.150 0.022
K 0.306 0.001 0.001 0.239 0.008

3.B Details on Digit Datasets Evaluation

We evaluate the proposed methods on the digits classification problem. Following the experiments in
(Ganin et al., 2016), we combine four popular digits datasets-MNIST, MNIST-M, SVHN, and SynthDigits
to build the multi-source domain dataset. MNIST is a handwritten digits database with 60, 000 training
examples, and 10, 000 testing examples. The digits have been size-normalized and centered in a 28× 28
image. MNIST-M is generated by blending digits from the original MNIST set over patches randomly
extracted from color photos from BSDS500 (Arbelaez et al., 2011; Ganin et al., 2016). It has 59, 001
training images and 9, 001 testing images with 32× 32 resolution. An output sample is produced by taking
a patch from a photo and inverting its pixels at positions corresponding to the pixels of a digit. For DA
problems, this domain is quite distinct from MNIST, for the background and the strokes are no longer
constant. SVHN is a real-world house number dataset with 73, 257 training images and 26, 032 testing
images. It can be seen as similar to MNIST, but comes from a significantly harder, unsolved, real world
problem. SynthDigits consists of 500; 000 digit images generated by Ganin et al. (2016) from WindowsTM
fonts by varying the text, positioning, orientation, background and stroke colors, and the amount of blur.
The degrees of variation were chosen to simulate SVHN, but the two datasets are still rather distinct, with
the biggest difference being the structured clutter in the background of SVHN images.

We take MNIST-M, SVHN, and MNIST as target domain in turn, and the remaining three as sources.
We implement the Hard-Max and Soft-Max versions according to Alg. 1 based on a basic network, as
shown in Fig. 3.B.1. The baseline methods are also built on the same basic network structure to put them
on a equal footing. The network structure and parameters of MDAN are illustrated in Fig. 3.B.1. The
learning rate is initialized by 0.01 and adjusted by the first and second order momentum in the training
process. The domain adaptation parameter of MDAN is selected by cross validation. In each mini-batch of
MDAN training process, we randomly sample the same number of unlabeled target images as the number
of the source images.

42



Figure 3.B.1: MDAN network architecture for digit classification

3.C Details on WebCamT Vehicle Counting

WebCamT is a public dataset for large-scale city camera videos, which have low resolution (352× 240),
low frame rate (1 frame/second), and high occlusion. WebCamT has 60, 000 frames annotated with rich
information: bounding box, vehicle type, vehicle orientation, vehicle count, vehicle re-identification, and
weather condition. The dataset is divided into training and testing sets, with 42,200 and 17,800 frames,
respectively, covering multiple cameras and different weather conditions. WebCamT is an appropriate
dataset to evaluate domain adaptation methods, for it covers multiple city cameras and each camera is
located in different intersection of the city with different perspectives and scenes. Thus, each camera
data has different distribution from others. The dataset is quite challenging and in high demand of
domain adaptation solutions, as it has 6, 000, 000 unlabeled images from 200 cameras with only 60, 000
labeled images from 12 cameras. The experiments on WebCamT provide an interesting application of our
proposed MDAN: when dealing with spatially and temporally large-scale dataset with much variations, it is
prohibitively expensive and time-consuming to label large amount of instances covering all the variations.
As a result, only a limited portion of the dataset can be annotated, which can not cover all the data domains
in the dataset. MDAN provide an effective solution for this kind of application by adapting the deep model
from multiple source domains to the unlabeled target domain.

We evaluate the proposed methods on different numbers of source cameras. Each source camera
provides 2000 labeled images for training and the test set has 2000 images from the target camera. In each
mini-batch, we randomly sample the same number of unlabeled target images as the source images. We
implement the Hard-Max and Soft-Max version of MDAN according to Alg. 1, based on the basic vehicle
counting network FCN described in (Zhang et al., 2017a). Please refer to (Zhang et al., 2017a) for detailed
network architecture and parameters. The learning rate is initialized by 0.01 and adjusted by the first and
second order momentum in the training process. The domain adaptation parameter is selected by cross
validation. We compare our method with two baselines: Baseline 1: FCN. It is our basic network without
domain adaptation as introduced in work (Zhang et al., 2017a). Baseline 2: DANN. We implement DANN
on top of the same basic network following the algorithm introduced in work (Ganin et al., 2016).
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Figure 3.C.1: Locations of the source&target camera map.
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Chapter 4

Learning Invariant Representations for
Domain Adaptation

Due to the ability of deep neural nets to learn rich representations, recent advances in unsupervised domain
adaptation have focused on learning domain-invariant features that achieve a small error on the source
domain. The hope is that the learnt representation, together with the hypothesis learnt from the source
domain, can generalize to the target domain. In this chapter, we first construct a simple counterexample
showing that, contrary to common belief, the above conditions are not sufficient to guarantee successful
domain adaptation. In particular, the counterexample exhibits conditional shift: the class-conditional
distributions of input features change between source and target domains. To give a sufficient condition
for domain adaptation, we propose a natural and interpretable generalization upper bound that explicitly
takes into account the aforementioned shift. Moreover, we shed new light on the problem by proving an
information-theoretic lower bound on the joint error of any domain adaptation method that attempts to
learn invariant representations. Our result characterizes a fundamental tradeoff between learning invariant
representations and achieving small joint error on both domains when the marginal label distributions
differ from source to target. Finally, we conduct experiments on real-world datasets that corroborate our
theoretical findings.
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4.1 Introduction

The recent successes of supervised deep learning methods have been partially attributed to rich datasets
and increasing computational power. However, in many critical applications, e.g., self-driving cars or
personal healthcare, it is often prohibitively expensive and time-consuming to collect large-scale supervised
training data. Unsupervised domain adaptation (DA) focuses on such limitations by trying to transfer
knowledge from a labeled source domain to an unlabeled target domain, and a large body of work tries to
achieve this by exploring domain-invariant structures and representations to bridge the gap. Theoretical
results (Ben-David et al., 2010; Mansour and Schain, 2012; Mansour et al., 2009a) and algorithms (Adel
et al., 2017; Ajakan et al., 2014; Becker et al., 2013; Glorot et al., 2011; Pei et al., 2018) under this setting
are abundant.

Due to the ability of deep neural nets to learn rich feature representations, recent advances in domain
adaptation have focused on using these networks to learn invariant representations, i.e., intermediate
features whose distribution is the same in source and target domains, while at the same time achieving
small error on the source domain. The hope is that the learnt intermediate representation, together with
the hypothesis learnt using labeled data from the source domain, can generalize to the target domain.
Nevertheless, from a theoretical standpoint, it is not at all clear whether aligned representations and small
source error are sufficient to guarantee good generalization on the target domain. In fact, despite being
successfully applied in various applications (Hoffman et al., 2017b; Zhang et al., 2017b), it has also
been reported that such methods fail to generalize in certain closely related source/target pairs, e.g., digit
classification from MNIST to SVHN (Ganin et al., 2016).

Given the wide application of domain adaptation methods based on learning invariant representations,
we attempt in this chapter to answer the following important and intriguing question:

Is finding invariant representations while at the same time achieving a small source error
sufficient to guarantee a small target error? If not, under what conditions is it?

Contrary to common belief, we give a negative answer to the above question by constructing a simple
example showing that these two conditions are not sufficient to guarantee target generalization, even in
the case of perfectly aligned representations between the source and target domains. In fact, our example
shows that the objective of learning invariant representations while minimizing the source error can actually
be hurtful, in the sense that the better the objective, the larger the target error. At a colloquial level, this
happens because learning invariant representations can break the originally favorable underlying problem
structure, i.e., close labeling functions and conditional distributions. To understand when such methods
work, we propose a generalization upper bound as a sufficient condition that explicitly takes into account
the conditional shift between source and target domains. The proposed upper bound admits a natural
interpretation and decomposition in domain adaptation; we show that it is tighter than existing results in
certain cases.

Simultaneously, to understand what the necessary conditions for representation based approaches
to work are, we prove an information-theoretic lower bound on the joint error of both domains for any
algorithm based on learning invariant representations. Our result complements the above upper bound and
also extends the constructed example to more general settings. The lower bound sheds new light on this
problem by characterizing a fundamental tradeoff between learning invariant representations and achieving
small joint error on both domains when the marginal label distributions differ from source to target. Our
lower bound directly implies that minimizing source error while achieving invariant representation will only
increase the target error. We conduct experiments on real-world datasets that corroborate this theoretical
implication. Together with the generalization upper bound, our results suggest that adaptation should be
designed to align the label distribution as well when learning an invariant representation (c.f. Sec. 4.4.3).
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Figure 4.1.1: A counterexample where invariant representations lead to large joint error on source and target
domains. Before transformation of g(·), h∗(x) = 1 iff x ∈ (−1/2, 3/2) achieves perfect classification on
both domains. After transformation, source and target distributions are perfectly aligned, but no hypothesis
can achieve a small joint error.

We believe these insights will be helpful to guide the future design of domain adaptation and representation
learning algorithms.

4.2 Preliminaries

We first review a theoretical model for domain adaptation (DA) (Ben-David et al., 2007, 2010; Blitzer et al.,
2008; Kifer et al., 2004).

4.2.1 Problem Setup

We consider the unsupervised domain adaptation problem where the learning algorithm has access to
a set of n labeled points {(xi, yi)}n

i=1 ∈ (X × Y)n sampled i.i.d. from the source domain and a set of
unlabeled points {xj}m

j=1 ∈ X m sampled i.i.d. from the target domain. At a colloquial level, the goal
of an unsupervised domain adaptation algorithm is to generalize well on the target domain by learning
from labeled samples from the source domain as well as unlabeled samples from the target domain.
Formally, let the risk of hypothesis h be the error of h w.r.t. the true labeling function under domain DS,
i.e., εS(h) := εS(h, fS). As commonly used in computational learning theory, we denote by ε̂S(h) the
empirical risk of h on the source domain. Similarly, we use εT(h) and ε̂T(h) to mean the true risk and the
empirical risk on the target domain. The problem of domain adaptation considered in this chapter can be
stated as: under what conditions and by what algorithms can we guarantee that a small training error ε̂S(h)
implies a small test error εT(h)? Clearly, this goal is not always possible if the source and target domains
are far away from each other.

4.2.2 A Theoretical Model for Domain Adaptation

To measure the similarity between two domains, it is crucial to define a discrepancy measure between
them. To this end, Ben-David et al. (2010) proposed theH-divergence to measure the distance between
two distributions:
Definition 4.2.1 (H-divergence). LetH be a hypothesis class on input space X , and AH be the collection
of subsets of X that are the support of some hypothesis inH, i.e.,AH := {h−1(1) | h ∈ H}. The distance
between two distributions D and D′ based onH is: dH(D,D′) := supA∈AH |PrD(A)− PrD′(A)|. 1

1To be precise, Ben-David et al. (2007)’s original definition ofH-divergence has a factor of 2, we choose the current definition
as the constant factor is inessential.
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H-divergence is particularly favorable in the analysis of domain adaptation with binary classification
problems, and it had also been generalized to the discrepancy distance (Cortes and Mohri, 2014; Cortes
et al., 2008; Mansour et al., 2009a,c) for general loss functions, including the one for regression problems.
BothH-divergence and the discrepancy distance can be estimated using finite unlabeled samples from both
domains whenH has a finite VC-dimension.

One flexibility of theH-divergence is that its power on measuring the distance between two distributions
can be controlled by the richness of the hypothesis classH. To see this, first consider the situation where
H is very restrictive so that it only contains the constant functions h ≡ 0 and h ≡ 1. In this case, it can
be readily verified by the definition that dH(D,D′) = 0, ∀ D,D′. On the other extreme, if H contains
all the measurable binary functions, then dH(D,D′) = 0 iff D(·) = D′(·) almost surely. In this case the
H-divergence reduces to the total variation, or equivalently the L1 distance, between the two distributions.

Given a hypothesis classH, we define its symmetric difference w.r.t. itself as: H∆H = {h(x)⊕ h′(x) |
h, h′ ∈ H}, where ⊕ is the xor operation. Let h∗ be the optimal hypothesis that achieves the minimum
joint risk on both the source and target domains: h∗ := arg minh∈H εS(h) + εT(h), and let λ∗ denote
the joint risk of the optimal hypothesis h∗: λ∗ := εS(h∗) + εT(h∗). Ben-David et al. (2007) proved the
following generalization bound on the target risk in terms of the empirical source risk and the discrepancy
between the source and target domains:
Theorem 4.2.1 (Ben-David et al. (2007)). LetH be a hypothesis space of VC-dimension d and D̂S (resp.
D̂T) be the empirical distribution induced by a sample of size n drawn from DS (resp. DT). Then w.p. at
least 1− δ, ∀h ∈ H,

εT(h) ≤ ε̂S(h) +
1
2

dH∆H(D̂S, D̂T) + λ∗ + O

(√
d log n + log(1/δ)

n

)
. (4.1)

The bound depends on λ∗, the optimal joint risk that can be achieved by the hypotheses in H. The
intuition is the following: if λ∗ is large, we cannot hope for a successful domain adaptation. Later in
Sec. 4.4.3, we shall get back to this term to show an information-theoretic lower bound on it for any
approach based on learning invariant representations.

Theorem 4.2.1 is the foundation of many recent works on unsupervised domain adaptation via learning
invariant representations (Ajakan et al., 2014; Ganin et al., 2016; Pei et al., 2018; Zhao et al., 2018b,c).
It has also inspired various applications of domain adaptation with adversarial learning, e.g., video
analysis (Hoffman et al., 2016, 2017b; Shrivastava et al., 2016; Tzeng et al., 2017), natural language
understanding (Fu et al., 2017; Zhang et al., 2017b), speech recognition (Hosseini-Asl et al., 2018; Zhao
et al., 2019g), to name a few.

At a high level, the key idea is to learn a rich and parametrized feature transformation g : X 7→ Z such
that the induced source and target distributions (on Z) are close, as measured by the H-divergence. We
call g an invariant representation w.r.t.H if dH(Dg

S,Dg
T) = 0, where Dg

S/Dg
T is the induced source/target

distribution. At the same time, these algorithms also try to find new hypothesis (on the representation space
Z) to achieve a small empirical error on the source domain. As a whole algorithm, these two procedures
corresponds to simultaneously finding invariant representations and hypothesis to minimize the first two
terms in the generalization upper bound of Theorem 4.2.1.

4.3 Related Work

A number of adaptation approaches based on learning invariant representations have been proposed in
recent years. Although in this chapter we mainly focus on using the H-divergence to characterize the
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discrepancy between two distributions, other distance measures can be used as well, e.g., the maximum
mean discrepancy (MMD) (Long et al., 2014, 2015, 2016), the Wasserstein distance (Courty et al., 2017a,b;
Lee and Raginsky, 2018; Shen et al., 2018), etc.

Under the theoretical framework of theH-divergence, Ganin et al. (2016) propose a domain adversarial
neural network (DANN) to learn the domain invariant features. Adversarial training techniques that aim
to build feature representations that are indistinguishable between source and target domains have been
proposed in the last few years (Ajakan et al., 2014; Ganin et al., 2016). Specifically, one of the central ideas
is to use neural networks, which are powerful function approximators, to approximate theH-divergence
between two domains (Ben-David et al., 2007, 2010; Kifer et al., 2004). The overall algorithm can be
viewed as a zero-sum two-player game: one network tries to learn feature representations that can fool
the other network, whose goal is to distinguish the representations generated on the source domain from
those generated on the target domain. In a concurrent work, Johansson et al. (2019) also identified the
insufficiency of learning domain-invariant representation for successful adaptation. They further analyzed
the information loss of non-invertible transformations, and proposed a generalization upper bound that
directly takes it into account. In our work, by showing an information-theoretic lower bound on the
joint error of these methods, we show that although invariant representations can be achieved, it does not
necessarily translate to good generalization on the target domain, in particular when the label distributions
of the two domains differ significantly.

Causal approaches based on conditional and label shifts for domain adaptation also exist (Azizzade-
nesheli et al., 2018; Gong et al., 2016; Lipton et al., 2018; Zhang et al., 2013). One typical assumption
made to simplify the analysis in this line of work is that the source and target domains share the same
generative distribution and only differ at the marginal label distributions. It is worth noting that Zhang et al.
(2013) and Gong et al. (2016) showed that both label and conditional shift can be successfully corrected
when the changes in the generative distribution follow some parametric families. In this chapter we focus
on representation learning and do not make such explicit assumptions.

4.4 Theoretical Analysis

Is finding invariant representations alone a sufficient condition for the success of domain adaptation?
Clearly it is not. Consider the following simple counterexample: let gc : X 7→ Z be a constant function,
where ∀x ∈ X , gc(x) = c ∈ Z . Then for any discrepancy distance d(·, ·) over two distributions, including
the H-divergence, MMD, and the Wasserstein distance, and for any distributions DS,DT over the input
space X , we have d(Dgc

S ,Dgc
T ) = 0, where we use Dgc

S (resp. Dgc
T ) to mean the induced source (resp.

target) distribution by the transformation gc over the representation space Z . Furthermore, it is fairly
easy to construct source and target domains 〈DS, fS〉, 〈DT, fT〉, such that for any hypothesis h : Z 7→ Y ,
εT(h ◦ gc) ≥ 1/2, while there exists a classification function f : X → Y that achieves small error, e.g.,
the labeling function.

One may argue, with good reason, that in the counterexample above, the empirical source error
ε̂S(h ◦ gc) is also large with high probability. Intuitively, this is because the simple constant transformation
function gc fails to retain the discriminative information about the classification task at hand, despite the
fact that it can construct invariant representations.

Is finding invariant representations and achieving a small source error sufficient to guarantee small
target error? In this section we first give a negative answer to this question by constructing a counterexample
where there exists a nontrivial transformation function g : X 7→ Z and hypothesis h : Z 7→ Y such
that both εS(h ◦ g) and dH∆H(Dg

S,Dg
T) are small, while at the same time the target error εT(h ◦ g) is

large. Motivated by this negative result, we proceed to prove a generalization upper bound that explicitly
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characterizes a sufficient condition for the success of domain adaptation. We then complement the upper
bound by showing an information-theoretic lower bound on the joint error of any domain adaptation
approach based on learning invariant representations.

4.4.1 Invariant Representation and Small Source Risk are Not Sufficient

In this section, we shall construct a simple 1-dimensional example where there exists a function h∗ : R 7→
{0, 1} that achieves zero error on both source and target domains. Simultaneously, we show that there
exists a transformation function g : R 7→ R under which the induced source and target distributions are
perfectly aligned, but every hypothesis h : R 7→ {0, 1} incurs a large joint error on the induced source and
target domains. The latter further implies that if we find a hypothesis that achieves small error on the source
domain, then it has to incur a large error on the target domain. We illustrate this example in Fig. 4.1.1.

Let X = Z = R and Y = {0, 1}. For a ≤ b, we use U(a, b) to denote the uniform distribution over
[a, b]. Consider the following source and target domains:

DS = U(−1, 0), fS(x) =

{
0, x ≤ −1/2
1, x > −1/2

DT = U(1, 2), fT(x) =

{
0, x ≥ 3/2
1, x < 3/2

In the above example, it is easy to verify that the interval hypothesis h∗(x) = 1 iff x ∈ (−1/2, 3/2)
achieves perfect classification on both domains.

Now consider the following transformation:

g(x) = Ix≤0(x) · (x + 1) + Ix>0(x) · (x− 1).

Since g(·) is a piecewise linear function, it follows that DZ
S = DZ

T = U(0, 1), and for any distance metric
d(·, ·) over distributions, we have d(DZ

S ,DZ
T ) = 0. But now for any hypothesis h : R 7→ {0, 1}, and

∀x ∈ [0, 1], h(x) will make an error in exactly one of the domains, hence

∀h : R 7→ {0, 1}, εS(h ◦ g) + εT(h ◦ g) = 1.

In other words, under the above invariant transformation g, the smaller the source error, the larger the target
error.

One may argue that this example seems to contradict the generalization upper bound from Theo-
rem 4.2.1, where the first two terms correspond exactly to a small source error and an invariant representa-
tion. The key to explain this apparent contradiction lies in the third term of the upper bound, λ∗, i.e., the
optimal joint error achievable on both domains. In our example, when there is no transformation applied to
the input space, we show that h∗ achieves 0 error on both domains, hence λ∗ = minh∈H εS(h)+ εT(h) = 0.
However, when the transformation g is applied to the original input space, we prove that every hypothesis
has joint error 1 on the representation space, hence λ∗g = 1. Since we usually do not have access to the
optimal hypothesis on both domains, although the generalization bound still holds on the representation
space, it becomes vacuous in our example.

An alternative way to interpret the failure of the constructed example is that the labeling functions (or
conditional distributions in the stochastic setting) of source and target domains are far away from each
other in the representation space. Specifically, in the induced representation space, the optimal labeling
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function on the source and target domains are:

f ′S(x) =

{
0, x ≤ 1/2
1, x > 1/2

, f ′T(x) =

{
0, x > 1/2
1, x ≤ 1/2

,

and we have ‖ f ′S − f ′T‖1 = Ex∼U(0,1)[| f ′S(x)− f ′T(x)|] = 1.

4.4.2 A Generalization Upper Bound

For most of the practical hypothesis spaces H, e.g., half spaces, it is usually intractable to compute the
optimal joint error λ∗ from Theorem 4.2.1. Furthermore, the fact that λ∗ contains errors from both domains
makes the bound very conservative and loose in many cases. In this section, inspired by the constructed
example from Sec. 4.4.1, we aim to provide a general, intuitive, and interpretable generalization upper
bound for domain adaptation that is free of the pessimistic λ∗ term. Ideally, the bound should also explicitly
characterize how the shift between labeling functions of both domains affects domain adaptation.

Because of its flexibility in choosing the witness function class H and its natural interpretation as
adversarial binary classification, we still adopt theH-divergence to measure the discrepancy between two
distributions. For any hypothesis space H, it can be readily verified that dH(·, ·) satisfies the triangle
inequality:

dH(D,D′) ≤ dH(D,D′′) + dH(D′′,D′),
where D,D′,D′′ are any distributions over the same space. We now introduce a technical lemma that will
be helpful in proving results related to theH-divergence:
Lemma 4.4.1. Let H ⊆ [0, 1]X and D,D′ be two distributions over X . Then ∀h, h′ ∈ H, |εD(h, h′)−
εD′(h, h′)| ≤ dH̃(D,D′), where H̃ := {sgn(|h(x)− h′(x)| − t) | h, h′ ∈ H, 0 ≤ t ≤ 1}.

As a matter of fact, the above lemma also holds for any function classH (not necessarily a hypothesis
space) where there exists a constant M > 0, such that ‖h‖∞ ≤ M for all h ∈ H. Another useful lemma is
the following triangle inequality:
Lemma 4.4.2. Let H ⊆ [0, 1]X and D be any distribution over X . For any h, h′, h′′ ∈ H, we have
εD(h, h′) ≤ εD(h, h′′) + εD(h′′, h′).

Let fS : X → [0, 1] and fT : X → [0, 1] be the optimal labeling functions on the source and target
domains, respectively. In the stochastic setting, fS(x) = PrS(y = 1 | x) corresponds to the optimal Bayes
classifier. With these notations, the following theorem holds:
Theorem 4.4.1. Let 〈DS, fS〉 and 〈DT, fT〉 be the source and target domains, respectively. For any function
classH ⊆ [0, 1]X , and ∀h ∈ H, the following inequality holds:

εT(h) ≤ εS(h) + dH̃(DS,DT) + min{EDS [| fS − fT|], EDT [| fS − fT|]}.

Remark The three terms in the upper bound have natural interpretations: the first term is the source error,
the second one corresponds to the discrepancy between the marginal distributions, and the third measures
the distance between the labeling functions from the source and target domains. Altogether, they form a
sufficient condition for the success of domain adaptation: besides a small source error, not only do the
marginal distributions need to be close, but so do the labeling functions.
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Comparison with Theorem 4.2.1 It is instructive to compare the bound in Theorem 4.4.1 with the
one in Theorem 4.2.1. The main difference lies in the λ∗ in Theorem 4.2.1 and the min{EDS [| fS −
fT|], EDT [| fS − fT|]} in Theorem 4.4.1. λ∗ depends on the choice of the hypothesis class H, while our
term does not. In fact, our quantity reflects the underlying structure of the problem, i.e., the conditional
shift. Finally, consider the example given in the left panel of Fig. 4.1.1. It is easy to verify that we have
min{EDS [| fS − fT|], EDT [| fS − fT|]} = 1/2 in this case, while for a natural class of hypotheses, i.e.,
H := {h(x) = 0⇔ a ≤ x ≤ b | a < b}, we have λ∗ = 1. In that case, our bound is tighter than the one
in Theorem 4.2.1.

In the covariate shift setting, where we assume the conditional distributions of Y | X between the source
and target domains are the same, the third term in the upper bound vanishes. In that case the above theorem
says that to guarantee successful domain adaptation, it suffices to match the marginal distributions while
achieving small error on the source domain. In general settings where the optimal labeling functions of the
source and target domains differ, the above bound says that it is not sufficient to simply match the marginal
distributions and achieve small error on the source domain. At the same time, we should also guarantee that
the optimal labeling functions (or the conditional distributions of both domains) are not too far away from
each other. As a side note, it is easy to see that EDS [| fS− fT|] = εS( fT) and EDT [| fS− fT|] = εT( fS). In
other words, they are essentially the cross-domain errors. When the cross-domain error is small, it implies
that the optimal source (resp. target) labeling function generalizes well on the target (resp. source) domain.

Both the error term εS(h) and the divergence dH̃(DS,DT) in Theorem 4.4.1 are with respect to the
true underlying distributions DS and DT, which are not available to us during training. In the following,
we shall use the Rademacher complexity to provide for both terms a data-dependent bound from empirical
samples from DS and DT.
Definition 4.4.1 (Empirical Rademacher Complexity). LetH be a family of functions mapping from X
to [a, b] and S = {xi}n

i=1 a fixed sample of size n with elements in X . Then, the empirical Rademacher
complexity ofH with respect to the sample X is defined as

RadS(H) := Eσσσ

[
sup
h∈H

1
n

n

∑
i=1

σih(xi)

]
,

where σσσ = {σi}n
i=1 and σi are i.i.d. uniform random variables taking values in {+1,−1}.

With the empirical Rademacher complexity, we can show that w.h.p., the empirical source error ε̂S(h)
cannot be too far away from the population error εS(h) for all h ∈ H:
Lemma 4.4.3. LetH ⊆ [0, 1]X , then for all δ > 0, w.p. at least 1− δ, the following inequality holds for
all h ∈ H: εS(h) ≤ ε̂S(h) + 2RadS(H) + 3

√
log(2/δ)/2n.

Similarly, for any distribution D over X , let D̂ be its empirical distribution from sample S ∼ Dn of
size n. Then for any two distributions D and D′, we can also use the empirical Rademacher complexity to
provide a data-dependent bound for the perturbation between dH(D,D′) and dH(D̂, D̂′):
Lemma 4.4.4. Let H̃, D and D̂ be defined above, then for all δ > 0, w.p. at least 1− δ, the following
inequality holds for all h ∈ H̃: ED [Ih] ≤ ED̂ [Ih] + 2RadS(H̃) + 3

√
log(2/δ)/2n.

Since H̃ is a hypothesis class, by definition we have:

dH̃(D, D̂) = sup
A∈AH̃

|Pr
D
(A)− Pr

D̂
(A)|

= sup
h∈H̃
|ED [Ih]−ED̂ [Ih]|.

Hence combining the above identity with Lemma 4.4.4, we immediately have w.p. at least 1− δ:

dH̃(D, D̂) ≤ 2RadS(H̃) + 3
√

log(2/δ)/2n. (4.2)
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Now use a union bound and the fact that dH̃(·, ·) satisfies the triangle inequality, we have:
Lemma 4.4.5. Let H̃, D,D′ and D̂, D̂′ be defined above, then for ∀δ > 0, w.p. at least 1− δ, for ∀h ∈ H̃:

dH̃(D,D′) ≤ dH̃(D̂, D̂′) + 4RadS(H̃) + 6
√

log(4/δ)/2n.

Combine Lemma 4.4.3, Lemma 4.4.5 and Theorem 4.4.1 with a union bound argument, we get the
following main theorem that characterizes an upper bound for domain adaptation:
Theorem 4.4.2. Let 〈DS, fS〉 and 〈DT, fT〉 be the source and target domains, and let D̂S, D̂T be the
empirical source and target distributions constructed from sample S = {SS, ST}, each of size n. Then for
anyH ⊆ [0, 1]X and ∀h ∈ H:

εT(h) ≤ ε̂S(h) + dH̃(D̂S, D̂T) + 2RadS(H) + 4RadS(H̃)

+ min{EDS [| fS − fT|], EDT [| fS − fT|]}

+ O
(√

log(1/δ)/n
)

,

where H̃ := {sgn(|h(x)− h′(x)| − t)|h, h′ ∈ H, t ∈ [0, 1]}.
Essentially, the generalization upper bound can be decomposed into three parts: the first part comes

from the domain adaptation setting, including the empirical source error, the empiricalH-divergence, and
the shift between labeling functions. The second part corresponds to complexity measures of our hypothesis
spaceH and H̃, and the last part describes the error caused by finite samples.

4.4.3 An Information-Theoretic Lower Bound

In Sec. 4.4.1, we constructed an example to demonstrate that learning invariant representations could lead
to a feature space where the joint error on both domains is large. In this section, we extend the example
by showing that a similar result holds in more general settings. Specifically, we shall prove that for any
approach based on learning invariant representations, there is an intrinsic lower bound on the joint error of
source and target domains, due to the discrepancy between their marginal label distributions. Our result
hence highlights the need to take into account task related information when designing domain adaptation
algorithms based on learning invariant representations.

Before we proceed to the lower bound, we first define several information-theoretic concepts that will
be used in the analysis. For two distributions D and D′, the Jensen-Shannon (JS) divergence DJS(D ‖ D′)
is defined as:

DJS(D ‖ D′) :=
1
2

DKL(D ‖ DM) +
1
2

DKL(D′ ‖ DM),

where DKL(· ‖ ·) is the Kullback–Leibler (KL) divergence and DM := (D +D′)/2. The JS divergence
can be viewed as a symmetrized and smoothed version of the KL divergence, and it is closely related to the
L1 distance between two distributions through Lin’s lemma (Lin, 1991).

Unlike the KL divergence, the JS divergence is bounded: 0 ≤ DJS(D ‖ D′) ≤ 1. Additionally, from
the JS divergence, we can define a distance metric between two distributions as well, known as the JS
distance (Endres and Schindelin, 2003):

dJS(D,D′) :=
√

DJS(D ‖ D′).

With respect to the JS distance and for any (stochastic) mapping h : Z 7→ Y , we can prove the following
lemma via the celebrated data processing inequality:
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Lemma 4.4.6. LetDZ
S andDZ

T be two distributions over Z and letDY
S andDY

T be the induced distributions
over Y by function h : Z 7→ Y , then

dJS(DY
S ,DY

T ) ≤ dJS(DZ
S ,DZ

T ). (4.3)

For methods that aim to learn invariant representations for domain adaptation, an intermediate rep-
resentation space Z is found through feature transformation g, based on which a common hypothesis
h : Z 7→ Y is shared between both domains (Ganin et al., 2016; Tzeng et al., 2017; Zhao et al., 2018b).
Through this process, the following Markov chain holds:

X
g−→ Z h−→ Ŷ, (4.4)

where Ŷ = h(g(X)) is the predicted random variable of interest. Hence for any distribution D over X ,
this Markov chain also induces a distribution DZ over Z and DŶ over Y . By Lemma 4.4.6, we know that
dJS(DŶ

S ,DŶ
T ) ≤ dJS(DZ

S ,DZ
T ). With these notations, noting that the JS distance is a metric, the following

inequality holds:

dJS(DY
S ,DY

T ) ≤ dJS(DY
S ,DŶ

S ) + dJS(DŶ
S ,DŶ

T ) + dJS(DŶ
T ,DY

T ).

Combining the above inequality with Lemma 4.4.6, we immediately have:

dJS(DY
S ,DY

T ) ≤ dJS(DZ
S ,DZ

T )

+ dJS(DY
S ,DŶ

S ) + dJS(DY
T ,DŶ

T ). (4.5)

Intuitively, dJS(DY
S ,DŶ

S ) and dJS(DY
T ,DŶ

T ) measure the distance between the predicted label distribution
and the ground truth label distribution on the source and target domain, respectively. Formally, the following
result establishes a relationship between dJS(DY,DŶ) and the accuracy of the prediction function h:
Lemma 4.4.7. Let Y = f (X) ∈ {0, 1} where f (·) is the labeling function and Ŷ = h(g(X)) ∈ {0, 1}
be the prediction function, then dJS(DY,DŶ) ≤

√
ε(h ◦ g).

We are now ready to present the key lemma of the section:

Lemma 4.4.8. Suppose the Markov chain X
g−→ Z h−→ Ŷ holds, then

dJS(DY
S ,DY

T ) ≤ dJS(DZ
S ,DZ

T ) +
√

εS(h ◦ g) +
√

εT(h ◦ g).

Remark This lemma shows that if the marginal label distributions are significantly different between
the source and target domains, then in order to achieve a small joint error, the induced distributions over
Z from source and target domains have to be significantly different as well. Put another way, if we are
able to find an invariant representation such that dJS(DZ

S ,DZ
T ) = 0, then the joint error of the composition

function h ◦ g has to be large:
Theorem 4.4.3. Suppose the condition in Lemma 4.4.8 holds and dJS(DY

S ,DY
T ) ≥ dJS(DZ

S ,DZ
T ), then:

εS(h ◦ g) + εT(h ◦ g) ≥ 1
2

(
dJS(DY

S ,DY
T )− dJS(DZ

S ,DZ
T )
)2

.

Remark The lower bound gives us a necessary condition on the success of any domain adaptation
approach based on learning invariant representations: if the marginal label distributions are significantly
different between source and target domains, then minimizing dJS(DZ

S ,DZ
T ) and the source error εS(h ◦ g)

will only increase the target error. In fact, Theorem 8.2.1 can be extended to hold in the setting where
different transformation functions are applied in source and target domains:
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Corollary 4.4.1. Let gS, gT be the source and target transformation functions from X to Z . Suppose the
condition in Lemma 4.4.8 holds and dJS(DY

S ,DY
T ) ≥ dJS(DZ

S ,DZ
T ), then:

εS(h ◦ gS) + εT(h ◦ gT) ≥
1
2

(
dJS(DY

S ,DY
T )− dJS(DZ

S ,DZ
T )
)2

.

Recent work has also explored using different transformation functions to achieve invariant representa-
tions (Bousmalis et al., 2016; Tzeng et al., 2017), but Corollary 4.4.1 shows that this is not going to help if
the marginal label distributions differ between two domains.

We conclude this section by noting that our bound on the joint error of both domains is not necessarily
the tightest one. This can be seen from the example in Sec. 4.4.1, where dJS(DZ

S ,DZ
T ) = dJS(DY

S ,DY
T ) = 0,

and we have εS(h ◦ g) + εT(h ◦ g) = 1, but in this case our result gives a trivial lower bound of 0.
Nevertheless, our result still sheds new light on the importance of matching marginal label distributions in
learning invariant representation for domain adaptation, which we believe to be a promising direction for
the design of better adaptation algorithms.

4.5 Experiments

Our theoretical results on the lower bound of the joint error imply that over-training the feature transfor-
mation function and the discriminator may hurt generalization on the target domain. In this section, we
conduct experiments on real-world datasets to verify our theoretical findings. The task is digit classification
on three datasets of 10 classes: MNIST, USPS and SVHN. MNIST contains 60,000/10,000 train/test
instances; USPS contains 7,291/2,007 train/test instances, and SVHN contains 73,257/26,032 train/test
instances. We show the label distribution of these three datasets in Fig. 4.5.1.

Figure 4.5.1: The label distributions of MNIST, USPS and SVHN.

Before training, we preprocess all the samples into gray scale single-channel images of size 16× 16,
so they can be used by the same network. In our experiments, to ensure a fair comparison, we use the
same network structure for all the experiments: 2 convolutional layers, one fully connected hidden layer,
followed by a softmax output layer with 10 units. The convolution kernels in both layers are of size 5× 5,
with 10 and 20 channels, respectively. The hidden layer has 1280 units connected to 100 units before
classification. For domain adaptation, we use the original DANN (Ganin et al., 2016) with gradient reversal
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(a) USPS→MNIST (b) USPS→ SVHN

(c) SVHN→MNIST (d) SVHN→ USPS

Figure 4.5.2: Digit classification on MNIST, USPS and SVHN. The horizontal solid line corresponds to the
target domain test accuracy without adaptation. The green solid line is the target domain test accuracy under
domain adaptation with DANN. We also plot the least square fit (dashed line) of the DANN adaptation
results to emphasize the negative slope.

implementation. The discriminator in DANN takes the output of convolutional layers as its feature input,
followed by a 500× 100 fully connected layer, and a one-unit binary classification output.

We plot four adaptation trajectories in Fig. 4.5.2. Among the four adaptation tasks, we can observe two
phases in the adaptation accuracy. In the first phase, the test set accuracy rapidly grows, in less than 10
iterations. In the second phase, it gradually decreases after reaching its peak, despite the fact that the source
training accuracy keeps increasing smoothly. Those phase transitions can be verified from the negative
slopes of the least squares fit of the adaptation curves (dashed lines in Fig. 4.5.2). We observe similar
phenomenons on additional experiments using artificially unbalanced datasets trained on more powerful
networks as well. The above experimental results imply that over-training the feature transformation and
discriminator does not help generalization on the target domain, but can instead hurt it when the label
distributions differ (as shown in Fig. 4.5.1). These experimental results are consistent with our theoretical
findings.
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4.6 Proofs

In this section we provide all the missing proofs in Sec. 4.4. Again, we will first restate the corresponding
statements and then provide proofs for each of them.
Lemma 4.4.1. Let H ⊆ [0, 1]X and D,D′ be two distributions over X . Then ∀h, h′ ∈ H, |εD(h, h′)−
εD′(h, h′)| ≤ dH̃(D,D′), where H̃ := {sgn(|h(x)− h′(x)| − t) | h, h′ ∈ H, 0 ≤ t ≤ 1}.

Proof. By definition, for ∀h, h′ ∈ H, we have:

|εS(h, h′)− εT(h, h′)| ≤ sup
h,h′∈H

|εS(h, h′)− εT(h, h′)|

= sup
h,h′∈H

∣∣Ex∼S[|h(x)− h′(x)|]−Ex∼T[|h(x)− h′(x)|]
∣∣ (4.6)

Since ‖h‖∞ ≤ 1, ∀h ∈ H, then 0 ≤ |h(x)− h′(x)| ≤ 1, ∀x ∈ X , h, h′ ∈ H. We now use Fubini’s
theorem to bound

∣∣Ex∼S[|h(x)− h′(x)|]−Ex∼T[|h(x)− h′(x)|]
∣∣:∣∣Ex∼S[|h(x)− h′(x)|]−Ex∼T[|h(x)− h′(x)|]

∣∣
=
∣∣∣ ∫ 1

0

(
Pr
S
(|h(x)− h′(x)| > t)− Pr

T
(|h(x)− h′(x)| > t)

)
dt
∣∣∣

≤
∫ 1

0

∣∣∣Pr
S
(|h(x)− h′(x)| > t)− Pr

T
(|h(x)− h′(x)| > t)

∣∣∣ dt

≤ sup
t∈[0,1]

∣∣∣Pr
S
(|h(x)− h′(x)| > t)− Pr

T
(|h(x)− h′(x)| > t)

∣∣∣
Now in view of (4.6) and the definition of H̃, we have:

sup
h,h′∈H

sup
t∈[0,1]

∣∣∣Pr
S
(|h(x)− h′(x)| > t)− Pr

T
(|h(x)− h′(x)| > t)

∣∣∣
= sup

h̃∈H̃
|Pr

S
(h̃(x) = 1)− Pr

T
(h̃(x) = 1)|

= sup
A∈AH̃

|Pr
S
(A)− Pr

T
(A)|

= dH̃(DS,DT)

Combining all the inequalities above finishes the proof. �

Lemma 4.4.2. Let H ⊆ [0, 1]X and D be any distribution over X . For any h, h′, h′′ ∈ H, we have
εD(h, h′) ≤ εD(h, h′′) + εD(h′′, h′).

Proof.

εD(h, h′) = Ex∼D[|h(x)− h′(x)|] = Ex∼D[|h(x)− h′′(x) + h′′(x)− h′(x)|]
≤ Ex∼D[|h(x)− h′′(x)|+ |h′′(x)− h′(x)|] = εD(h, h′′) + εD(h′′, h′)

�

Theorem 4.4.1. Let 〈DS, fS〉 and 〈DT, fT〉 be the source and target domains, respectively. For any function
classH ⊆ [0, 1]X , and ∀h ∈ H, the following inequality holds:

εT(h) ≤ εS(h) + dH̃(DS,DT) + min{EDS [| fS − fT|], EDT [| fS − fT|]}.
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Proof. On one hand, with Lemma 8.2.1 and Lemma 4.4.2, we have ∀h ∈ H:

εT(h) = εT(h, fT) ≤ εS(h, fT) + dH̃(DS,DT) ≤ εS(h) + εS( fS, fT) + dH̃(DS,DT).

On the other hand, by changing the order of two triangle inequalities, we also have:

εT(h) = εT(h, fT) ≤ εT(h, fS) + εT( fS, fT) ≤ εS(h) + εT( fS, fT) + dH̃(DS,DT).

Realize that by definition εS( fS, fT) = EDS [| fS − fT|] and εT( fS, fT) = EDT [| fS − fT|]. Combining the
above two inequalities completes the proof. �

Lemma 4.4.3. LetH ⊆ [0, 1]X , then for all δ > 0, w.p. at least 1− δ, the following inequality holds for
all h ∈ H: εS(h) ≤ ε̂S(h) + 2RadS(H) + 3

√
log(2/δ)/2n.

Proof. Consider the source domain DS. For ∀h ∈ H, define the loss function ` : X → [0, 1] as
`(x) := |h(x)− fS(x)|. First, we know that RadS(H− fS) = RadS(H) where we slightly abuse the
notationH− fS to mean the family of functions {h− fS | ∀h ∈ H}:

RadS(H− fS) = Eσσσ

[
sup

h′∈H− fS

1
n

n

∑
i=1

σih′(xi)

]
= Eσσσ

[
sup
h∈H

1
n

n

∑
i=1

σi(h(xi)− fS(xi))

]
= Eσσσ

[
sup
h∈H

1
n

n

∑
i=1

σih(xi)

]
+ Eσσσ

[
1
n

n

∑
i=1

σi fS(xi)

]
= RadS(H)

Observe that the function φ : t→ |t| is 1-Lipschitz continuous, then by Ledoux-Talagrand’s contraction
lemma, we can conclude that

RadS(φ ◦ (H− fS)) ≤ RadS(H− fS) = RadS(H)

Using Lemma 2.6.1 with the above arguments and realize that εS(h) = Ex∼DS [|h(x)− fS(x)|] finishes
the proof. �

Lemma 4.4.4. Let H̃, D and D̂ be defined above, then for all δ > 0, w.p. at least 1− δ, the following
inequality holds for all h ∈ H̃: ED [Ih] ≤ ED̂ [Ih] + 2RadS(H̃) + 3

√
log(2/δ)/2n.

Proof. Note that Ih ∈ {0, 1}, hence this lemma directly follows Lemma 2.6.1. �

Lemma 4.4.5. Let H̃, D,D′ and D̂, D̂′ be defined above, then for ∀δ > 0, w.p. at least 1− δ, for ∀h ∈ H̃:

dH̃(D,D′) ≤ dH̃(D̂, D̂′) + 4RadS(H̃) + 6
√

log(4/δ)/2n.

Proof. By the triangular inequality of dH̃(·, ·), we have:

dH̃(D,D′) ≤ dH̃(D, D̂) + dH̃(D̂, D̂′) + dH̃(D̂′,D′).
Now with Lemma 4.4.4, we know that with probability ≥ 1− δ/2, we have:

dH̃(D, D̂) ≤ 2RadS(H̃) + 3
√

log(4/δ)/2n.

Similarly, with probability ≥ 1− δ/2, the following inequality also holds:

dH̃(D′, D̂′) ≤ 2RadS(H̃) + 3
√

log(4/δ)/2n.

A union bound to combine the above two inequalities then finishes the proof. �
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Theorem 4.4.2. Let 〈DS, fS〉 and 〈DT, fT〉 be the source and target domains, and let D̂S, D̂T be the
empirical source and target distributions constructed from sample S = {SS, ST}, each of size n. Then for
anyH ⊆ [0, 1]X and ∀h ∈ H:

εT(h) ≤ ε̂S(h) + dH̃(D̂S, D̂T) + 2RadS(H) + 4RadS(H̃)

+ min{EDS [| fS − fT|], EDT [| fS − fT|]}

+ O
(√

log(1/δ)/n
)

,

where H̃ := {sgn(|h(x)− h′(x)| − t)|h, h′ ∈ H, t ∈ [0, 1]}.

Proof. By Theorem 4.4.1, the following inequality holds:

εT(h) ≤ εS(h) + dH̃(DS,DT) + min{EDS [| fS − fT|], EDT [| fS − fT|]}.

To get probabilistic bounds for both εS(h) and dH̃(DS,DT), we apply Lemma 4.4.3 and Lemma 4.4.5,
respectively. The final step, again, is to use a union bound to combine all the inequalities above, which
completes the proof. �

Lemma 4.4.6. LetDZ
S andDZ

T be two distributions over Z and letDY
S andDY

T be the induced distributions
over Y by function h : Z 7→ Y , then

dJS(DY
S ,DY

T ) ≤ dJS(DZ
S ,DZ

T ). (4.3)

Proof. Let B be a uniform random variable taking value in {0, 1} and let the random variable YB with
distributionDY

B (resp. ZB with distributionDZ
B ) be the mixture ofDY

S andDY
T (resp. DZ

S andDZ
T ) according

to B. We know that:

DJS(DZ
S ‖ DZ

T ) = I(B; ZB), and DJS(DY
S ‖ DY

T ) = I(B; YB). (4.7)

Since DY
S (resp. DY

T ) is induced by the function h : Z 7→ Y from DZ
S (resp. DZ

T ), by linearity, we also
have DY

B is induced by h from DZ
B . Hence YB = h(ZB) and the following Markov chain holds:

B→ ZB → YB.

Apply the data processing inequality (Lemma 2.6.4), we have

DJS(DZ
S ‖ DZ

T ) = I(B; ZB) ≥ I(B; YB) = DJS(DY
S ‖ DY

T ).

Taking square root on both sides of the above inequality completes the proof. �

Lemma 4.4.7. Let Y = f (X) ∈ {0, 1} where f (·) is the labeling function and Ŷ = h(g(X)) ∈ {0, 1}
be the prediction function, then dJS(DY,DŶ) ≤

√
ε(h ◦ g).
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Proof.

dJS(DY,DŶ) =
√

DJS(DY,DŶ)

≤
√
‖DY −DŶ‖1/2 (Lemma 2.6.3)

=
√(
|Pr(Y = 0)− Pr(Ŷ = 0)|+ |Pr(Y = 1)− Pr(Ŷ = 1)|

)
/2

=
√
|Pr(Y = 1)− Pr(Ŷ = 1)|

=
√
|EX[ f (X)]−EX[h(g(X))]|

≤
√

EX[| f (X)− h(g(X))|]

=
√

ε(h ◦ g)

�

Lemma 4.4.8. Suppose the Markov chain X
g−→ Z h−→ Ŷ holds, then

dJS(DY
S ,DY

T ) ≤ dJS(DZ
S ,DZ

T ) +
√

εS(h ◦ g) +
√

εT(h ◦ g).

Proof. Since X
g−→ Z h−→ Ŷ forms a Markov chain, by Lemma 4.4.6, the following inequality holds:

dJS(DŶ
S ,DŶ

T ) ≤ dJS(DZ
S ,DZ

T ).

On the other hand, since dJS(·, ·) is a distance metric, we also have:

dJS(DY
S ,DY

T ) ≤ dJS(DY
S ,DŶ

S )+ dJS(DŶ
S ,DŶ

T )+ dJS(DŶ
T ,DY

T ) ≤ dJS(DY
S ,DŶ

S )+ dJS(DZ
S ,DZ

T )+ dJS(DŶ
T ,DY

T ).

Applying Lemma 4.4.7 to both dJS(DY
S ,DŶ

S ) and dJS(DŶ
T ,DY

T ) then finishes the proof. �

Theorem 5.2.1. Suppose the condition in Lemma 4.4.8 holds and dJS(DY
S ,DY

T ) ≥ dJS(DZ
S ,DZ

T ), then:

εS(h ◦ g) + εT(h ◦ g) ≥ 1
2

(
dJS(DY

S ,DY
T )− dJS(DZ

S ,DZ
T )
)2

.

Proof. In view of the result in Theorem 4.4.8, applying the AM-GM inequality, we have:√
εS(h ◦ g) +

√
εT(h ◦ g) ≤

√
2 (εS(h ◦ g) + εT(h ◦ g)).

Now since dJS(DY
S ,DY

T ) ≥ dJS(DZ
S ,DZ

T ), simple algebra shows

εS(h ◦ g) + εT(h ◦ g) ≥ 1
2

(
dJS(DY

S ,DY
T )− dJS(DZ

S ,DZ
T )
)2

.

�

60



4.7 Conclusion

In this chapter we theoretically and empirically study the important problem of learning invariant represen-
tations for domain adaptation. We show that learning an invariant representation and achieving a small
source error is not enough to guarantee target generalization. We then prove both upper and lower bounds
for the target and joint errors, which directly translate to sufficient and necessary conditions for the success
of adaptation. We believe our results take an important step towards understanding deep domain adaptation,
and also stimulate future work on the design of stronger deep domain adaptation algorithms that align
conditional distributions. Another interesting direction for future work is to characterize what properties
the feature transformation function should have in order to decrease the conditional shift. It is also worth
investigating under which conditions the label distributions can be aligned without explicit labeled data
from the target domain.
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Chapter 5

Domain Adaptation with Conditional
Distribution Matching under Generalized
Label Shift

In this chapter, we extend a recent upper-bound on the performance of adversarial domain adaptation to
multi-class classification and more general discriminators. We then propose generalized label shift (GLS)
as a way to improve robustness against mismatched label distributions. GLS states that, conditioned on
the label, there exists a representation of the input that is invariant between the source and target domains.
Under GLS, we provide theoretical guarantees on the transfer performance of any classifier. We also devise
necessary and sufficient conditions for GLS to hold. The conditions are based on the estimation of the
relative class weights between domains and on an appropriate reweighting of samples. Guided by our
theoretical insights, we modify three widely used algorithms, JAN, DANN and CDAN and evaluate their
performance on standard domain adaptation tasks where our method outperforms the base versions. We
also demonstrate significant gains on artificially created tasks with large divergences between their source
and target label distributions.
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5.1 Introduction

In spite of impressive successes, most deep learning models (Goodfellow et al., 2017) rely on huge amounts
of labelled data and their features have proven brittle to distribution shifts (McCoy et al., 2019; Yosinski
et al., 2014). Building more robust models, that learn from fewer samples and/or generalize better out-of-
distribution is the focus of many recent works (Arjovsky et al., 2019; Bachman et al., 2019; Yaghoobzadeh
et al., 2019). The research direction of interest to this paper is that of domain adaptation, which aims at
learning features that transfer well between domains.

We focus in particular on the unsupervised domain adaptation setting (UDA), where the algorithm has
access to labelled samples from a source domain and unlabelled data from a target domain. Its objective
is to train a model that generalizes well to the target domain. Building on advances in adversarial learn-
ing (Goodfellow et al., 2014), adversarial domain adaptation (ADA) leverages the use of a discriminator to
learn an intermediate representation that is invariant between the source and target domains. Simultaneously,
the representation is paired with a classifier, trained to perform well on the source domain (Ganin et al.,
2016; Liu et al., 2019; Tzeng et al., 2017; Zhao et al., 2018b). ADA is rather successful on a variety of tasks,
however, recent work has proven an upper bound on the performance of existing algorithms when source
and target domains have mismatched label distributions (Zhao et al., 2019h). Label, or prior probability,
shift is a property of two domains for which the marginal label distributions differ, but the conditional
distributions of input given label stay the same across domains (Storkey, 2009; Zhang et al., 2015b).

In this chapter, we study domain adaptation under mismatched label distributions and design methods
that are robust in that setting. Our contributions are the following. First, we extend the upper bound by Zhao
et al. (2019h) to k-class classification and to conditional domain adversarial networks, a recently introduced
domain adaptation algorithm (Long et al., 2018). Second, we introduce generalized label shift (GLS), a
broader version of the standard label shift where conditional invariance between source and target domains
is placed in representation rather than input space. Third, we derive performance guarantees for algorithms
that seek to enforce GLS via learnt feature transformations, in the form of upper bounds on the error
gap and the joint error of the classifier on the source and target domains. Those performance guarantees
suggest principled modifications to ADA to improve its robustness to mismatched label distributions. The
modifications rely on estimating the class ratios between source and target domains and use those as
importance weights in the adversarial and classification objectives. The importance weights estimation is
performed using a method from Lipton et al. (2018). Following the theoretical insights, we devise three
new algorithms, based on DANNs (Ganin et al., 2016), JANs (Long et al., 2017) and CDANs (Long et al.,
2018). We apply our variants to artificial UDA tasks with large divergences between label distributions, and
demonstrate significant performance gains compared to the algorithms’ base versions. Finally, we evaluate
them on standard domain adaptation tasks (for which the divergence between label distribution is rather
limited) and show improved performance as well.

5.2 Preliminaries

Notation and Setup In this chapter we focus on the general k-class classification problem. We use
X and Y to denote the input and output space, respectively. Similarly, Z stands for the representation
space induced from X by a feature transformation g : X 7→ Z . Accordingly, we use X, Y, Z to denote
random variables which take values in X ,Y ,Z . In this work, domain corresponds to a distribution on the
input space X and output space Y , and we use DS (resp. DT) to denote the source (resp. target) domain.
Noticeably, this corresponds to a stochastic setting, which is stronger than the deterministic one studied
in Ben-David et al. (2007, 2010); Zhao et al. (2019h). A hypothesis is a function h : X → [k]. The error
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of a hypothesis h under distribution DS is defined as: εS(h) := PrDS(h(X) 6= Y), i.e., the probability that
h disagrees with Y under DS.

Domain Adaptation via Invariant Representations For source (DS) and target (DT) domains, we use
DX

S , DX
T , DY

S and DY
T to denote the marginal data and label distributions. In UDA, the algorithm has

access to n labeled points {(xi, yi)}n
i=1 ∈ (X ×Y)n and m unlabeled points {xj}m

j=1 ∈ X m sampled
i.i.d. from the source and target domains. Inspired by Ben-David et al. (2010), a common approach is to
learn representations invariant to the domain shift. Letting g : X 7→ Z be a feature transformation and
h : Z 7→ Y a hypothesis on the feature space, the goal of domain invariant representations (Ganin et al.,
2016; Tzeng et al., 2017; Zhao et al., 2018c) is to find a function g that induces similar distributions on DS
and DT. Simultaneously, g is required to preserve rich information about the target task so that εS(h ◦ g) is
small. The above process results in the following Markov chain:

X
g−→ Z h−→ Ŷ, (5.1)

with Ŷ = h(g(X)). We let DZ
S , DZ

T , DŶ
S and DŶ

T denote the pushforwards of DS and DT by g and h ◦ g.
Invariance in feature space is defined as minimizing a distance or divergence between the source and target
feature distributions.

Table 5.2.1: Common assumptions in the domain adaptation literature.

Covariate Shift Label Shift

DX
S 6= DX

T DY
S 6= DY

T
∀x ∈ X ,DS(Y | X = x) = DT(Y | X = x) ∀y ∈ Y ,DS(X | Y = y) = DT(X | Y = y)

Adversarial Domain Adaptation Invariance is often attained by training a discriminator d : Z 7→ [0, 1]
to predict whether a representation z is from the source or target domain. g is then trained both to maximize
the discriminator loss and to minimize the classification loss of h ◦ g on the source domain (h is also trained
with the latter objective).

This leads in particular to domain-adversarial neural networks (Ganin et al., 2016, DANN), where g, h
and d are parameterized with neural networks: gθ , hφ and dψ. dψ outputs the probability to be from the
source domain, while hφ outputs the probability to belong to each class. The discriminator loss LDA and
classification loss LC are simply cross-entropies. dψ, resp. gθ , are then trained to minimize, resp. maximize
LDA, while hφ and gθ minimize LC (see Algo. 2 and Appendix 5.A.4 for details).

Building on DANN, conditional domain adversarial networks (Long et al., 2018, CDAN) use the same
adversarial paradigm. However, the discriminator now takes as input the outer product, for a given x,
between the predictions of the network h(g(x)) and its representation g(x). In other words, d acts on the
outer product:

h⊗ g(x) := (h1(g(x)) · g(x), . . . , hk(g(x)) · g(x))

rather than on g(x) (where hi denotes the i-th element of vector h). We now highlight a limitation of
DANNs and CDANs.
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An Information-Theoretic Lower Bound Let DJS denote the Jensen-Shanon divergence between two
distributions (see Appendix 5.5.1 for details), and let Z̃ correspond to Z (for DANN) or to Ŷ ⊗ Z (for
CDAN). The following theorem gives a lower bound on the joint error of the classifier on the source and
target domains:
Theorem 5.2.1. Suppose that the Markov chain in (5.1) holds, and that DJS(DY

S ‖ DY
T ) ≥ DJS(DZ̃

S ‖ DZ̃
T ),

then:

εS(h ◦ g) + εT(h ◦ g) ≥ 1
2

(√
DJS(DY

S ‖ DY
T )−

√
DJS(DZ̃

S ‖ DZ̃
T )

)2

.

Remark Remarkably, the above lower bound is algorithm-independent. It is also a population-level
result and holds asymptotically with increasing data; large data does not help. Zhao et al. (2019h) prove
the theorem for k = 2 and Z̃ = Z, i.e., for DANN on binary classification. We extend it to CDAN and
arbitrary k (see Appendix 5.5.3 for the proof). Assuming that label distributions differ between source and
target domains, the lower bound in Theorem 5.2.1 says that:

For both DANN and CDAN, the better the alignment of marginal feature distributions, the
worse the sum of errors on source and target domains.

Notably, for an invariant representation (DJS(DZ̃
S ,DZ̃

T ) = 0) with no source error, the target error
will be larger than DJS(DY

S ,DY
T )/2. Put another way, algorithms learning invariant representations and

minimizing the source empirical risk are fundamentally flawed when marginal label distributions differ
between source and target domains.

Intuitively, CDAN also suffers from an intrinsic lower bound because while its discriminator d takes
into account the predicted output distribution, Ŷ is still a function of X1. All the information available
to the discriminator comes from X. From an information-theoretic perspective, to circumvent the above
tradeoff between distribution alignment and target error minimization, it is necessary to incorporate the
ground-truth label distributions (DY

S and DY
T ) into the discriminator.

Common Assumptions to Tackle Domain Adaptation Domain adaptation requires assumptions about
the data to be possible. Two common ones are covariate shift and label shift. They correspond to different
ways of decomposing the joint distribution over X×Y, as detailed in Table 5.2.1. From the perspective of
representation learning, it has been demonstrated that covariate shift is not robust to feature transformation,
and can lead to an effect called negative transfer (Zhao et al., 2019h). At the same time, label shift clearly
fails in most practical applications. Consider, for instance, transferring knowledge from synthetic to real
images (Visda, 2017): the supports of the input distributions are actually disjoint. In this chapter, we focus
on label shift and propose a solution to the above problem.

5.3 Main Results

In light of the limitations of existing assumptions, (e.g. covariate shift and label shift), we propose
generalized label shift (GLS), a relaxation of label shift that substantially improves its applicability. We
first discuss some of its properties and explain why the assumption is favorable in domain adaptation based
on representation learning. Motivated by GLS, we then present a novel error decomposition theorem that
directly suggests a bound minimization framework for domain adaptation. The framework is naturally
compatible with F -integral probability metrics (Müller, 1997, F -IPM) and generates a family of domain

1Thm.5.2.1 actually holds for any Z̃ s.t. Ŷ = h̃(Z̃), see Appendix 5.5.3.
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adaptation algorithms by choosing various function classes F . In a nutshell, the proposed framework
applies Lipton et al. (2018)’s method-of-moments to estimate the importance weight w of the marginal
label distributions by solving a quadratic program (QP), and then uses w to align the weighted source
feature distribution with the target feature distribution.

5.3.1 Generalized Label Shift

Definition 5.3.1 (Generalized Label Shift, GLS). A representation Z = g(X) satisfies GLS if

DS(Z | Y = y) = DT(Z | Y = y), ∀y ∈ Y . (5.2)

First, we note that when g is the identity map, i.e. Z = X, the above definition of GLS reduces to
the original label shift assumption. Next, GLS is always achievable for any distribution pair (DS,DT):
any constant function g ≡ c ∈ R satisfies the above definition. The most important property of GLS is
arguably that, unlike label shift, the above definition is compatible with a perfect classifier in the noiseless
case. More specifically, suppose there exists a ground-truth labeling function h∗ such that Y = h∗(X); then
h∗ satisfies GLS. As a comparison, without conditioning on Y = y, the optimal labeling function does not
satisfy DS(h∗(X)) = DT(h∗(X)) if the marginal label distributions are different across domains. This
observation is also consistent with the lower bound in Theorem 5.2.1, which holds for arbitrary marginal
label distributions.

GLS imposes label shift in the feature space Z instead of the original input space X . Conceptually,
although samples from the same classes in the source and target domain can be dramatically different,
the hope is to find an intermediate representation for both domains in which samples from a given class
look similar to one another. Taking digit classification as an example and assuming the feature variable Z
corresponds to the contour of a digit, it is possible that by using different contour extractors for e.g. MNIST
and USPS, those contours look roughly the same in both domains. Technically, GLS can be facilitated by
having separate representation extractors gS and gT for source and target2 (Bousmalis et al., 2016; Tzeng
et al., 2017).

5.3.2 An Error Decomposition Theorem based on GLS

Before delving into practical ways to enforce GLS, we provide performance guarantees for models that
satisfy it, in the form of upper bounds on the error gap and on the joint error between source and target
domains. The bound requires the following two concepts:
Definition 5.3.2 (Balanced Error Rate). The balanced error rate (BER) of predictor Ŷ on domain DS is:

BERDS(Ŷ ‖ Y) := max
j∈[k]
DS(Ŷ 6= Y | Y = j). (5.3)

Definition 5.3.3 (Conditional Error Gap). Given a joint distribution D, the conditional error gap of a
classifier Ŷ is ∆CE(Ŷ) := maxy 6=y′∈Y2 |DS(Ŷ = y′ | Y = y)−DT(Ŷ = y′ | Y = y)|.

When GLS and the Markov chain in (5.1) hold, the conditional error gap is equal to 0. The next
theorem gives an upper bound on the error gap between source and target; it can also be used to obtain a
generalization upper bound on the target risk.
Theorem 5.3.1. (Error Decomposition Theorem) For any classifier Ŷ = (h ◦ g)(X),

|εS(h ◦ g)− εT(h ◦ g)| ≤ ‖DY
S −DY

T‖1 · BERDS(Ŷ ‖ Y) + 2(k− 1)∆CE(Ŷ),

where ‖DY
S −DY

T‖1 := ∑k
i=1 |DS(Y = i)−DT(Y = i)| is the L1 distance between DY

S and DY
T .

2For x ∈ DS (resp. x ∈ DT), z = gS(x) (resp. z = gT(x)).
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Remark The upper bound in Theorem 5.3.1 provides a way to decompose the error gap between source
and target domains. Additionally, with such a bound, we can immediately obtain a generalization bound
of the target risk εT(h). The upper bound contains two terms. The first one, ‖DY

S −DY
T‖1, measures the

distance between the marginal label distributions across domains, and is a constant that only depends on
the adaptation problem itself. It also contains BER, a reweighted classification performance on the source
domain. The second term, ∆CE(Ŷ), by definition, measures the distance between the family of conditional
distributions Ŷ | Y. In other words, the above upper bound is oblivious to the optimal labeling functions in
feature space. This is in sharp contrast with upper bounds from previous work (Ben-David et al., 2010,
Theorem 2), (Zhao et al., 2019h, Theorem 4.1), which essentially decompose the error gap in terms of
the distance between the marginal feature distributions (DZ

S , DZ
T ) and the optimal labeling functions ( f Z

S ,
f Z
T ). Because the optimal labeling function in feature space depends on Z and is unknown in practice,

such decomposition is not very informative. As a comparison, Theorem 5.3.1 provides a decomposition
orthogonal to previous results and does not require knowledge about unknown optimal labeling functions
in feature space.

Notably, the balanced error rate, BERDS(Ŷ ‖ Y), only depends on samples from the source domain,
hence we can seek to minimize it in order to minimize the upper bound. Furthermore, using a data-
processing argument, the conditional error gap ∆CE(Ŷ), can be minimized by aligning the conditional
feature distributions across domains. Putting everything together, the upper bound on the error difference
between source and target domains suggests that, in order to minimize the error gap, it suffices to align the
conditional distributions Z | Y = y while simultaneously minimizing the balanced error rate. In fact, under
the assumption that the conditional distributions are perfectly aligned (i.e., under GLS), we can prove a
stronger result, guaranteeing that the joint error is small:
Theorem 5.3.2. If Z = g(X) satisfies GLS, then for any h : Z → Y and letting Ŷ = h(Z) be the
predictor, we have εS(Ŷ) + εT(Ŷ) ≤ 2BERDS(Ŷ ‖ Y).

Remark Theorems 5.3.1 and 5.3.2 imply that if the conditional feature distributions are aligned, then
both the source and target error will be bounded by BERDS(Ŷ ‖ Y). This suggests seeking models that
simultaneously verify GLS and minimize BERDS(Ŷ ‖ Y). Since the balanced error rate only depends on
the source domain, using labeled samples from the source domain is sufficient to minimize it.

5.3.3 Conditions for Generalized Label Shift

The main difficulty in applying a bound minimization algorithm inspired by Theorem 5.3.1 is that we do
not have access to labels from the target domain in UDA3, so we cannot directly align the conditional label
distributions. Below, we provide a necessary condition for GLS that avoids the need to explicitly align the
conditional feature distributions.
Definition 5.3.4. Assuming DS(Y = y) > 0, ∀y ∈ Y , we let w ∈ Rk denote the importance weights of
the target and source label distributions:

wy :=
DT(Y = y)
DS(Y = y)

, ∀y ∈ Y . (5.4)

Given the importance weights vector, a necessary condition implied by GLS is expressed in the
following lemma.
Lemma 5.3.1. Assuming Z = g(X) satisfies GLS, thenDT(Z) = ∑y∈Y wy · DS(Z, Y = y) =: Dw

S (Z).

3Though it could be used directly if we have a few target labels.
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Compared to previous work that attempts to align DT(Z) with DS(Z) using adversarial discrimina-
tors (Ganin et al., 2016) or maximum mean discrepancy (MMD) (Long et al., 2015), Lemma 5.3.1 suggests
that we should instead align DT(Z) with the reweighted marginal distribution Dw

S (Z).
Reciprocally, one may be interested to know when perfectly aligned target feature distribution and

reweighted source feature distribution imply GLS. The following theorem gives a sufficient condition to
answer this question:
Theorem 5.3.3. (Clustering structure implies sufficiency) Let Z = g(X) such that DT(Z) = Dw

S (Z).
Assume DT(Y = y) > 0, ∀y ∈ Y . If there exists a partition of Z = ∪y∈YZy such that ∀y ∈ Y ,
DS(Z ∈ Zy | Y = y) = DT(Z ∈ Zy | Y = y) = 1, then Z = g(X) satisfies GLS.

Remark Theorem 5.3.3 shows that if there exists a partition of the feature space such that instances
with the same label are within the same component, then aligning the target feature distribution with the
reweighted source feature distribution implies GLS. While this clustering assumption may seem strong, it
is consistent with the goal of reducing classification error: if such a clustering exists, then there also exists
a perfect predictor based on the feature Z = g(X), i.e., the cluster index.

We now consider CDAN, an algorithm particularly well-suited for conditional alignment. As described
in Section 5.2, the CDAN discriminator seeks to match DS(Ŷ ⊗ Z) with DT(Ŷ ⊗ Z). This objective
is very aligned with GLS: let us first assume for argument’s sake that Ŷ is a perfect classifier on both
domains. For any sample (x, y), ŷ ⊗ z is thus a matrix of 0s except on the y-th row, which contains
z. When label distributions match, the effect of fooling the discriminator will result in representations
such that the matrices Ŷ ⊗ Z are equal on the source and target domains. In other words, the model
is such that Z | Y match: it verifies GLS (see Thm. 5.3.4 below with w = 1). On the other hand, if
the label distributions differ, fooling the discriminator actually requires mislabelling certain samples (a
fact quantified in Thm. 5.2.1). We now provide a sufficient condition for GLS under a modified CDAN
objective (see proofs in Appendix 5.5.8).
Theorem 5.3.4. Let Ŷ = h(Z), γ := miny∈Y DT(Y = y) and wM := max

y∈Y
wy. For Z̃ = Ŷ ⊗ Z, we

have:

max
y∈Y

dTV(DS(Z | Y = y),DT(Z | Y = y)) ≤

1
γ

(
wMεS(Ŷ) + εT(Ŷ) +

√
2DJS(Dw

S (Z̃),DT(Z̃))
)

.

Theorem 5.3.4 suggests that CDANs should match Dw
S (Ŷ⊗ Z) with DT(Ŷ⊗ Z) to make them robust

to mismatched label distributions. In fact, the above upper bound not only applies to CDAN, but also to
any algorithm that aims at learning domain-invariant representations4.
Theorem 5.3.5. With the same notation as Thm. 5.3.4:

max
y∈Y

dTV(DS(Z | Y = y),DT(Z | Y = y)) ≤

1
γ
×
{

inf
Ŷ

(
wMεS(Ŷ) + εT(Ŷ)

)
+
√

8DJS(Dw
S (Z),DT(Z))

}
.

Remark It is worth pointing out that Theorem 5.3.5 extends Theorem 5.3.3 by incorporating the clustering
assumption as the optimal joint error that is achievable by any classifier based on the representations. In

4Thm. 5.3.4 does not stem from Thm. 5.3.5 since the LHS of Thm. 5.3.4 applies to Z, not to Z̃, and in its RHS, Z̃ depends on
Ŷ.
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particular, if the clustering structure assumption holds in Theorem 5.3.3, then the optimal joint error is
0, which means that the first term on the R.H.S of Thm 5.3.5 becomes 0, hence in this case aligning the
reweighted feature distributions also implies GLS.

5.3.4 Estimating the Importance Weights w

Inspired by the moment matching technique to estimate w under label shift (Lipton et al., 2018), we
propose a method to get w under GLS by solving a quadratic program (QP).
Definition 5.3.5. We let C ∈ R|Y|×|Y| denote the confusion matrix of the classifier on the source domain
and µ ∈ R|Y| the distribution of predictions on the target one, ∀y, y′ ∈ Y :

Cy,y′ := DS(Ŷ = y, Y = y′), µy := DT(Ŷ = y).

The following lemma is adapted from Lipton et al. (2018) to give a consistent estimate of w under
GLS; its proof can be found in Appendix 5.5.9.
Lemma 5.3.2. If GLS is verified, and if the confusion matrix C is invertible, then w = C−1µ.

The key insight from Lemma 5.3.2 is that, in order to estimate the importance vector w under GLS,
we do not need access to labels from the target domain. It is however well-known that matrix inversion is
numerically unstable, especially with finite sample estimates Ĉ and µ̂ of C and µy

5. We propose to solve
instead the following QP (written as QP(Ĉ, µ̂)), whose solution will be consistent if Ĉ→ C and µ̂→ µ:

minimize
w

1
2
‖µ̂− Ĉw‖2

2

subject to w ≥ 0, wTDS(Y) = 1.
(5.5)

The above QP can be efficiently solved in time O(|Y|3), with |Y| small and constant. Furthermore, by
construction, the solution of the above QP is element-wise non-negative, even with limited amounts of data
to estimate C and µy.

5.3.5 F -IPM for Distributional Alignment

In order to align the target feature distribution and the reweighted source feature distribution as suggested
by Lemma 5.3.1, we now provide a general framework using the integral probability metric (Müller, 1997,
IPM).
Definition 5.3.6. Let F be a family of real-value functions. The F -IPM between two distributions D and
D′ is

dF (D,D′) := sup
f∈F
|EX∼D[ f (X)]−EX∼D′ [ f (X)]|. (5.6)

By approximating any function class F using parametrized models, e.g., neural networks, we obtain
a general framework for domain adaptation by aligning reweighted source feature distribution and target
feature distribution, i.e. by minimizing dF (DT(Z̃),Dw

S (Z̃)). In particular, by choosing F = { f :
‖ f ‖∞ ≤ 1}, dF reduces to total variation and the definition (5.6) of IPM becomes the negative sum
of Type-I and Type-II errors (up to a constant) in distinguishing between D and D′. This leads to our
first algorithm IWDAN (cf. Section 5.4.1), an improved variant DANN algorithm that also takes into
account the difference between label distributions. Similarly, by instantiating F to be the set of bounded
norm functions in a RKHS H (Gretton et al., 2012), we obtain maximum mean discrepancy methods,
leading to IWJAN (cf. Section 5.4.1), a variant of JAN (Long et al., 2017) for UDA. Below, we provide a
comprehensive empirical evaluation of these variants.

5In fact, ŵ = Ĉ−1
µ̂ is not even necessarily non-negative.

70



Algorithm 2 Importance-Weighted Domain Adaptation

1: Input: source data (xS, yS), target data xT, representation gθ , classifier hφ and discriminator dψ

2: Input: epochs E, batches per epoch B, batch size s
3: Initialize w1 = 1
4: for t = 1 to E do
5: Initialize Ĉ = 0, µ̂ = 0
6: for b = 1 to B do
7: Sample batches (xi

S, yi
S) and (xi

T)
8: Maximize Lwt

DA w.r.t. θ, minimize Lwt
DA w.r.t. ψ and minimize Lwt

C w.r.t. θ and φ
9: for i = 1 to s do

10: Ĉ·yi
S
← Ĉ·yi

S
+ hφ(gθ(xi

S)) (yi
S-th column)

11: µ̂← µ̂ + hφ(gθ(xi
T))

12: end for
13: end for
14: Ĉ← Ĉ/sB and µ̂← µ̂/sB
15: wt+1 = λ ·QP(Ĉ, µ̂) + (1− λ)wt
16: end for

5.4 Practical Implementation

5.4.1 Algorithms

In the sections above, we have shown a way to estimate the reweighting vector w and defined necessary
and sufficient conditions on the source and target feature distributions for GLS to hold. Together, they
suggest simple algorithms based on representation learning:

1. Estimate w on the fly during training,

2. Align the feature distributions Z̃ of the target domain with the reweighted feature distribution of the
source domain and,

3. Minimize the balanced error rate.
Computing w requires building estimators Ĉ and µ̂ from finite samples of C and µ. We do so by averaging
during each successive epochs the predictions of the classifier on the source and target data. This step
corresponds to the inner-most loop of Algorithm 2 (lines 9 to 12) and leads to estimations of Ĉ and µ̂. At
the end of each epoch, the reweighting vector w is updated, and the estimators reset to 0. We have found
empirically that using an exponential moving average of w performs better (line 15 in Alg. 2). The results
of our experiments all use a factor λ = 0.5.

With the importance weights w in hand, we can now define our first algorithm, Importance-Weighted
Domain Adversarial Network (IWDAN), that seeks to enforce the necessary condition in Lemma 5.3.1 (i.e.
to align Dw

S (Z) and DT(Z)) using a discriminator. All it requires is to modify the DANN losses LDA and
LC. For batches (xi

S, yi
S) and (xi

T) of size s, the weighted domain adaptation loss of IWDAN is:

Lw
DA(xi

S, yi
S, xi

T; θ, ψ) = −1
s

s

∑
i=1

wyi
S

log(dψ(gθ(xi
S))) + log(1− dψ(gθ(xi

T))). (5.7)

We verify in the Appendix, Lemma 5.5.1, that the standard adversarial domain adaptation framework to
Lw

DA indeed minimizes the JSD between Dw
S (Z) and DT(Z). Our second algorithm, Importance-Weighted

Joint Adaptation Networks (IWJAN) is based on JAN (Long et al., 2017) and follows the reweighting
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Figure 5.4.1: Gains of our algorithms versus their base versions for the 100 tasks described in Section 5.4
(IWDAN/IWCDAN on the left/right). The x-axis represents DJS(DY

S ,DY
T ), the JSD between label distri-

butions. Lines represent linear fits. The mean improvements over DANN (resp. CDAN) for IWDAN and
IWDAN-O (resp. IWCDAN and IWCDAN-O) are 6.55% and 8.14% (resp. 2.25% and 2.81%).

principle described in Section 5.3.5 with F a learnt RKHS (the exact JAN and IWJAN losses are specified
in Appendix 5.A.4). Finally, our third algorithm, based on CDAN, is Importance-Weighted Conditional
Domain Adversarial Network (IWCDAN). It follows Thm. 5.3.4, which suggests matching Dw

S (Ŷ⊗ Z)
with DT(Ŷ⊗ Z). This can be done by replacing the standard adversarial loss in CDAN with the one on
Eq. 5.7, where dψ takes as input (hφ ◦ gθ)⊗ gθ instead of gθ . The classifier loss for our three variants is:

Lw
C (xi

S, yi
S; θ, φ) = −1

s

s

∑
i=1

1
kDS(Y = y)

log(hφ(gθ(xi
S))yi

S
). (5.8)

This reweighting is suggested by our theoretical analysis from Section 5.3, where we seek to minimize the
balanced error rate BERD(Ŷ ‖ Y). We also define oracle versions, IWDAN-O, IWJAN-O and IWCDAN-O
where the weights w used in the losses are not estimated but computed using the true target label distribution.
It gives an idealistic version of the reweighting method, and allows to assess the soundness of GLS. IWDAN,
IWJAN and IWCDAN correspond to Alg. 2 with their respective loss functions on line 8, the oracle versions
simply use the true weights w instead of wt.

5.4.2 Experiments

We apply our three base algorithms, their importance weighted versions, and the associated oracles
to domain adaptation problems from the following datasets: Digits (MNIST ↔ USPS (Dheeru and
Karra Taniskidou, 2017; LeCun and Cortes, 2010)), Visda (2017), Office-31 (Saenko et al., 2010) and
Office-Home (Venkateswara et al., 2017)6. All values are averages over 5 runs.

Performance vs DJS First, we artificially generate a family of tasks from MNIST and USPS by consid-
ering various random subsets of the classes in either the source or target domain (see Appendix 5.A.5 for
details). This results in 100 domain adaptation tasks, with Jensen-Shannon divergences varying between 0
and 0.1. Applying IWDAN and IWCDAN results in Figure 5.4.1. We see a clear correlation between the

6Except for JAN, which is not available on Digits.
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Table 5.4.1: Average results on the various domains (Digits has 2 tasks, Visda 1, Office-31 6 and Office-
Home 12). The prefix s denotes the experiment where the source domain is subsampled to increase
DJS(DY

S ,DY
T ). Each number is a mean over 5 seeds, the subscript denotes the fraction of times (out of

5 seeds× #tasks) our algorithms outperform their base versions.

Method Digits sDigits Visda sVisda O-31 sO-31 O-H sO-H

No DA 77.17 75.67 48.39 49.02 77.81 75.72 56.39 51.34

DANN 93.15 83.24 61.88 52.85 82.74 76.17 59.62 51.83
IWDAN 94.90100% 92.54100% 63.52100% 60.18100% 83.9087% 82.60100% 62.2797% 57.61100%
IWDAN-O 95.27100% 94.46100% 64.19100% 62.10100% 85.3397% 84.41100% 64.68100% 60.87100%

CDAN 95.72 88.23 65.60 60.19 87.23 81.62 64.59 56.25
IWCDAN 95.9080% 93.22100% 66.4960% 65.83100% 87.3073% 83.88100% 65.6670% 61.24100%
IWCDAN-O 95.8590% 94.81100% 68.15100% 66.85100% 88.1490% 85.47100% 67.6498% 63.73100%

JAN N/A N/A 56.98 50.64 85.13 78.21 59.59 53.94
IWJAN N/A N/A 57.56100% 57.12100% 85.3260% 82.6197% 59.7863% 55.89100%
IWJAN-O N/A N/A 61.48100% 61.30100% 87.14100% 86.24100% 60.7392% 57.36100%

Table 5.4.2: Ablation study on the original and subsampled Digits data.

METHOD DIGITS SDIGITS

DANN 93.15 83.24
DANN + Lw

C 93.27 84.52
DANN + Lw

DA 95.31 94.41
IWDAN-O 95.27 94.46

CDAN 95.72 88.23
CDAN + Lw

C 95.65 91.01
CDAN + Lw

DA 95.42 93.18
IWCDAN-O 95.85 94.81

improvements provided by our algorithms and DJS(DY
S ,DY

T ), which is well aligned with Theorem 5.2.1.
Moreover, IWDAN outperforms DANN on the 100 tasks and IWCDAN bests CDAN on 94. Even on small
divergences, our algorithms do not suffer compared to their base versions.

Original Datasets Average results on each dataset are shown in Table 5.4.1 ( (see Tables in Ap-
pendix 5.A.2 for the per-task breakdown). Our weighted version IWDAN outperforms the basic algorithm
DANN by 1.75%, 1.64%, 1.16% and 2.65% on the Digits, Visda, Office-31 and Office-Home tasks re-
spectively. Gains for IWCDAN are more limited, but still present: 0.18%, 0.89%, 0.07% and 1.07%
respectively. This can be explained by the fact that, as mentioned above, CDAN already enforces a weak
form of GLS. Gains for JAN are 0.58%, 0.19% and 0.19%. Beyond mean performance, we show the
fraction of times (over all seeds and tasks) our variants outperform the original algorithms7. Even if gains
are small, our variants provide consistent improvements. Additionally, the oracle versions show larger

7On the original datasets, the variance between seeds is larger than the difference between algorithms, making it uninformative.
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improvements, which strongly supports enforcing GLS.

Subsampled datasets The original datasets have fairly balanced classes, making the JSD between source
and target label distributions DJS(DY

S ‖ DY
T ) rather small. To evaluate our algorithms on larger divergences,

we arbitrarily modify the source domains on all the tasks above by considering only 30% of the samples
coming from the first half of the classes. This results in much larger divergences. Performance is shown in
Table 5.4.1. For IWDAN, we see gains of 9.3%, 7.33%, 6.43% and 5.58% on the digits, Visda, Office-31
and Office-Home datasets respectively. For IWCDAN, improvements are 4.99%, 5.64%, 2.26% and 4.99%,
and IWJAN shows gains of 6.48%, 4.40% and 1.95%. Moreover, on all seeds and tasks but one, our variants
outperform their base versions. Here as well, the oracles perform even better.

Ablation Study Our algorithms have two components, a weighted adversarial loss Lw
DA and a weighted

classification loss Lw
C . In Table 5.4.2, we augment DANN and CDAN using those losses separately (with

the true weights). We observe that DANN benefits essentially from the reweighting of its adversarial loss
Lw

DA, the classification loss has little effect. For CDAN, gains are essentially seen on the subsampled
datasets. Both losses help, with a +2% extra gain for Lw

DA.

5.5 Proofs

In this section, we provide the theoretical material that completes the main text.

5.5.1 Definition

Definition 5.5.1. Let us recall that for two distributions D and D′, the Jensen-Shannon (JSD) divergence
DJS(D ‖ D′) is defined as:

DJS(D ‖ D′) :=
1
2

DKL(D ‖ DM) +
1
2

DKL(D′ ‖ DM),

where DKL(· ‖ ·) is the Kullback–Leibler (KL) divergence and DM := (D +D′)/2.

5.5.2 Consistency of the Weighted Domain Adaptation Loss (5.7)

For the sake of conciseness, we verify here that the domain adaptation training objective does lead to
minimizing the Jensen-Shannon divergence between the weighted feature distribution of the source domain
and the feature distribution of the target domain.
Lemma 5.5.1. Let p(x, y) and q(x) be two density distributions, and w(y) be a positive function such
that

∫
p(y)w(y)dy = 1. Let pw(x) =

∫
p(x, y)w(y)dy denote the w-reweighted marginal distribution

of x under p. The minimum value of

I(d) := E(x,y)∼p,x′∼q[−w(y) log(d(x))− log(1− d(x′))]

is log(4)− 2DJS(pw(x) ‖ q(x)), and is attained for d∗(x) = pw(x)
pw(x)+q(x) .
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Proof. We see that:

I(d) = −
∫∫∫

[w(y) log(d(x)) + log(1− d(x′))]p(x, y)q(x′)dxdx′dy (5.9)

= −
∫
[
∫

w(y)p(x, y)dy] log(d(x)) + q(x) log(1− d(x))dx (5.10)

= −
∫

pw(x) log(d(x)) + q(x) log(1− d(x))dx. (5.11)

From the last line, we follow the exact method from Goodfellow et al. (2014) to see that point-wise in x the
minimum is attained for d∗(x) = pw(x)

pw(x)+q(x) and that I(d∗) = log(4)− 2DJS(pw(x) ‖ q(x)). �

Applying Lemma 5.5.1 to DS(Z, Y) and DT(Z) proves that the domain adaptation objective leads to
minimizing DJS(Dw

S (Z) ‖ DT(Z)).

5.5.3 k-class information-theoretic lower bound

In this section, we prove Theorem 5.2.1 that extends previous result to the general k-class classification
problem.
Theorem 5.2.1. Suppose that the Markov chain in (5.1) holds, and that DJS(DY

S ‖ DY
T ) ≥ DJS(DZ̃

S ‖ DZ̃
T ),

then:

εS(h ◦ g) + εT(h ◦ g) ≥ 1
2

(√
DJS(DY

S ‖ DY
T )−

√
DJS(DZ̃

S ‖ DZ̃
T )

)2

.

Proof. We essentially follow the proof from Zhao et al. (2019h), except for Lemmas 4.6 that needs to be
adapted to the CDAN framework and Lemma 4.7 to k-class classification.

Lemma 4.6 from Zhao et al. (2019h) states that DJS(DŶ
S ,DŶ

T ) ≤ DJS(DZ
S ,DZ

T ), which covers the case
Z̃ = Z.

When Z̃ = Ŷ⊗ Z, let us first recall that we assume h or equivalently Ŷ to be a one-hot prediction of
the class. We have the following Markov chain:

X
g−→ Z h̃−→ Z̃ l−→ Ŷ,

where h̃(z) = h(z)⊗ z and l : Y ⊗Z → Y returns the index of the non-zero block in h̃(z). There is only
one such block since h is a one-hot, and its index corresponds to the class predicted by h. We can now
apply the same proof than in Zhao et al. (2019h) to conclude that:

DJS(DŶ
S ,DŶ

T ) ≤ DJS(DZ̃
S ,DZ̃

T ). (5.12)

It essentially boils down to a data-processing argument: the discrimination distance between two distri-
butions cannot increase after the same (possibly stochastic) channel (kernel) is applied to both. Here, the
channel corresponds to the (potentially randomized) function l.

Remark Additionally, we note that the above inequality holds for any Z̃ such that Ŷ = l(Z̃) for a
(potentially randomized) function l. This covers any and all potential combinations of representations at
various layers of the deep net, including the last layer (which corresponds to its predictions Ŷ).
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Let us move to the second part of the proof. We wish to show that DJS(DY,DŶ) ≤ ε(h ◦ g), where D
can be either DS or DT:

2DJS(DY,DŶ) ≤ ‖DY −DŶ‖1 (Lin, 1991)

=
k

∑
i=1
|D(Ŷ = i)−D(Y = i)|

=
k

∑
i=1
|

k

∑
j=1
D(Ŷ = i|Y = j)D(Y = j)−D(Y = i)|

=
k

∑
i=1
|D(Ŷ = i|Y = i)D(Y = i)−D(Y = i) + ∑

j 6=i
D(Ŷ = i|Y = j)D(Y = j)|

≤
k

∑
i=1
|D(Ŷ = i|Y = i)− 1|D(Y = i) +

k

∑
i=1

∑
j 6=i
D(Ŷ = i|Y = j)D(Y = j)

=
k

∑
i=1
D(Ŷ 6= Y|Y = i)D(Y = i) +

k

∑
j=1

∑
i 6=j
D(Ŷ = i|Y = j)D(Y = j)

= 2
k

∑
i=1
D(Ŷ 6= Y|Y = i)D(Y = i) = 2D(Ŷ 6= Y) = 2ε(h ◦ g). (5.13)

We can now apply the triangular inequality to
√

DJS, which is a distance metric (Endres and Schindelin,
2003), called the Jensen-Shannon distance. This gives us:√

DJS(DY
S ,DY

T ) ≤
√

DJS(DY
S ,DŶ

S ) +

√
DJS(DŶ

S ,DŶ
T ) +

√
DJS(DŶ

T ,DY
T )

≤
√

DJS(DY
S ,DŶ

S ) +
√

DJS(DZ̃
S ,DZ̃

T ) +

√
DJS(DŶ

T ,DY
T )

≤
√

εS(h ◦ g) +
√

DJS(DZ̃
S ,DZ̃

T ) +
√

εT(h ◦ g).

where we used Equation (5.12) for the second inequality and (5.13) for the third.
Finally, assuming that DJS(DY

S ,DY
T ) ≥ DJS(DZ̃

S ,DZ̃
T ), we get:(√

DJS(DY
S ,DY

T )−
√

DJS(DZ̃
S ,DZ̃

T )

)2

≤
(√

εS(h ◦ g) +
√

εT(h ◦ g)
)2

≤ 2 (εS(h ◦ g) + εT(h ◦ g)) .

which concludes the proof. �

5.5.4 Proof of Theorem 5.3.1

To simplify the notation, we define the error gap ∆ε(Ŷ) as follows:

∆ε(Ŷ) := |εS(Ŷ)− εT(Ŷ)|.

Also, in this case we use Da, a ∈ {S, T} to mean the source and target distributions respectively. Before
we give the proof of Theorem 5.3.1, we first prove the following two lemmas that will be used in the proof.
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Lemma 5.5.2. Define γa,j := Da(Y = j), ∀a ∈ {S, T}, ∀j ∈ [k], then ∀αj, β j ≥ 0 such that αj + β j = 1,
and ∀i 6= j, the following upper bound holds:

|γS,jDS(Ŷ = i | Y = j)− γT,jDT(Ŷ = i | Y = j)| ≤
|γS,j − γT,j| ·

(
αjDS(Ŷ = i | Y = j) + β jDT(Ŷ = i | Y = j)

)
+ γS,jβ j∆CE(Ŷ) + γT,jαj∆CE(Ŷ).

Proof. To make the derivation uncluttered, define Dj(Ŷ = i) := αjDS(Ŷ = i | Y = j) + β jDT(Ŷ = i |
Y = j) to be the mixture conditional probability of Ŷ = i given Y = j, where the mixture weight is given
by αj and β j. Then in order to prove the upper bound in the lemma, it suffices if we give the desired upper
bound for the following term∣∣∣|γS,jDS(Ŷ = i | Y = j)− γT,jDT(Ŷ = i | Y = j)| − |(γS,j − γT,j)Dj(Ŷ = i)|

∣∣∣
≤
∣∣∣(γS,jDS(Ŷ = i | Y = j)− γT,jDT(Ŷ = i | Y = j)

)
− (γS,j − γT,j)Dj(Ŷ = i)

∣∣∣
=
∣∣∣γS,j(DS(Ŷ = i | Y = j)−Dj(Ŷ = i))− γT,j(DT(Ŷ = i | Y = j)−Dj(Ŷ = i))

∣∣∣ ,

following which we will have:

|γS,jDS(Ŷ = i | Y = j)− γT,jDT(Ŷ = i | Y = j)| ≤ |(γS,j − γT,j)Dj(Ŷ = i)|
+
∣∣∣γS,j(DS(Ŷ = i | Y = j)−Dj(Ŷ = i))− γT,j(DT(Ŷ = i | Y = j)−Dj(Ŷ = i))

∣∣∣
≤ |γS,j − γT,j|

(
αjDS(Ŷ = i | Y = j) + β jDT(Ŷ = i | Y = j)

)
+ γS,j

∣∣∣DS(Ŷ = i | Y = j)−Dj(Ŷ = i)
∣∣∣+ γT,j

∣∣∣DT(Ŷ = i | Y = j)−Dj(Ŷ = i)
∣∣∣ .

To proceed, let us first simplify DS(Ŷ = i | Y = j) − Dj(Ŷ = i). By definition of Dj(Ŷ = i) =

αjDS(Ŷ = i | Y = j) + β jDT(Ŷ = i | Y = j), we know that:

DS(Ŷ = i | Y = j)−Dj(Ŷ = i)

= DS(Ŷ = i | Y = j)−
(
αjDS(Ŷ = i | Y = j) + β jDT(Ŷ = i | Y = j)

)
=
(
DS(Ŷ = i | Y = j)− αjDS(Ŷ = i | Y = j)

)
− β jDT(Ŷ = i | Y = j)

= β j
(
DS(Ŷ = i | Y = j)−DT(Ŷ = i | Y = j)

)
.

Similarly, for the second term DT(Ŷ = i | Y = j)−Dj(Ŷ = i), we can show that:

DT(Ŷ = i | Y = j)−Dj(Ŷ = i) = αj
(
DT(Ŷ = i | Y = j)−DS(Ŷ = i | Y = j)

)
.

Plugging these two identities into the above, we can continue the analysis with∣∣∣γS,j(DS(Ŷ = i | Y = j)−Dj(Ŷ = i))− γT,j(DT(Ŷ = i | Y = j)−Dj(Ŷ = i))
∣∣∣

=
∣∣∣γS,jβ(DS(Ŷ = i | Y = j)−DT(Ŷ = i | Y = j))− γT,jαj(DT(Ŷ = i | Y = j)−DS(Ŷ = i | Y = j))

∣∣∣
≤
∣∣∣γS,jβ j(DS(Ŷ = i | Y = j)−DT(Ŷ = i | Y = j))

∣∣∣+ ∣∣∣γT,jαj(DT(Ŷ = i | Y = j)−DS(Ŷ = i | Y = j))
∣∣∣

≤ γS,jβ j∆CE(Ŷ) + γT,jαj∆CE(Ŷ).

The first inequality holds by the triangle inequality and the second by the definition of the conditional error
gap. Combining all the inequalities above completes the proof. �
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We are now ready to prove the theorem:
Theorem 5.3.1. (Error Decomposition Theorem) For any classifier Ŷ = (h ◦ g)(X),

|εS(h ◦ g)− εT(h ◦ g)| ≤ ‖DY
S −DY

T‖1 · BERDS(Ŷ ‖ Y) + 2(k− 1)∆CE(Ŷ),

where ‖DY
S −DY

T‖1 := ∑k
i=1 |DS(Y = i)−DT(Y = i)| is the L1 distance between DY

S and DY
T .

Proof of Theorem 5.3.1. First, by the law of total probability, it is easy to verify that following identity
holds for a ∈ {S, T}:

Da(Ŷ 6= Y) = ∑
i 6=j
Da(Ŷ = i, Y = j) = ∑

i 6=j
γa,jDa(Ŷ = i | Y = j).

Using this identity, to bound the error gap, we have:

|DS(Y 6= Ŷ)−DT(Y 6= Ŷ)|
=
∣∣∑

i 6=j
γS,jDS(Ŷ = i | Y = j)−∑

i 6=j
γT,jDT(Ŷ = i | Y = j)

∣∣
≤ ∑

i 6=j

∣∣γS,jDS(Ŷ = i | Y = j)− γT,jDT(Ŷ = i | Y = j)
∣∣.

Invoking Lemma 7.6.1 to bound the above terms, and since ∀j ∈ [k], γS,j, γT,j ∈ [0, 1], αj + β j = 1, we
get:

|DS(Y 6= Ŷ)−DT(Y 6= Ŷ)|
≤ ∑

i 6=j

∣∣γS,jDS(Ŷ = i | Y = j)− γT,jDT(Ŷ = i | Y = j)
∣∣

≤ ∑
i 6=j
|γS,j − γT,j| ·

(
αjDS(Ŷ = i | Y = j) + β jDT(Ŷ = i | Y = j)

)
+ γS,jβ j∆CE(Ŷ) + γT,jαj∆CE(Ŷ)

≤ ∑
i 6=j
|γS,j − γT,j| ·

(
αjDS(Ŷ = i | Y = j) + β jDT(Ŷ = i | Y = j)

)
+ γS,j∆CE(Ŷ) + γT,j∆CE(Ŷ)

= ∑
i 6=j
|γS,j − γT,j| ·

(
αjDS(Ŷ = i | Y = j) + β jDT(Ŷ = i | Y = j)

)
+

k

∑
i=1

∑
j 6=i

γS,j∆CE(Ŷ) + γT,j∆CE(Ŷ)

= ∑
i 6=j
|γS,j − γT,j| ·

(
αjDS(Ŷ = i | Y = j) + β jDT(Ŷ = i | Y = j)

)
+ 2(k− 1)∆CE(Ŷ).

Note that the above holds ∀αj, β j ≥ 0 such that αj + β j = 1. By choosing αj = 1, ∀j ∈ [k] and
β j = 0, ∀j ∈ [k], we have:

= ∑
i 6=j
|γS,j − γT,j| · DS(Ŷ = i | Y = j) + 2(k− 1)∆CE(Ŷ)

=
k

∑
j=1
|γS,j − γT,j| ·

(
k

∑
i=1,i 6=j

DS(Ŷ = i | Y = j)

)
+ 2(k− 1)∆CE(Ŷ)

=
k

∑
j=1
|γS,j − γT,j| · DS(Ŷ 6= Y | Y = j) + 2(k− 1)∆CE(Ŷ)

≤ ‖DY
S −DY

T‖1 · BERDS(Ŷ ‖ Y) + 2(k− 1)∆CE(Ŷ),

where the last line is due to Holder’s inequality, completing the proof. �
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5.5.5 Proof of Theorem 5.3.2

Theorem 5.3.2. If Z = g(X) satisfies GLS, then for any h : Z → Y and letting Ŷ = h(Z) be the
predictor, we have εS(Ŷ) + εT(Ŷ) ≤ 2BERDS(Ŷ ‖ Y).

Proof. First, by the law of total probability, we have:

εS(Ŷ) + εT(Ŷ) = DS(Y 6= Ŷ) +DT(Y 6= Ŷ)

=
k

∑
j=1

∑
i 6=j
DS(Ŷ = i|Y = j)DS(Y = j) +DT(Ŷ = i|Y = j)DT(Y = j).

Now, since Ŷ = (h ◦ g)(X) = h(Z), Ŷ is a function of Z. Given the generalized label shift assumption,
this guarantees that:

∀y, y′ ∈ Y , DS(Ŷ = y′ | Y = y) = DT(Ŷ = y′ | Y = y).

Thus:

εS(Ŷ) + εT(Ŷ) =
k

∑
j=1

∑
i 6=j
DS(Ŷ = i|Y = j)(DS(Y = j) +DT(Y = j))

= ∑
j∈[k]
DS(Ŷ 6= Y | Y = j) · (DS(Y = j) +DT(Y = j))

≤ max
j∈[k]
DS(Ŷ 6= Y | Y = j) · ∑

j∈[k]
DS(Y = j) +DT(Y = j)

= 2BERDS(Ŷ ‖ Y). �

5.5.6 Proof of Lemma 5.3.1

Lemma 5.3.1. Assuming Z = g(X) satisfies GLS, thenDT(Z) = ∑y∈Y wy · DS(Z, Y = y) =: Dw
S (Z).

Proof. Using (5.2) and (5.4) on the second line:

DT(Z) = ∑
y∈Y
DT(Y = y) · DT(Z | Y = y)

= ∑
y∈Y

wy · DS(Y = y) · DS(Z | Y = y)

= ∑
y∈Y

wy · DS(Z, Y = y). �

5.5.7 Proof of Theorem 5.3.3

Theorem 5.3.3. (Clustering structure implies sufficiency) Let Z = g(X) such that DT(Z) = Dw
S (Z).

Assume DT(Y = y) > 0, ∀y ∈ Y . If there exists a partition of Z = ∪y∈YZy such that ∀y ∈ Y ,
DS(Z ∈ Zy | Y = y) = DT(Z ∈ Zy | Y = y) = 1, then Z = g(X) satisfies GLS.
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Proof. Follow the condition that DT(Z) = Dw
S (Z), by definition of Dw

S (Z), we have:

DT(Z) = ∑
y∈Y

DT(Y = y)
DS(Y = y)

DS(Z, Y = y) ⇐⇒ DT(Z) = ∑
y∈Y
DT(Y = y)DS(Z | Y = y)

⇐⇒ ∑
y∈Y
DT(Y = y)DT(Z | Y = y) = ∑

y∈Y
DT(Y = y)DS(Z | Y = y).

Note that the above equation holds for all measurable subsets of Z . Now by the assumption that Z =
∪y∈YZy is a partition of Z , consider Zy′ :

∑
y∈Y
DT(Y = y)DT(Z ∈ Zy′ | Y = y) = ∑

y∈Y
DT(Y = y)DS(Z ∈ Zy′ | Y = y).

Due to the assumption DS(Z ∈ Zy | Y = y) = DT(Z ∈ Zy | Y = y) = 1, we know that ∀y′ 6= y,
DT(Z ∈ Zy′ | Y = y) = DS(Z ∈ Zy′ | Y = y) = 0. This shows that both the supports of
DS(Z | Y = y) and DT(Z | Y = y) are contained in Zy. Now consider an arbitrary measurable set
E ⊆ Zy, since ∪y∈YZy is a partition of Z , we know that

DS(Z ∈ E | Y = y′) = DT(Z ∈ E | Y = y′) = 0, ∀y′ 6= y.

Plug Z ∈ E into the following identity:

∑
y∈Y
DT(Y = y)DT(Z ∈ E | Y = y) = ∑

y∈Y
DT(Y = y)DS(Z ∈ E | Y = y)

=⇒ DT(Y = y)DT(Z ∈ E | Y = y) = DT(Y = y)DS(Z ∈ E | Y = y)
=⇒ DT(Z ∈ E | Y = y) = DS(Z ∈ E | Y = y),

where the last line holds because DT(Y = y) 6= 0. Realize that the choice of E is arbitrary, this shows that
DS(Z | Y = y) = DT(Z | Y = y), which completes the proof. �

5.5.8 Sufficient Conditions for GLS

Theorem 5.3.4. Let Ŷ = h(Z), γ := miny∈Y DT(Y = y) and wM := max
y∈Y

wy. For Z̃ = Ŷ ⊗ Z, we

have:

max
y∈Y

dTV(DS(Z | Y = y),DT(Z | Y = y)) ≤

1
γ

(
wMεS(Ŷ) + εT(Ŷ) +

√
2DJS(Dw

S (Z̃),DT(Z̃))
)

.

Proof. For a given class y, we let Ry denote the y-th row of Ŷ⊗ Z. Ry is a random variable that lives in
Z . Let us consider a measurable set E ⊆ Z . Two options exist:

• 0 ∈ E, in which case: {Ry ∈ E} = ({Z ∈ E} ∩ {Ŷ = y}) ∪ {Ŷ 6= y},
• 0 /∈ E, in which case: {Ry ∈ E} = {Z ∈ E} ∩ {Ŷ = y}.

80



This allows us to write:

Dw
S (Ry ∈ E) = Dw

S (Z ∈ E, Ŷ = y) + 1{0∈E}Dw
S (Ŷ 6= y) (5.14)

= ∑
y′
DS(Z ∈ E, Ŷ = y, Y = y′)wy′ + 1{0∈E} ∑

y′,y′′ 6=y
DS(Ŷ = y′′, Y = y′)wy′

DT(Ry ∈ E) = DT(Z ∈ E, Ŷ = y) + 1{0∈E}DT(Ŷ 6= y) (5.15)

= ∑
y′
DT(Z ∈ E, Ŷ = y, Y = y′) + 1{0∈E} ∑

y′,y′′ 6=y
DT(Ŷ = y′′, Y = y′).

We are interested in the quantity

|DS(Z ∈ E | Y = y)−DT(Z ∈ E | Y = y)| = 1
DT(Y = y)

|DS(Z ∈ E, Y = y)wy−DT(Z ∈ E, Y = y)|,

which we bound below:

|DS(Z ∈ E, Y = y)wy −DT(Z ∈ E, Y = y)|
= |DS(Z ∈ E, Y = y)wy −Dw

S (Ry ∈ E) +Dw
S (Ry ∈ E)−DT(Ry ∈ E)

+DT(Ry ∈ E)−DT(Z ∈ E, Y = y)|
= |DS(Z ∈ E, Y = y)wy −Dw

S (Z ∈ E, Ŷ = y)− 1{0∈E}Dw
S (Ŷ 6= y) +Dw

S (Ry ∈ E)−DT(Ry ∈ E)

+ 1{0∈E}DT(Ŷ 6= y) +DT(Z ∈ E, Ŷ = y)−DT(Z ∈ E, Y = y)|
≤ |DS(Z ∈ E, Y = y)wy −Dw

S (Z ∈ E, Ŷ = y)|+ 1{0∈E}|Dw
S (Ŷ 6= y)−DT(Ŷ 6= y)|

+ |Dw
S (Ry ∈ E)−DT(Ry ∈ E)|+ |DT(Z ∈ E, Ŷ = y)−DT(Z ∈ E, Y = y)|

≤ |DS(Z ∈ E, Y = y)wy −Dw
S (Z ∈ E, Ŷ = y)|+ |Dw

S (Ŷ 6= y)−DT(Ŷ 6= y)|
+ DTV(Dw

S (Ry),DT(Ry)) + |DT(Z ∈ E, Ŷ = y)−DT(Z ∈ E, Y = y)|, (5.16)

where we used Eqs.5.14 and 5.15 on the third line, the triangle inequality on the fourth and supE |Dw
S (Ry ∈

E)−DT(Ry ∈ E)| = DTV(Dw
S (Ry),DT(Ry)) on the last. Let us start by upper-bounding the first term:

|DS(Z ∈ E, Y = y)wy −Dw
S (Z ∈ E, Ŷ = y)|

= |∑
y′
DS(Z ∈ E, Ŷ = y, Y = y′)wy′ −∑

y′
DS(Z ∈ E, Ŷ = y′, Y = y)wy|

≤ |∑
y′ 6=y
DS(Z ∈ E, Ŷ = y, Y = y′)wy′ −DS(Z ∈ E, Ŷ = y′, Y = y)wy|

≤ wM ∑
y′ 6=y
DS(Z ∈ E, Ŷ = y, Y = y′) +DS(Z ∈ E, Ŷ = y′, Y = y)

≤ wMDS(Z ∈ E, Ŷ 6= Y) ≤ wMεS(Ŷ).

Similarly, we can prove that: |DT(Ry ∈ E)−DT(Z ∈ E, Y = y)| ≤ εT(Ŷ) which bounds the third term
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of 5.16. As far as the second term is concerned:

|Dw
S (Ŷ 6= y)−DT(Ŷ 6= y)| =| ∑

y′,y′′ 6=y
DS(Ŷ = y′′, Y = y′)wy′ − ∑

y′,y′′ 6=y
DT(Ŷ = y′′, Y = y′)|

≤|∑
y′
DS(Y = y′)wy′ −∑

y′
DT(Y = y′)|

+ |∑
y′ 6=y
DS(Ŷ = y, Y = y′)wy′ − ∑

y′ 6=y
DT(Ŷ = y, Y = y′)

+DS(Ŷ = y, Y = y)wy −DT(Ŷ = y, Y = y)|
≤|∑

y′ 6=y
DS(Ŷ = y, Y = y′)wy′ − ∑

y′ 6=y
DT(Ŷ = y, Y = y′)

+DS(Y = y)wy −DS(Ŷ 6= y, Y = y)wy

−DT(Y = y) +DT(Ŷ 6= y, Y = y)|
≤∑

y′ 6=y
DS(Ŷ = y, Y = y′)wy′ +DS(Ŷ 6= y, Y = y)wy

+ ∑
y′ 6=y
DT(Ŷ = y, Y = y′) +DT(Ŷ 6= y, Y = y)

≤wMεS(Ŷ) + εT(Ŷ)

where the first term of the first inequality disappeared because ∀y′ ∈ Y ,DS(Y = y′)wy′ = DT(Y = y′)
(we also used that property in the second line of the second inequality). Combining these in Eq.5.16, this
guarantees that for any measurable set E:

|DS(Z ∈ E, Y = y)wy −DT(Z ∈ E, Y = y)| ≤ 2wMεS(Ŷ) + DTV(Dw
S (Ry),DT(Ry)) + 2εT(Ŷ).

Finally, we have DTV(Dw
S (Ry),DT(Ry)) ≤ DTV(Dw

S (Ŷ ⊗ Z) ‖ DT(Ŷ ⊗ Z)) and from Briët and

Harremoës (2009)), DTV(Dw
S (Ŷ⊗ Z) ‖ DT(Ŷ⊗ Z)) ≤

√
8DJS(Dw

S (Ŷ⊗ Z) ‖ DT(Ŷ⊗ Z)) (the total
variation and Jensen-Shannon distance are equivalent), which gives us straightforwardly:

|DS(Z ∈ E | Y = y)−DT(Z ∈ E | Y = y)| = 1
DT(Y = y)

|DS(Z ∈ E, Y = y)wy −DT(Z ∈ E, Y = y)|

≤ 1
DT(Y = y)

(
2wMεS(Ŷ) + DTV(Dw

S (Ry),DT(Ry)) + 2εT(Ŷ)
)

≤ 1
DT(Y = y)

(
2wMεS(Ŷ) +

√
8DJS(Dw

S (Z̃) ‖ DT(Z̃)) + 2εT(Ŷ)
)

.

Using the fact that DTV(DS(Z | Y = y),DT(Z | Y = y)) = sup
E
|DS(Z ∈ E | Y = y)−DT(Z ∈ E |

Y = y)| gives:

DTV(DS(Z | Y = y),DT(Z | Y = y)) ≤ 2
DT(Y = y)

(
wMεS(Ŷ) +

√
2DJS(Dw

S (Z̃) ‖ DT(Z̃)) + εT(Ŷ)
)

≤ 2
γ

(
wMεS(Ŷ) +

√
2DJS(Dw

S (Z̃) ‖ DT(Z̃)) + εT(Ŷ)
)

.

Taking the maximum over y on the left-hand side concludes the proof. �
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Theorem 5.3.5. With the same notation as Thm. 5.3.4:

max
y∈Y

dTV(DS(Z | Y = y),DT(Z | Y = y)) ≤

1
γ
×
{

inf
Ŷ

(
wMεS(Ŷ) + εT(Ŷ)

)
+
√

8DJS(Dw
S (Z),DT(Z))

}
.

Proof. To prove the above upper bound, let us first fix a y ∈ Y and fix a classifier Ŷ = h(Z) for some
h : Z → Y . Now consider any measurable subset E ⊆ Z , we would like to upper bound the following
quantity:

|DS(Z ∈ E | Y = y)−DT(Z ∈ E | Y = y)| = 1
DT(Y = y)

· |DS(Z ∈ E, Y = y)wy −DT(Z ∈ E, Y = y)|

≤ 1
γ
· |DS(Z ∈ E, Y = y)wy −DT(Z ∈ E, Y = y)|.

Hence it suffices if we can upper bound |DS(Z ∈ E, Y = y)wy−DT(Z ∈ E, Y = y)|. To do so, consider
the following decomposition:

|DT(Z ∈ E, Y = y)−DS(Z ∈ E, Y = y)wy| = |DT(Z ∈ E, Y = y)−DT(Z ∈ E, Ŷ = y)

+DT(Z ∈ E, Ŷ = y)−Dw
S (Z ∈ E, Ŷ = y)

+Dw
S (Z ∈ E, Ŷ = y)−DS(Z ∈ E, Y = y)wy|

≤ |DT(Z ∈ E, Y = y)−DT(Z ∈ E, Ŷ = y)|
+ |DT(Z ∈ E, Ŷ = y)−Dw

S (Z ∈ E, Ŷ = y)|
+ |Dw

S (Z ∈ E, Ŷ = y)−DS(Z ∈ E, Y = y)wy|.

We bound the above three terms in turn. First, consider |DT(Z ∈ E, Y = y)−DT(Z ∈ E, Ŷ = y)|:

|DT(Z ∈ E, Y = y)−DT(Z ∈ E, Ŷ = y)| = |∑
y′
DT(Z ∈ E, Y = y, Ŷ = y′)−∑

y′
DT(Z ∈ E, Ŷ = y, Y = y′)|

≤ ∑
y′ 6=y
|DT(Z ∈ E, Y = y, Ŷ = y′)−DT(Z ∈ E, Ŷ = y, Y = y′)|

≤ ∑
y′ 6=y
DT(Z ∈ E, Y = y, Ŷ = y′) +DT(Z ∈ E, Ŷ = y, Y = y′)

≤ ∑
y′ 6=y
DT(Y = y, Ŷ = y′) +DT(Ŷ = y, Y = y′)

≤ DT(Y 6= Ŷ)

= εT(Ŷ),

where the last inequality is due to the fact that the definition of error rate corresponds to the sum of all the
off-diagonal elements in the confusion matrix while the sum here only corresponds to the sum of all the
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elements in two slices. Similarly, we can bound the third term as follows:

|Dw
S (Z ∈ E, Ŷ = y)−DS(Z ∈ E, Y = y)wy|

= |∑
y′
DS(Z ∈ E, Ŷ = y, Y = y′)wy′ −∑

y′
DS(Z ∈ E, Ŷ = y′, Y = y)wy|

≤ |∑
y′ 6=y
DS(Z ∈ E, Ŷ = y, Y = y′)wy′ −DS(Z ∈ E, Ŷ = y′, Y = y)wy|

≤ wM ∑
y′ 6=y
DS(Z ∈ E, Ŷ = y, Y = y′) +DS(Z ∈ E, Ŷ = y′, Y = y)

≤ wMDS(Z ∈ E, Ŷ 6= Y)

≤ wMεS(Ŷ).

Now we bound the last term. Recall the definition of total variation, we have:

|DT(Z ∈ E, Ŷ = y)−Dw
S (Z ∈ E, Ŷ = y)| = |DT(Z ∈ E ∧ Z ∈ Ŷ−1(y))−Dw

S (Z ∈ E ∧ Z ∈ Ŷ−1(y))|
≤ sup

E′ is measurable
|DT(Z ∈ E′)−Dw

S (Z ∈ E′)|

= dTV(DT(Z),Dw
S (Z)).

Combining the above three parts yields

|DS(Z ∈ E | Y = y)−DT(Z ∈ E | Y = y)| ≤ 1
γ
·
(

wMεS(Ŷ) + εT(Ŷ) + dTV(Dw
S (Z),DT(Z))

)
.

Now realizing that the choice of y ∈ Y and the measurable subset E on the LHS is arbitrary, this leads to

max
y∈Y

sup
E
|DS(Z ∈ E | Y = y)−DT(Z ∈ E | Y = y)| ≤ 1

γ
·
(

wMεS(Ŷ) + εT(Ŷ) + dTV(Dw
S (Z),DT(Z))

)
.

Furthermore, notice that the above upper bound holds for any classifier Ŷ = h(Z), hence we have

max
y∈Y

dTV(DS(Z ∈ E | Y = y),DT(Z ∈ E | Y = y)) ≤ 1
γ
· inf

Ŷ

(
wMεS(Ŷ) + εT(Ŷ) + dTV(Dw

S (Z),DT(Z))
)

,

which completes the proof. �

5.5.9 Proof of Lemma 5.3.2

Lemma 5.3.2. If GLS is verified, and if the confusion matrix C is invertible, then w = C−1µ.

Proof. Given (5.2), and with the joint hypothesis Ŷ = h(Z) over both source and target domains, it is
straightforward to see that the induced conditional distributions over predicted labels match between the
source and target domains, i.e.:

DS(Ŷ = h(Z) | Y = y) =

DT(Ŷ = h(Z) | Y = y), ∀y ∈ Y . (5.17)
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This allows us to compute µy, ∀y ∈ Y as

DT(Ŷ = y) = ∑
y′∈Y
DT(Ŷ = y | Y = y′) · DT(Y = y′)

= ∑
y′∈Y
DS(Ŷ = y | Y = y′) · DT(Y = y′)

= ∑
y′∈Y
DS(Ŷ = y, Y = y′) · DT(Y = y′)

DS(Y = y′)

= ∑
y′∈Y

Cy,y′ ·wy′ .

where we used (5.17) for the second line. We thus have µ = Cw which concludes the proof. �

5.5.10 F -IPM for Distributional Alignment

In Table 5.5.1, we list different instances of IPM with different choices of the function class F in the
above definition, including the total variation distance, Wasserstein-1 distance and the Maximum mean
discrepancy (Gretton et al., 2012).

Table 5.5.1: List of IPMs with different F . ‖ · ‖Lip denotes the Lipschitz seminorm andH is a reproducing
kernel Hilbert space (RKHS).

F dF

{ f : ‖ f ‖∞ ≤ 1} Total Variation
{ f : ‖ f ‖Lip ≤ 1} Wasserstein-1 distance
{ f : ‖ f ‖H ≤ 1} Maximum mean discrepancy

5.6 Conclusion

We have introduced the generalized label shift assumption and theoretically-grounded variations of existing
algorithms to handle mismatched label distributions. On (rather) balanced tasks from classic benchmarks,
our algorithms outperform (by small margins) their base versions. On unbalanced datasets, the gain
becomes significant and, as expected theoretically, correlates well with the JSD between label distributions.
We now discuss potential improvements.

Improved importance weights estimation All the results above were obtained with λ = 0.5; we
favored simplicity of the algorithm over raw performance. We notice however, that the oracle sometimes
shows substantial improvements over the estimated weights algorithm. It suggests that w is not perfectly
estimated and that e.g. fine-tuning λ or updating w more or less often could lead to better performance.
One can also think of settings (e.g. semi-supervised learning) where estimations of DY

T can be obtained via
other means.
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Extensions The framework we define relies on appropriately reweighting the domain adversarial losses.
It can be straightforwardly applied to settings where multiple source and/or target domains are used, by
simply maintaining one importance weights vector w for each source/target pair (Peng et al., 2019; Zhao
et al., 2018c). In particular, label shift could explain the observation from Zhao et al. (2018c) that too many
source domains sometimes hurt performance, and our framework might alleviate the issue.

86



Appendix

5.A More Experiments

5.A.1 Description of the domain adaptation tasks

Digits We follow a widely used evaluation protocol (Hoffman et al., 2017b; Long et al., 2018). For the
digits datasets MNIST (M, LeCun and Cortes (2010)) and USPS (U, Dheeru and Karra Taniskidou (2017)),
we consider the DA tasks: M→ U and U→M. Performance is evaluated on the 10,000/2,007 examples
of the MNIST/USPS test sets.

Visda (2017) is a sim-to-real domain adaptation task. The synthetic domain contains 2D rendering
of 3D models captured at different angles and lighting conditions. The real domain is made of natural
images. Overall, the training, validation and test domains contain 152,397, 55,388 and 5,534 images, from
12 different classes.

Office-31 (Saenko et al., 2010) is one of the most popular dataset for domain adaptation . It contains
4,652 images from 31 classes. The samples come from three domains: Amazon (A), DSLR (D) and
Webcam (W), which generate six possible transfer tasks, A→ D, A→W, D→ A, D→W, W→ A and
W→ D, which we all evaluate.

Office-Home (Venkateswara et al., 2017) is a more complex dataset than Office-31. It consists of
15,500 images from 65 classes depicting objects in office and home environments. The images form four
different domains: Artistic (A), Clipart (C), Product (P), and Real-World images (R). We evaluate the 12
possible domain adaptation tasks.

5.A.2 Full results on the domain adaptation tasks

Tables 5.A.1, 5.A.2, 5.A.3, 5.A.4, 5.A.5 and 5.A.6 show the detailed results of all the algorithms on each
task of the domains described above. The subscript denotes the fraction of seeds for which our variant
outperforms the base algorithm. More precisely, by outperform, we mean that for a given seed (which fixes
the network initialization as well as the data being fed to the model) the variant has a larger accuracy on the
test set than its base version. Doing so allows to assess specifically the effect of the algorithm, all else kept
constant.

5.A.3 Jensen-Shannon divergence of the original and subsampled domain adaptation datasets

Tables 5.A.7, 5.A.8 and 5.A.9 show DJS(DS(Z)||DT(Z)) for our four datasets and their subsampled
versions, rows correspond to the source domain, and columns to the target one. We recall that subsampling
simply consists in taking 30% of the first half of the classes in the source domain (which explains why
DJS(DS(Z)||DT(Z)) is not symmetric for the subsampled datasets).
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Table 5.A.1: Results on the Digits tasks. M and U stand for MNIST and USPS, the prefix s denotes the
experiment where the source domain is subsampled to increase DJS(DY

S ,DY
T ).

METHOD M→ U U→ M AVG. SM→ U SU→ M AVG.

NO AD. 79.04 75.30 77.17 76.02 75.32 75.67

DANN 90.65 95.66 93.15 79.03 87.46 83.24
IWDAN 93.28100% 96.52100% 94.90100% 91.77100% 93.32100% 92.54100%
IWDAN-O 93.73100% 96.81100% 95.27100% 92.50100% 96.42100% 94.46100%

CDAN 94.16 97.29 95.72 84.91 91.55 88.23
IWCDAN 94.3660% 97.45100% 95.9080% 93.42100% 93.03100% 93.22100%
IWCDAN-O 94.3480% 97.35100% 95.8590% 93.37100% 96.26100% 94.81100%

Table 5.A.2: Results on the Visda domain. The prefix s denotes the experiment where the source domain is
subsampled to increase DJS(DY

S ,DY
T ).

METHOD VISDA SVISDA

NO AD. 48.39 49.02

DANN 61.88 52.85
IWDAN 63.52100% 60.18100%
IWDAN-O 64.19100% 62.10100%

CDAN 65.60 60.19
IWCDAN 66.4960% 65.83100%
IWCDAN-O 68.15100% 66.85100%

JAN 56.98100% 50.64100%
IWJAN 57.56100% 57.12100%
IWJAN-O 61.48100% 61.30100%

5.A.4 Losses

For batches of data (xi
S, yi

S) and (xi
T) of size s, the DANN losses are:

LDA(xi
S, yi

S, xi
T; θ, ψ) = −1

s

s

∑
i=1

log(dψ(gθ(xi
S))) + log(1− dψ(gθ(xi

T))), (5.18)

LC(xi
S, yi

S; θ, φ) = −1
s

s

∑
i=1

log(hφ(gθ(xi
S)yi

S
)). (5.19)

Similarly, the CDAN losses are:

LDA(xi
S, yi

S, xi
T; θ, ψ) = −1

s

s

∑
i=1

log(dψ(hφ(gθ(xi
S))⊗ gθ(xi

S))) + log(1− dψ(hφ(gθ(xi
T))⊗ gθ(xi

T))),

(5.20)

LC(xi
S, yi

S; θ, φ) = −1
s

s

∑
i=1

log(hφ(gθ(xi
S)yi

S
)), (5.21)

where hφ(gθ(xi
S)) ⊗ gθ(xi

S) := (h1(g(xi
S))g(xi

S), . . . , hk(g(xi
S))g(xi

S)) and h1(g(xi
S)) is the i-th ele-

ment of vector h(g(xi
S)).
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Table 5.A.3: Results on the Office dataset.

METHOD A→ D A→ W D→ A D→ W W→ A W→ D AVG.

NO DA 79.60 73.18 59.33 96.30 58.75 99.68 77.81

DANN 84.06 85.41 64.67 96.08 66.77 99.44 82.74
IWDAN 84.3060% 86.42100% 68.38100% 97.13100% 67.1660% 100.0100% 83.9087%
IWDAN-O 87.23100% 88.88100% 69.92100% 98.09100% 67.9680% 99.92100% 85.3397%

CDAN 89.56 93.01 71.25 99.24 70.32 100.0 87.23
IWCDAN 88.9160% 93.2360% 71.9080% 99.3080% 70.4360% 100.0100% 87.3073%
IWCDAN-O 90.0860% 94.52100% 73.11100% 99.3080% 71.83100% 100.0100% 88.1490%

JAN 85.94 85.66 70.50 97.48 71.5 99.72 85.13
IWJAN 87.68100% 84.860% 70.3660% 98.98100% 70.060% 100.0100% 85.3260%
IWJAN-O 89.68100% 89.18100% 71.96100% 99.02100% 73.0100% 100.0100% 87.14100%

Table 5.A.4: Results on the Subsampled Office dataset.

METHOD SA→ D SA→ W SD→ A SD→ W SW→ A SW→ D AVG.

NO DA 75.82 70.69 56.82 95.32 58.35 97.31 75.72

DANN 75.46 77.66 56.58 93.76 57.51 96.02 76.17
IWDAN 81.61100% 88.43100% 65.00100% 96.98100% 64.86100% 98.72100% 82.60100%
IWDAN-O 84.94100% 91.17100% 68.44100% 97.74100% 64.57100% 99.60100% 84.41100%

CDAN 82.45 84.60 62.54 96.83 65.01 98.31 81.62
IWCDAN 86.59100% 87.30100% 66.45100% 97.69100% 66.34100% 98.92100% 83.88100%
IWCDAN-O 87.39100% 91.47100% 69.69100% 97.91100% 67.50100% 98.88100% 85.47100%

JAN 77.74 77.64 64.48 91.68 92.60 65.10 78.21
IWJAN 84.62100% 83.28100% 65.3080% 96.30100% 98.80100% 67.38100% 82.6197%
IWJAN-O 88.42100% 89.44100% 72.06100% 97.26100% 98.96100% 71.30100% 86.24100%

The JAN losses (Long et al., 2017) are :

LDA(xi
S, yi

S, xi
T; θ, ψ) = − 1

s2

s

∑
i,j=1

k(xi
S, xj

S)−
1
s2

s

∑
i,j=1

k(xi
T, xj

T) +
2
s2

s

∑
i,j=1

k(xi
S, xj

T) (5.22)

LC(xi
S, yi

S; θ, φ) = −1
s

s

∑
i=1

log(hφ(gθ(xi
S)yi

S
)), (5.23)

where k corresponds to the kernel of the RKHSH used to measure the discrepancy between distributions.
Exactly as in Long et al. (2017), it is the product of kernels on various layers of the network k(xi

S, xj
S) =

∏l∈L kl(xi
S, xj

S). Each individual kernel kl is computed as the dot-product between two transformations
of the representation: kl(xi

S, xj
S) = 〈dl

ψ(gl
θ(xi

S)), dl
ψ(gl

θ(xj
S))〉 (in this case, dl

ψ outputs vectors in a
high-dimensional space). See Section 5.A.6 for more details.
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Table 5.A.5: Results on the Office-Home dataset.

METHOD A→ C A→ P A→ R C→ A C→ P C→ R

NO DA 41.02 62.97 71.26 48.66 58.86 60.91

DANN 46.03 62.23 70.57 49.06 63.05 64.14
IWDAN 48.65100% 69.19100% 73.60100% 53.59100% 66.25100% 66.09100%
IWDAN-O 50.19100% 70.53100% 75.44100% 56.69100% 67.40100% 67.98100%

CDAN 49.00 69.23 74.55 54.46 68.23 68.9
IWCDAN 49.81100% 73.41100% 77.56100% 56.5100% 69.6480% 70.33100%
IWCDAN-O 52.31100% 74.54100% 78.46100% 60.33100% 70.78100% 71.47100%

JAN 41.64 67.20 73.12 51.02 62.52 64.46
IWJAN 41.120% 67.5680% 73.1460% 51.70100% 63.42100% 65.22100%
IWJAN-O 41.8880% 68.72100% 73.62100% 53.04100% 63.88100% 66.48100%

METHOD P→ A P→ C P→ R R→ A R→ C R→ P AVG.

NO DA 47.1 35.94 68.27 61.79 44.42 75.5 56.39

DANN 48.29 44.06 72.62 63.81 53.93 77.64 59.62
IWDAN 52.81100% 46.2480% 73.97100% 64.90100% 54.0280% 77.96100% 62.2797%
IWDAN-O 59.33100% 48.28100% 76.37100% 69.42100% 56.09100% 78.45100% 64.68100%

CDAN 56.77 48.8 76.83 71.27 55.72 81.27 64.59
IWCDAN 58.99100% 48.410% 77.94100% 69.480% 54.730% 81.0760% 65.6670%
IWCDAN-O 62.60100% 50.73100% 78.88100% 72.44100% 57.79100% 81.3180% 67.6498%

JAN 54.5 40.36 73.10 64.54 45.98 76.58 59.59
IWJAN 55.2680% 40.3860% 73.0880% 64.4060% 45.680% 76.3640% 59.7863%
IWJAN-O 57.78100% 41.32100% 73.66100% 65.40100% 46.68100% 76.3620% 60.7392%

The IWJAN losses are:

Lw
DA(xi

S, yi
S, xi

T; θ, ψ) = − 1
s2

s

∑
i,j=1

wyi
S
wyj

S
k(xi

S, xj
S)−

1
s2

s

∑
i,j=1

k(xi
T, xj

T) +
2
s2

s

∑
i,j=1

wyi
S
k(xi

S, xj
T) (5.24)

Lw
C (xi

S, yi
S; θ, φ) = −1

s

s

∑
i=1

1
kDS(Y = y)

log(hφ(gθ(xi
S))yi

S
). (5.25)

5.A.5 Generation of domain adaptation tasks with varying DJS(DS(Z) ‖ DT(Z))

We consider the MNIST → USPS task and generate a set V of 50 vectors in [0.1, 1]10. Each vector
corresponds to the fraction of each class to be trained on, either in the source or the target domain (to assess
the impact of both). The left bound is chosen as 0.1 to ensure that classes all contain some samples.

This methodology creates 100 domain adaptation tasks, 50 for subsampled-MNIST→ USPS and 50
for MNIST→ subsampled-USPS, with Jensen-Shannon divergences varying from 6.1e−3 to 9.53e−28.
They are then used to evaluate our algorithms, see Section 5.4 and Figures 5.4.1 and 5.A.1. Fig 5.A.1 shows
the absolute performance of the 6 algorithms we consider here. We see the sharp decrease in performance
of the base versions DANN and CDAN. Comparatively, our importance-weighted algorithms maintain
good performance even for large divergences between the marginal label distributions.

8We manually rejected some samples to guarantee a rather uniform set of divergences.

90



Table 5.A.6: Results on the subsampled Office-Home dataset.

METHOD A→ C A→ P A→ R C→ A C→ P C→ R

NO DA 35.70 54.72 62.61 43.71 52.54 56.62

DANN 36.14 54.16 61.72 44.33 52.56 56.37
IWDAN 39.81100% 63.01100% 68.67100% 47.39100% 61.05100% 60.44100%
IWDAN-O 42.79100% 66.22100% 71.40100% 53.39100% 61.47100% 64.97100%

CDAN 38.90 56.80 64.77 48.02 60.07 61.17
IWCDAN 42.96100% 65.01100% 71.34100% 52.89100% 64.65100% 66.48100%
IWCDAN-O 45.76100% 68.61100% 73.18100% 56.88100% 66.61100% 68.48100%

JAN 34.52 56.86 64.54 46.18 56.84 59.06
IWJAN 36.24100% 61.00100% 66.34100% 48.66100% 59.92100% 61.88100%
IWJAN-O 37.46100% 62.68100% 66.88100% 49.82100% 60.22100% 62.54100%

METHOD P→ A P→ C P→ R R→ A R→ C R→ P AVG.

NO DA 44.29 33.05 65.20 57.12 40.46 70.0

DANN 44.58 37.14 65.21 56.70 43.16 69.86 51.83
IWDAN 50.44100% 41.63100% 72.46100% 61.00100% 49.40100% 76.07100% 57.61100%
IWDAN-O 56.05100% 43.39100% 74.87100% 66.73100% 51.72100% 77.46100% 60.87100%

CDAN 49.65 41.36 70.24 62.35 46.98 74.69 56.25
IWCDAN 54.87100% 44.80100% 75.91100% 67.02100% 50.45100% 78.55100% 61.24100%
IWCDAN-O 59.63100% 46.98100% 77.54100% 69.24100% 53.77100% 78.11100% 63.73100%

JAN 50.64 37.24 69.98 58.72 40.64 72.00 53.94
IWJAN 52.92100% 37.68100% 70.88100% 60.32100% 41.54100% 73.26100% 55.89100%
IWJAN-O 56.54100% 39.66100% 71.78100% 62.36100% 44.56100% 73.76100% 57.36100%

5.A.6 Implementation details

For MNIST and USPS, the architecture is akin to LeNet (LeCun et al., 1998a), with two convolutional
layers, ReLU and MaxPooling, followed by two fully connected layers. The representation is also taken as
the last hidden layer, and has 500 neurons. The optimizer for those tasks is SGD with a learning rate of
0.02, annealed by 0.5 every five training epochs for M→ U and 6 for U→M. The weight decay is also
5e−4 and the momentum 0.9.

For the Office and Visda experiments with IWDAN and IWCDAN, we train a ResNet-50, optimized
using SGD with momentum. The weight decay is also 5e−4 and the momentum 0.9. The learning rate is
3e−4 for the Office-31 tasks A→ D and D→W, 1e−3 otherwise (default learning rates from the CDAN
implementation9).

For the IWJAN experiments, we use the default implementation of Xlearn codebase10 and simply
add the weigths estimation and reweighted objectives to it, as described in Section 5.A.4. Parameters,
configuration and networks remain the same.

Finally, for the Office experiments, we update the importance weights w every 15 passes on the dataset
(in order to improve their estimation on small datasets). On Digits and Visda, the importance weights are
updated every pass on the source dataset. Here too, fine-tuning that value might lead to a better estimation

9https://github.com/thuml/CDAN/tree/master/pytorch
10https://github.com/thuml/Xlearn/tree/master/pytorch
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Table 5.A.7: Jensen-Shannon divergence between the label distributions of the Digits and Visda tasks.

(a) Full Dataset

MNIST USPS REAL

MNIST 0 6.64e−3 -
USPS 6.64e−3 0 -
SYNTH. - - 2.61e−2

(b) Subsampled

MNIST USPS REAL

MNIST 0 6.52e−2 -
USPS 2.75e−2 0 -
SYNTH. - - 6.81e−2

Table 5.A.8: Jensen-Shannon divergence between the label distributions of the Office-31 tasks.

(a) Full Dataset

AMAZON DSLR WEBCAM

AMAZON 0 1.76e−2 9.52e−3
DSLR 1.76e−2 0 2.11e−2
WEBCAM 9.52e−3 2.11e−2 0

(b) Subsampled

AMAZON DSLR WEBCAM

AMAZON 0 6.25e−2 4.61e−2
DSLR 5.44e−2 0 5.67e−2
WEBCAM 5.15e−2 7.05e−2 0

of w and help bridge the gap with the oracle versions of the algorithms.
We use the cvxopt package11 to solve the quadratic program 5.5.

5.A.7 Weight Estimation

We estimate importance weights using Lemma 5.3.2, which relies on the GLS assumption. However, there
is no guarantee that GLS is verified at any point during training, so the exact dynamics of w are unclear.
Below we discuss those dynamics and provide some intuition about them.

In Fig. 5.A.2b, we plot the Euclidean distance between the moving average of weights estimated using
the equation w = C−1µ and the true weights (note that this can be done for any algorithm). As can be seen
in the figure, the distance between the estimated and true weights is highly correlated with the performance
of the algorithm (see Fig.5.A.2a). In particular, we see that the estimations for IWDAN is more accurate
than for DANN. The estimation for DANN exhibits an interesting shape, improving at first, and then
getting worse. At the same time, the estimation for IWDAN improves monotonously. The weights for
IWDAN-O get very close to the true weights which is in line with our theoretical results: IWDAN-O gets
close to zero error on the target error, Thm. 5.3.4 thus guarantees that GLS is verified, which in turns
implies that the weight estimation is accurate (Lemma 5.3.2). Finally, without domain adaptation, the
estimation is very poor. The following two lemmas shed some light on the phenomena observed for DANN
and IWDAN:
Lemma 5.A.1. If the source error εS(h ◦ g) is zero and the source and target marginals verify DJS(Dw̃

S (Z),DT(Z)) =
0, then the estimated weight vector w is equal to w̃.

11http://cvxopt.org/
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Table 5.A.9: Jensen-Shannon divergence between the label distributions of the Office-Home tasks.

(a) Full Dataset

ART CLIPART PRODUCT REAL WORLD

ART 0 3.85e−2 4.49e−2 2.40e−2
CLIPART 3.85e−2 0 2.33e−2 2.14e−2
PRODUCT 4.49e−2 2.33e−2 0 1.61e−2
REAL WORLD 2.40e−2 2.14e−2 1.61e−2 0

(b) Subsampled

ART CLIPART PRODUCT REAL WORLD

ART 0 8.41e−2 8.86e−2 6.69e−2
CLIPART 7.07e−2 0 5.86e−2 5.68e−2
PRODUCT 7.85e−2 6.24e−2 0 5.33e−2
REAL WORLD 6.09e−2 6.52e−2 5.77e−2 0

Proof. If εS(h ◦ g) = 0, then the confusion matrix C is diagonal and its y-th line is DS(Y = y).
Additionally, if DJS(Dw̃

S (Z),DT(Z)) = 0, then from a straightforward extension of Eq. 5.12, we have
DJS(Dw̃

S (Ŷ),DT(Ŷ)) = 0. In other words, the distribution of predictions on the source and target domains
match, i.e. µy = DT(Ŷ = y) = ∑

y′
w̃y′DS(Ŷ = y, Y = y′) = w̃yDS(Y = y), ∀y (where the last equality

comes from εS(h ◦ g) = 0). Finally, we get that w = C−1µ = w̃. �

In particular, applying this lemma to DANN (i.e. with w̃y′ = 1) suggests that at convergence, the
estimated weights should tend to 1. Empirically, Fig. 5.A.2b shows that as the marginals get matched,
the estimation for DANN does get closer to 1 (1 corresponds to a distance of 2.16)12. We now attempt to
provide some intuition on the behavior of IWDAN, with the following lemma:
Lemma 5.A.2. If εS(h ◦ g) = 0 and if for a given y:

min(w̃yDS(Y = y),DT(Y = y)) ≤ µy ≤ max(w̃yDS(Y = y),DT(Y = y)), (5.26)

then, letting w = C−1µ be the estimated weight:

|wy −w∗y| ≤ |w̃y −w∗y|.

Applying this lemma to w̃y = wt, and assuming that (5.26) holds for all the classes y (we discuss what
the assumption implies below), we get that:

‖wt+1 −w∗y‖ ≤ ‖wt −w∗y‖, (5.27)

or in other words, the estimation improves monotonously. Combining this with Lemma 5.A.2 suggests an
explanation for the shape of the IWDAN estimated weights on Fig. 5.A.2b: the monotonous improvement
of the estimation is counter-balanced by the matching of weighted marginals which, when reached, makes
wt constant (Lemma 5.A.1 applied to w̃ = wt). However, we wish to emphasize that the exact dynamics

12It does not reach it as the learning rate is decayed to 0.
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(a) Performance of DANN, IWDAN and IWDAN-O.
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(b) Performance of CDAN, CDAN and IWCDAN.

Figure 5.A.1: Performance in % of our algorithms and their base versions. The x-axis represents
DJS(DY

S ,DY
T ), the Jensen-Shannon distance between label distributions. Lines represent linear fits to

the data. For both sets of algorithms, the larger the jsd, the larger the improvement.

of w are complex, and we do not claim understand them fully. In all likelihood, they are the by-product
of regularity in the data, properties of deep neural networks and their interaction with stochastic gradient
descent. Additionally, the dynamics are also inherently linked to the success of domain adaptation, which
to this day remains an open problem.

As a matter of fact assumption (5.26) itself relates to successful domain adaptation. Setting aside w̃,
which simply corresponds to a class reweighting of the source domain, (5.26) states that predictions on the
target domain fall between a successful prediction (corresponding to DT(Y = y)) and the prediction of a
model with matched marginals (corresponding to DS(Y = y)). In other words, we assume that the model
is naturally in between successful domain adaptation and successful marginal matching. Empirically, we
observed that it holds true for most classes (with w̃ = w̃t for IWDAN and with w̃ = 1 for DANN), but
not all early in training13.

To conclude this section, we prove Lemma 5.A.2.

Proof. From εS(h ◦ g) = 0, we know that C is diagonal and that its y-th line is DS(Y = y). This gives us:
wy = (C−1µ)y =

µy
DS(Y=y) . Hence:

min(w̃yDS(Y = y),DT(Y = y)) ≤ µy ≤ max(w̃yDS(Y = y),DT(Y = y))

⇐⇒ min(w̃yDS(Y = y),DT(Y = y))
DS(Y = y)

≤ µy

DS(Y = y)
≤ max(w̃yDS(Y = y),DT(Y = y))

DS(Y = y)
⇐⇒ min(w̃y, w∗y) ≤ wy ≤ max(w̃y, w∗y)

⇐⇒ min(w̃y, w∗y)−w∗y ≤ wy −w∗y ≤ max(w̃y, w∗y)−w∗y
⇐⇒ |wy −w∗y| ≤ |w̃y −w∗y|,

which concludes the proof. �

13In particular at initialization, one class usually dominates the others.
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Figure 5.A.2: Left Accuracy of various algorithms during training. Right Euclidean distance between the
weights estimated using Lemma 5.3.2 and the true weights. Those plots correspond to averages over 5
seeds.
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Chapter 6

Learning Fair Representations

In this chapter, through the lens of information theory, we provide the first result that quantitatively
characterizes the tradeoff between demographic parity and the joint utility across different population
groups. Specifically, when the base rates differ between groups, we show that any method aiming to learn
fair representations admits an information-theoretic lower bound on the joint error across these groups.
To complement our negative results, we also prove that if the optimal decision functions across different
groups are close, then learning fair representations leads to an alternative notion of fairness, known as the
accuracy parity, which states that the error rates are close between groups. Finally, our theoretical findings
are also confirmed empirically on real-world datasets.
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6.1 Introduction

With the prevalence of machine learning applications in high-stakes domains, e.g., criminal judgement,
medical testing, online advertising, etc., it is crucial to ensure that the automated decision making systems
do not propagate existing bias or discrimination that might exist in historical data (Barocas and Selbst,
2016; Berk et al., 2018; of the President, 2016). Among many recent proposals for achieving different
notions of algorithmic fairness (Dwork et al., 2012; Hardt et al., 2016; Zafar et al., 2015, 2017; Zemel et al.,
2013), learning fair representations has received increasing attention due to recent advances in learning rich
representations with deep neural networks (Beutel et al., 2017; Edwards and Storkey, 2015; Louizos et al.,
2015; Madras et al., 2018; Song et al., 2019; Zhang et al., 2018). In fact, a line of work has proposed to
learn group-invariant representations with adversarial learning techniques in order to achieve statistical
parity, also known as the demographic parity in the literature. This line of work dates at least back to Zemel
et al. (2013) where the authors proposed to learn predictive models that are independent of the group
membership attribute. At a high level, the underlying idea is that if representations of instances from
different groups are similar to each other, then any predictive model on top of them will certainly make
decisions independent of group membership.

On the other hand, it has long been observed that there is an underlying tradeoff between utility and
demographic parity:

“All methods have in common that to some extent accuracy must be traded-off for lowering
the dependency.” (Calders et al., 2009)

In particular, it is easy to see that in an extreme case where the group membership coincides with the
target task, a call for exact demographic parity will inevitably remove the perfect predictor (Hardt et al.,
2016). Empirically, it has also been observed that a tradeoff exists between accuracy and fairness in binary
classification (Zliobaite, 2015). Clearly, methods based on learning fair representations are also bound by
such inherent tradeoff between utility and fairness. But how does the fairness constraint trade for utility?
Will learning fair representations help to achieve other notions of fairness besides the demographic parity?
If yes, what is the fundamental limit of utility that we can hope to achieve under such constraint?

To answer the above questions, through the lens of information theory, in this chapter we provide
the first result that quantitatively characterizes the tradeoff between demographic parity and the joint
utility across different population groups. Specifically, when the base rates differ between groups, we
provide a tight information-theoretic lower bound on the joint error across these groups. Our lower bound
is algorithm-independent so it holds for all methods aiming to learn fair representations. When only
approximate demographic parity is achieved, we also present a family of lower bounds to quantify the
tradeoff of utility introduced by such approximate constraint. As a side contribution, our proof technique
is simple but general, and we expect it to have broader applications in other learning problems using
adversarial techniques, e.g., unsupervised domain adaptation (Ganin et al., 2016; Zhao et al., 2019e),
privacy-preservation under attribute inference attacks (Hamm, 2017; Zhao et al., 2019a) and multilingual
machine translation (Johnson et al., 2017).

To complement our negative results, we show that if the optimal decision functions across different
groups are close, then learning fair representations helps to achieve an alternative notion of fairness, i.e.,
the accuracy parity, which states that the error rates are close between groups. Empirically, we conduct
experiments on a real-world dataset that corroborate both our positive and negative results. We believe our
theoretical insights contribute to better understanding of the tradeoff between utility and different notions
of fairness, and they are also helpful in guiding the future design of representation learning algorithms to
achieve algorithmic fairness.
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6.2 Preliminaries

We first introduce the notation used throughout the chapter and formally describe the problem setup. We
then briefly discuss some information-theoretic concepts that will be used in our analysis.

Notation We use X ⊆ Rd and Y = {0, 1} to denote the input and output space. Accordingly, we use X
and Y to denote the random variables which take values in X and Y , respectively. Lower case letters x and
y are used to denote the instantiation of X and Y. To simplify the presentation, we use A ∈ {0, 1} as the
sensitive attribute, e.g., race, gender, etc. 1 Let H be the hypothesis class of classifiers. In other words,
for h ∈ H, h : X → Y is the predictor that outputs a prediction. Note that even if the predictor does not
explicitly take the sensitive attribute A as input, this fairness through blindness mechanism can still be
biased due to the potential correlations between X and A. In this chapter we study the stochastic setting
where there is a joint distributionD over X, Y and A from which the data are sampled. To keep the notation
consistent, for a ∈ {0, 1}, we use Da to mean the conditional distribution of D given A = a. For an event
E, D(E) denotes the probability of E under D. In particular, in the literature of fair machine learning, we
call D(Y = 1) the base rate of distribution D and we use ∆BR(D,D′) := |D(Y = 1)−D′(Y = 1)| to
denote the difference of the base rates between two distributions D and D′ over the same sample space.
Given a feature transformation function g : X → Z that maps instances from the input space X to feature
space Z , we define g]D := D ◦ g−1 to be the induced (pushforward) distribution of D under g, i.e., for
any event E′ ⊆ Z , g]D(E′) := D(g−1(E′)) = D({x ∈ X | g(x) ∈ E′}).

Problem Setup Given a joint distribution D, the error of a predictor h under D is defined as εD(h) :=
ED [|Y − h(X)|]. Note that for binary classification problems, when h(X) ∈ {0, 1}, εD(h) reduces
to the true error rate of binary classification. To make the notation more compact, we may drop the
subscript D when it is clear from the context. In this chapter we focus on group fairness where the group
membership is given by the sensitive attribute A. Even in this context there are many possible definitions
of fairness (Narayanan, 2018), and in what follows we provide a brief review of the ones that are mostly
relevant to this chapter.
Definition 6.2.1 (Demographic Parity). Given a joint distribution D, a classifier Ŷ satisfies demographic
parity if Ŷ is independent of A.

Demographic parity reduces to the requirement that D0(Ŷ = 1) = D1(Ŷ = 1), i.e., positive outcome
is given to the two groups at the same rate. When exact equality does not hold, we use the absolute
difference between them as an approximate measure:
Definition 6.2.2 (DP Gap). Given a joint distribution D, the demographic parity gap of a classifier Ŷ is
∆DP(Ŷ) := |D0(Ŷ = 1)−D1(Ŷ = 1)|.

Demographic parity is also known as statistical parity, and it has been adopted as definition of fairness
in a series of work (Calders et al., 2009; Edwards and Storkey, 2015; Johndrow et al., 2019; Kamiran
and Calders, 2009; Kamishima et al., 2011; Louizos et al., 2015; Madras et al., 2018; Zemel et al., 2013).
However, as we shall quantify precisely in Section 6.3, demographic parity may cripple the utility that we
hope to achieve, especially in the common scenario where the base rates differ between two groups, e.g.,
D0(Y = 1) 6= D1(Y = 1) (Hardt et al., 2016). In light of this, an alternative definition is accuracy parity:
Definition 6.2.3 (Accuracy Parity). Given a joint distribution D, a classifier h satisfies accuracy parity if
εD0(h) = εD1(h).

In the literature, a break of accuracy parity is also known as disparate mistreatment (Zafar et al.,
2017). Again, when h is a deterministic binary classifier, accuracy parity reduces to D0(h(X) = Y) =

1Our main results could also be straightforwardly extended to the setting where A is a categorical variable.
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D1(h(X) = Y). Different from demographic parity, the definition of accuracy parity does not eliminate
the perfect predictor when Y = A when the base rates differ between two groups. When costs of different
error types matter, more refined definitions exist:
Definition 6.2.4 (Positive Rate Parity). Given a joint distribution D, a deterministic classifier h satisfies
positive rate parity if D0(h(X) = 1 | Y = y) = D1(h(X) = 1 | Y = y), ∀y ∈ {0, 1}.

Positive rate parity is also known as equalized odds (Hardt et al., 2016), which essentially requires
equal true positive and false positive rates between different groups. Furthermore, Hardt et al. (2016)
also defined true positive parity, or equal opportunity, to be D0(h(X) = 1 | Y = 1) = D1(h(X) = 1 |
Y = 1) when positive outcome is desirable. Last but not least, predictive rate parity, also known as test
fairness (Chouldechova, 2017), asks for equal chance of positive outcomes across groups given predictions:

Definition 6.2.5 (Predictive Rate Parity). Given a joint distribution D, a probabilistic classifier h satisfies
predictive rate parity if D0(Y = 1 | h(X) = c) = D1(Y = 1 | h(X) = c), ∀c ∈ [0, 1].

When h is a deterministic binary classifier that only takes value in {0, 1}, Chouldechova (2017) showed
an intrinsic tradeoff between predictive rate parity and positive rate parity:
Theorem 6.2.1 (Chouldechova (2017)). Assume D0(Y = 1) 6= D1(Y = 1), then for any deterministic
classifier h : X → {0, 1} that is not perfect, i.e., h(X) 6= Y, positive rate parity and predictive rate parity
cannot hold simultaneously.

Similar tradeoff result for probabilistic classifier has also been observed by Kleinberg et al. (2016),
where the authors showed that for any non-perfect predictors, calibration and positive rate parity cannot
be achieved simultaneously if the base rates are different across groups. Here a classifier h is said to be
calibrated if D(Y = 1 | h(X) = c) = c, ∀c ∈ [0, 1], i.e., if we look at the set of data that receive a
predicted probability of c by h, we would like c-fraction of them to be positive instances according to
Y (Pleiss et al., 2017).

f -divergence Introduced by Ali and Silvey (1966) and Csiszár (1964, 1967), f -divergence, also known
as the Ali-Silvey distance, is a general class of statistical divergences to measure the difference between
two probability distributions P and Q over the same measurable space.
Definition 6.2.6 ( f -divergence). Let P and Q be two probability distributions over the same space and
assume P is absolutely continuous w.r.t. Q. Then for any convex function f : (0, ∞)→ R that is strictly
convex at 1 and f (1) = 0, the f -divergence of Q from P is defined as

D f (P ‖ Q) := EQ

[
f
(

dP
dQ

)]
. (6.1)

The function f is called the generator function of D f (· ‖ ·).
Different choices of the generator function f recover popular statistical divergence as special cases, e.g.,

the KL-divergence. From Jensen’s inequality it is easy to verify that D f (P ‖ Q) ≥ 0 and D f (P ‖ Q) = 0
iff P = Q almost surely. Note that f -divergence does not necessarily leads to a distance metric, and it is
not symmetric in general, i.e., D f (P ‖ Q) 6= D f (Q ‖ P) provided that P ∼ Q. We list some common
choices of the generator function f and their corresponding properties in Table 6.2.1. Notably, Khosravifard
et al. (2007) proved that total variation is the only f -divergence that serves as a metric, i.e., satisfying the
triangle inequality.
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Table 6.2.1: List of different f -divergences and their corresponding properties. DKL(P || Q) denotes the
KL-divergence ofQ from P andM := (P +Q)/2 is the average distribution of P andQ. Symm. stands
for Symmetric and Tri. stands for Triangle Inequality.

Name D f (P ‖ Q) Generator f (t) Symm. Tri.

Kullback-Leibler DKL(P ‖ Q) t log t 7 7
Reverse-KL DKL(Q ‖ P) − log t 7 7

Jensen-Shannon DJS(P ,Q) := 1
2 (DKL(P‖M) + DKL(Q‖M)) t log t− (t + 1) log( t+1

2 ) 3 7

Squared Hellinger H2(P ,Q) := 1
2

∫
(
√

dP −
√

dQ)2 (1−
√

t)2/2 3 7
Total Variation dTV(P ,Q) := supE |P(E)−Q(E)| |t− 1|/2 3 3

6.3 Main Results

As we briefly mentioned in Section 6.2, it is impossible to have imperfect predictor that is both calibrated
and preserves positive rate parity when the base rates differ between two groups. Similar impossibility
result also holds between positive rate parity and predictive rate parity. On the other hand, while it has long
been observed that demographic parity may eliminate perfect predictor (Hardt et al., 2016), and previous
work has empirically verified that tradeoff exists between accuracy and demographic parity (Calders et al.,
2009; Kamiran and Calders, 2009; Zliobaite, 2015) on various datasets, so far a quantitative characterization
on the exact tradeoff between accuracy and various notions of parity is still missing. In what follows we
shall prove a family of information theoretic lower bounds on the accuracy that hold for all algorithms.

6.3.1 Tradeoff between Fairness and Utility

Essentially, every prediction function induces a Markov chain: X
g−→ Z h−→ Ŷ, where g is the feature

transformation, h is the classifier on feature space, Z is the feature and Ŷ is the predicted target variable by
h ◦ g. Note that simple models, e.g., linear classifiers, are also included by specifying g to be the identity
map. With this notation, we first state the following theorem that quantifies an inherent tradeoff between
fairness and utility.
Theorem 6.3.1. Let Ŷ = h(g(X)) be the predictor. If Ŷ satisfies demographic parity, then εD0(h ◦ g) +
εD1(h ◦ g) ≥ ∆BR(D0,D1).

Remark First of all, ∆BR(D0,D1) is the difference of base rates across groups, and it achieves its
maximum value of 1 iff Y = A almost surely, i.e., Y indicates group membership. On the other hand, if
Y is independent of A, then ∆BR(D0,D1) = 0 so the lower bound does not make any constraint on the
joint error. Second, Theorem 6.3.1 applies to all possible feature transformation g and predictor h. In
particular, if we choose g to be the identity map, then Theorem 6.3.1 says that when the base rates differ,
no algorithm can achieve a small joint error on both groups, and it also recovers the previous observation
that demographic parity can eliminate the perfect predictor (Hardt et al., 2016). Third, the lower bound in
Theorem 6.3.1 is insensitive to the marginal distribution of A, i.e., it treats the errors from both groups
equally. As a comparison, let α := D(A = 1), then εD(h ◦ g) = (1− α)εD0(h ◦ g) + αεD1(h ◦ g). In
this case εD(h ◦ g) could still be small even if the minority group suffers a large error.

Furthermore, by the pigeonhole principle, the following corollary holds:
Corollary 6.3.1. If the predictor Ŷ = h(g(X)) satisfies demographic parity, then max{εD0(h ◦ g), εD1(h ◦
g)} ≥ ∆BR(D0,D1)/2.
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In words, this means that for fair predictors in the demographic parity sense, at least one of the
subgroups has to incur an error of at least ∆BR(D0,D1)/2 which could be large in settings like criminal
justice where ∆BR(D0,D1) is large.

Before we give the proof, we first present a useful lemma that lower bounds the prediction error by the
total variation distance.
Lemma 6.3.1. Let Ŷ = h(g(X)) be the predictor, then for a ∈ {0, 1}, dTV(Da(Y),Da(Ŷ)) ≤ εDa(h ◦ g).

Proof. For a ∈ {0, 1}, we have:

dTV(Da(Y),Da(Ŷ)) = |Da(Y = 1)−Da(h(g(X)) = 1)| = |EDa [Y]−EDa [h(g(X))]|
≤ EDa [|Y− h(g(X))|] = εDa(h ◦ g). �

Now we are ready to prove Theorem 6.3.1:

Proof of Theorem 6.3.1. First of all, we show that if Ŷ = h(g(X)) satisfies demographic parity, then:

dTV(D0(Ŷ),D1(Ŷ)) = max
{
|D0(Ŷ = 0)−D1(Ŷ = 0)|, |D0(Ŷ = 1)−D1(Ŷ = 1)|

}
= |D0(Ŷ = 1)−D1(Ŷ = 1)|
= |D(Ŷ = 1 | A = 0)−D(Ŷ = 1 | A = 1)| = 0,

where the last equality follows from the definition of demographic parity. Now from Table 6.2.1, dTV(·, ·)
is symmetric and satisfies the triangle inequality, we have:

dTV(D0(Y),D1(Y)) ≤ dTV(D0(Y),D0(Ŷ)) + dTV(D0(Ŷ),D1(Ŷ)) + dTV(D1(Ŷ),D1(Y))

= dTV(D0(Y),D0(Ŷ)) + dTV(D1(Ŷ),D1(Y)). (6.2)

The last step is to bound dTV(Da(Y),Da(Ŷ)) in terms of εDa(h ◦ g) for a ∈ {0, 1} using Lemma 6.3.1:

dTV(D0(Y),D0(Ŷ)) ≤ εD0(h ◦ g), dTV(D1(Y),D1(Ŷ)) ≤ εD1(h ◦ g).

Combining the above two inequalities and (6.2) completes the proof. �

It is not hard to show that our lower bound in Theorem 8.2.1 is tight. To see this, consider the case
A = Y, where the lower bound achieves its maximum value of 1. Now consider a constant predictor
Ŷ ≡ 1 or Ŷ ≡ 0, which clearly satisfies demographic parity by definition. But in this case either
εD0(h ◦ g) = 1, εD1(h ◦ g) = 0 or εD0(h ◦ g) = 0, εD1(h ◦ g) = 1, hence εD0(h ◦ g) + εD1(h ◦ g) ≡ 1,
achieving the lower bound.

To conclude this section, we point out that the choice of total variation in the lower bound is not unique.
As we will see shortly in Section 6.3.2, similar lower bounds could be attained using specific choices of the
general f -divergence with some desired properties.

6.3.2 Tradeoff in Fair Representation Learning

In the last section we show that there is an inherent tradeoff between fairness and utility when a predictor
exactly satisfies demographic parity. In practice we may not be able to achieve demographic parity exactly.
Instead, most algorithms (Adel et al., 2019a; Beutel et al., 2017; Edwards and Storkey, 2015; Louizos
et al., 2015) build an adversarial discriminator that takes as input the feature vector Z = g(X), and the
goal is to learn fair representations such that it is hard for the adversarial discriminator to infer the group
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membership from Z. In this sense due to the limit on the capacity of the adversarial discriminator, only
approximate demographic parity can be achieved in the equilibrium. Hence it is natural to ask what is the
tradeoff between fair representations and accuracy in this scenario? In this section we shall answer this
question by generalizing our previous analysis with f -divergence to prove a family of lower bounds on the
joint target prediction error. Our results also show how approximate DP helps to reconcile but not remove
the tradeoff between fairness and utility. Before we state and prove the main results in this section, we
first introduce the following lemma by Liese and Vajda (2006) as a generalization of the data processing
inequality for f -divergence:
Lemma 6.3.2 (Liese and Vajda (2006)). Let µ(Z) be the space of all probability distributions over Z .
Then for any f -divergence D f (· || ·), any stochastic kernel κ : X → µ(Z), and any distributions P and
Q over X , D f (κP || κQ) ≤ D f (P || Q).

Roughly speaking, Lemma 6.3.2 says that data processing cannot increase discriminating information.
Define dJS(P ,Q) :=

√
DJS(P ,Q) and H(P ,Q) :=

√
H2(P ,Q). It is well-known in information the-

ory that both dJS(·, ·) and H(·, ·) form a bounded distance metric over the space of probability distributions.
Realize that dTV(·, ·), H2(·, ·) and DJS(·, ·) are all f -divergence. The following corollary holds:
Corollary 6.3.2. Let h : Z → Y be any hypothesis, and g]Da be the pushforward distribution of Da by g,
∀a ∈ {0, 1}. Let Ŷ = h(g(X)) be the predictor, then all the following inequalities hold:

1. dTV(D0(Ŷ),D1(Ŷ)) ≤ dTV(g]D0, g]D1)

2. H(D0(Ŷ),D1(Ŷ)) ≤ H(g]D0, g]D1)

3. dJS(D0(Ŷ),D1(Ŷ)) ≤ dJS(g]D0, g]D1)

Now we are ready to present the following main theorem of this section:
Theorem 6.3.2. Let Ŷ = h(g(X)) be the predictor. Assume dJS(g]D0, g]D1) ≤ dJS(D0(Y),D1(Y)) and
H(g]D0, g]D1) ≤ H(D0(Y),D1(Y)), then the following three inequalities hold:

1. Total variation lower bound:

εD0(h ◦ g) + εD1(h ◦ g) ≥ dTV(D0(Y),D1(Y))− dTV(g]D0, g]D1).

2. Jensen-Shannon lower bound:

εD0(h ◦ g) + εD1(h ◦ g) ≥
(
dJS(D0(Y),D1(Y))− dJS(g]D0, g]D1)

)2/2.

3. Hellinger lower bound:

εD0(h ◦ g) + εD1(h ◦ g) ≥
(

H(D0(Y),D1(Y))− H(g]D0, g]D1)
)2/2.

Remark All the three lower bounds in Theorem 6.3.2 imply a tradeoff between the joint error across
demographic subgroups and learning group-invariant feature representations. In a nutshell:

For fair representations, it is not possible to construct a predictor that simultaneously minimizes
the errors on both demographic subgroups.

When g]D0 = g]D1, which also implies D0(Ŷ) = D1(Ŷ), all three lower bounds get larger, in this case
we have

max
{

dTV(D0(Y),D1(Y)),
1
2

d2
JS(D0(Y),D1(Y)),

1
2

H2(D0(Y),D1(Y))
}

= dTV(D0(Y),D1(Y))

= ∆BR(D0,D1),

and this reduces to Theorem 6.3.1. Now we give a sketch of the proof for Theorem 6.3.2:
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Proof Sketch of Theorem 6.3.2. We prove the three inequalities respectively. The total variation lower
bound follows the same idea as the proof of Theorem 8.2.1 and the inequality dTV(D0(Ŷ),D1(Ŷ)) ≤
dTV(g]D0, g]D1) from Corollary 6.3.2. To prove the Jensen-Shannon lower bound, realize that dJS(·, ·)
is a distance metric over probability distributions. Combining with the inequality dJS(D0(Ŷ),D1(Ŷ)) ≤
dJS(g]D0, g]D1) from Corollary 6.3.2, we have:

dJS(D0(Y),D1(Y)) ≤ dJS(D0(Y),D0(Ŷ)) + dJS(g]D0, g]D1) + dJS(D1(Ŷ),D1(Y)).

Now by Lin’s lemma (Lin, 1991, Theorem 3), for any two distributions P and Q, we have d2
JS(P ,Q) ≤

dTV(P ,Q). Combine Lin’s lemma with Lemma 6.3.1, we get the following lower bound:√
εD0(h ◦ g) +

√
εD1(h ◦ g) ≥ dJS(D0(Y),D1(Y))− dJS(g]D0, g]D1).

Apply the AM-GM inequality, we can further bound the L.H.S. by√
2
(
εD0(h ◦ g) + εD1(h ◦ g)

)
≥
√

εD0(h ◦ g) +
√

εD1(h ◦ g).

Under the assumption that dJS(g]D0, g]D1) ≤ dJS(D0(Y),D1(Y)), taking a square at both sides then
completes the proof for the second inequality. The proof for Hellinger’s lower bound follows exactly as the
one for Jensen-Shannon’s lower bound, except that instead of Lin’s lemma, we need to use the fact that
H2(P ,Q) ≤ dTV(P ,Q) ≤

√
2H(P ,Q), ∀P ,Q. �

As a simple corollary of Theorem 6.3.2, the following result shows how approximate DP (in terms of the
DP gap) helps to reconcile the tradeoff between fairness and utility:
Corollary 6.3.3. Let Ŷ = h(g(X)) be the predictor, then εD0(h ◦ g) + εD1(h ◦ g) ≥ ∆BR(D0,D1)−
∆DP(Ŷ).

In a sense Corollary 6.3.3 means that in order to lower the joint error, the DP gap of the predictor
cannot be too small. Of course, since the above inequality is a lower bound, it only serves as a necessary
condition for small joint error. Hence an interesting question would be to ask whether it is possible to have
a sufficient condition that guarantees a small joint error such that the DP gap of the predictor is no larger
than that of the perfect predictor, i.e., ∆BR(D0,D1). We leave this as a future work.

6.3.3 Fair Representations Lead to Accuracy Parity

In the previous sections we prove a family of information-theoretic lower bounds that demonstrate an
inherent tradeoff between fair representations and joint error across groups. A natural question to ask then,
is, what kind of parity can fair representations bring us? To complement our negative results, in this section
we show that learning group-invariant representations help to reduce discrepancy of errors (utilities) across
groups.

First of all, since we work under the stochastic setting where Da is a joint distribution over X and Y
conditioned on A = a, then any function mapping h : X → Y will inevitably incur an error due to the
noise existed in the distribution Da. Formally, for a ∈ {0, 1}, define the optimal function h∗a : X → Y
under the absolute error to be h∗a(X) := mDa(Y | X), where mDa(Y | X) denotes the median of Y given
X under distribution Da. Now define the noise of distribution Da to be nDa := EDa [|Y− h∗a(X)|]. With
these notations, we are now ready to present the following theorem:

104



Theorem 6.3.3 (Error Decomposition Theorem). For any hypothesis H 3 h : X → Y , the following
inequality holds:

|εD0(h)− εD1(h)| ≤ |nD0 − nD1 |+ dTV(D0(X),D1(X))

+ min {ED0 [|h∗0 − h∗1 |], ED1 [|h∗0 − h∗1 |]} .

Remark Theorem 6.3.3 upper bounds the discrepancy of accuracy across groups by three terms: the
noise difference, the distance of representations across groups and the discrepancy of optimal decision
functions. In an ideal setting where both distributions are noiseless, i.e., same people in the same group are
always treated equally, the upper bound simplifies to the latter two terms:

|εD0(h)− εD1(h)| ≤ dTV(D0(X),D1(X)) + min {ED0 [|h∗0 − h∗1 |], ED1 [|h∗0 − h∗1 |]} .

If we further require that the optimal decision functions h∗0 and h∗1 are close to each other, i.e., optimal
decisions are insensitive to the group membership, then Theorem 6.3.3 implies that a sufficient condition to
guarantee accuracy parity is to find group-invariant representation that minimizes dTV(D0(X),D1(X)).
We now present the proof for Theorem 6.3.3:

Proof of Theorem 6.3.3. First, we show that for a ∈ {0, 1}, εDa(h) cannot be too large if h is close to h∗a :

|εDa(h)−EDa [|h(X)− h∗a(X)|]| = |EDa [|h(X)−Y|]−EDa [|h(X)− h∗a(X)|]|
≤ EDa [

∣∣|h(X)−Y| − |h(X)− h∗a(X)|
∣∣]

≤ EDa [|Y− h∗a(X)|] = nDa ,

where both inequalities are due to the triangle inequality. Next, we bound |εD0(h)− εD1(h)| by:

|εD0(h)− εD1(h)| ≤ |nD0 − nD1 |+
∣∣ED0 [|h(X)− h∗0(X)|]−ED1 [|h(X)− h∗1(X)|]

∣∣.
In order to show this, define εa(h, h′) := EDa [|h(X)− h′(X)|] so that∣∣ED0 [|h(X)− h∗0(X)|]−ED1 [|h(X)− h∗1(X)|]

∣∣ = ∣∣ε0(h, h∗0)− ε1(h, h∗1)
∣∣.

To bound
∣∣ε0(h, h∗0)− ε1(h, h∗1)

∣∣, realize that |h(X)− h∗a(X)| ∈ {0, 1}. On one hand, we have:∣∣ε0(h, h∗0)− ε1(h, h∗1)
∣∣ = ∣∣ε0(h, h∗0)− ε0(h, h∗1) + ε0(h, h∗1)− ε1(h, h∗1)

∣∣
≤
∣∣ε0(h, h∗0)− ε0(h, h∗1)

∣∣+ ∣∣ε0(h, h∗1)− ε1(h, h∗1)
∣∣

≤ ε0(h∗0 , h∗1) + dTV(D0(X),D1(X)),

where the last inequality is due to
∣∣ε0(h, h∗1)− ε1(h, h∗1)

∣∣ = ∣∣D0(|h− h∗1 | = 1)−D1(|h− h∗1 | = 1)
∣∣ ≤

supE |D0(E)−D1(E)| = dTV(D0,D1). Similarly, by subtracting and adding back ε1(h, h∗0) instead, we
can also show that

∣∣ε0(h, h∗0)− ε1(h, h∗1)
∣∣ ≤ ε1(h∗0 , h∗1) + dTV(D0(X),D1(X)).

Combine the above two inequalities yielding:∣∣ε0(h, h∗0)− ε1(h, h∗1)
∣∣ ≤ min{ε0(h∗0 , h∗1), ε1(h∗0 , h∗1)}+ dTV(D0(X),D1(X)).

Incorporating the difference of noise back to the above inequality then completes the proof. �
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6.4 Empirical Validation

Our theoretical results on the lower bound imply that over-training the feature transformation function to
achieve group-invariant representations will inevitably lead to large joint errors. On the other hand, our
upper bound also implies that group-invariant representations help to achieve accuracy parity. To verify
these theoretical implications, in this section we conduct experiments on a real-world benchmark dataset,
the UCI Adult dataset, to present empirical results with various metrics.

Dataset The Adult dataset contains 30,162/15,060 training/test instances for income prediction. Each
instance in the dataset describes an adult from the 1994 US Census. Attributes include gender, education
level, age, etc. In this experiment we use gender (binary) as the sensitive attribute, and we preprocess
the dataset to convert categorical variables into one-hot representations. The processed data contains 114
attributes. The target variable (income) is also binary: 1 if ≥ 50K/year otherwise 0. For the sensitive
attribute A, A = 0 means Male otherwise Female. In this dataset, the base rates across groups are different:
Pr(Y = 1 | A = 0) = 0.310 while Pr(Y = 1 | A = 1) = 0.113. Also, the group ratios are different:
Pr(A = 0) = 0.673.

Experimental Protocol To validate the effect of learning group-invariant representations with adversarial
debiasing techniques (Beutel et al., 2017; Madras et al., 2018; Zhang et al., 2018), we perform a controlled
experiment by fixing the baseline network architecture to be a three hidden-layer feed-forward network
with ReLU activations. The number of units in each hidden layer are 500, 200, and 100, respectively. The
output layer corresponds to a logistic regression model. This baseline without debiasing is denoted as
NoDebias. For debiasing with adversarial learning techniques, the adversarial discriminator network takes
the feature from the last hidden layer as input, and connects it to a hidden-layer with 50 units, followed by
a binary classifier whose goal is to predict the sensitive attribute A. This model is denoted as AdvDebias.
Compared with NoDebias, the only difference of AdvDebias in terms of objective function is that besides
the cross-entropy loss for target prediction, the AdvDebias also contains a classification loss from the
adversarial discriminator to predict the sensitive attribute A. In the experiment, all the other factors are
fixed to be the same between these two methods, including learning rate, optimization algorithm, training
epoch, and also batch size. To see how the adversarial loss affects the joint error, the demographic parity as
well as the accuracy parity, we vary the coefficient ρ for the adversarial loss between 0.1, 1.0, 5.0 and 50.0.

Results and Analysis The experimental results are listed in Table 6.4.1. Note that in the table |εD0 − εD1 |
could be understood as measuring an approximate version of accuracy parity, and similarly ∆DP(Ŷ)
measures the closeness of the classifier to satisfy demographic parity. From the table, it is then clear
that with increasing ρ, both the overall error εD (sensitive to the marginal distribution of A) and the joint
error εD0 + εD1 (insensitive to the imbalance of A) are increasing. As expected, ∆DP(Ŷ) is drastically
decreasing with the increasing of ρ. Furthermore, |εD0 − εD1 | is also gradually decreasing, but much
slowly than ∆DP(Ŷ). This is due to the existing noise in the data as well as the shift between the optimal
decision functions across groups, as indicated by our upper bound. To conclude, all the empirical results
are consistent with our theoretical findings.

6.5 Related Work

Fairness Frameworks Two central notions of fairness have been extensively studied, i.e., group fairness
and individual fairness. In a seminal work, Dwork et al. (2012) define individual fairness as a measure of
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Table 6.4.1: Adversarial debiasing on demographic parity, joint error across groups, and accuracy parity.

εD εD0 + εD1 |εD0 − εD1 | ∆DP(Ŷ)

NoDebias 0.157 0.275 0.115 0.189
AdvDebias, ρ = 0.1 0.159 0.278 0.116 0.190
AdvDebias, ρ = 1.0 0.162 0.286 0.106 0.113
AdvDebias, ρ = 5.0 0.166 0.295 0.106 0.032
AdvDebias, ρ = 50.0 0.201 0.360 0.112 0.028

smoothness of the classification function. Under the assumption that number of individuals is finite, the
authors proposed a linear programming framework to maximize the utility under their fairness constraint.
However, their framework requires apriori a distance function that computes the similarity between
individuals, and their optimization formulation does not produce an inductive rule to generalize to unseen
data. Based on the definition of positive rate parity, Hardt et al. (2016) proposed a post-processing method to
achieve fairness by taking as input the prediction and the sensitive attribute. In a concurrent work, Kleinberg
et al. (2016) offer a calibration technique to achieve the corresponding fairness criterion as well. However,
both of the aforementioned two approaches require sensitive attribute during the inference phase, which is
not available in many real-world scenarios.

Regularization Techniques The line of work on fairness-aware learning through regularization dates at
least back to Kamishima et al. (2012), where the authors argue that simple deletion of sensitive features in
data is insufficient for eliminating biases in automated decision making, due to the possible correlations
among attributes and sensitive information (Lum and Johndrow, 2016). In light of this, the authors proposed
a prejudice remover regularizer that essentially penalizes the mutual information between the predicted
goal and the sensitive information. In a more recent approach, Zafar et al. (2015) leveraged a measure
of decision boundary fairness and incorporated it via constraints into the objective function of logistic
regression as well as support vector machines. As discussed in Section 7.2, both approaches essentially
reduce to achieving demographic parity through regularization.

Representation Learning In a pioneer work, Zemel et al. (2013) proposed to preserve both group and
individual fairness through the lens of representation learning, where the main idea is to find a good
representation of the data with two competing goals: to encode the data for utility maximization while at
the same time to obfuscate any information about membership in the protected group. Due to the power of
learning rich representations offered by deep neural nets, recent advances in building fair automated decision
making systems focus on using adversarial techniques to learn fair representation that also preserves enough
information for the prediction vendor to achieve his utility (Adel et al., 2019a; Beutel et al., 2017; Edwards
and Storkey, 2015; Louizos et al., 2015; Song et al., 2019; Zhang et al., 2018; Zhao et al., 2019d). Madras
et al. (2018) further extended this approach by incorporating reconstruction loss given by an autoencoder
into the objective function to preserve demographic parity, equalized odds, and equal opportunity.

6.6 Conclusion

In this chapter we theoretically and empirically study the important problem of quantifying the tradeoff
between utility and fairness in learning group-invariant representations. Specifically, we prove a novel
lower bound to characterize the tradeoff between demographic parity and the joint utility across different
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population groups when the base rates differ between groups. In particular, our results imply that any
method aiming to learn fair representations admits an information-theoretic lower bound on the joint error,
and the better the representation, the larger the joint error. Complementary to our negative results, we also
show that learning fair representations leads to accuracy parity if the optimal decision functions across
different groups are close. These theoretical findings are also confirmed empirically on real-world datasets.
We believe our results take an important step towards better understanding the tradeoff between utility and
different notions of fairness. Inspired by our lower bound, one interesting direction for future work is to
design instance-weighting algorithm to balance the base rates during representation learning.
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Chapter 7

Conditional Learning of Fair
Representations

In this chapter we propose a novel algorithm for learning fair representations that can simultaneously
mitigate two notions of disparity among different demographic subgroups in the classification setting.
Two key components underpinning the design of our algorithm are balanced error rate and conditional
alignment of representations. We show how these two components contribute to ensuring accuracy parity
and equalized false-positive and false-negative rates across groups without impacting demographic parity.
Furthermore, we also demonstrate both in theory and on two real-world experiments that the proposed
algorithm leads to a better utility-fairness trade-off on balanced datasets compared with existing algorithms
on learning fair representations for classification.
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7.1 Introduction

High-stakes settings, such as loan approvals, criminal justice, and hiring processes, use machine learning
tools to help make decisions. A key question in these settings is whether the algorithm makes fair decisions.
In settings that have historically had discrimination, we are interested in defining fairness with respect
to a protected group, the group which has historically been disadvantaged. The rapidly growing field of
algorithmic fairness has a vast literature that proposes various fairness metrics, characterizes the relationship
between fairness metrics, and describes methods to build classifiers that satisfy these metrics (Chouldechova
and Roth, 2018; Corbett-Davies and Goel, 2018). Among many recent attempts to achieve algorithmic
fairness (Dwork et al., 2012; Hardt et al., 2016; Zafar et al., 2015; Zemel et al., 2013), learning fair
representations has attracted increasing attention due to its flexibility in learning rich representations based
on advances in deep learning (Beutel et al., 2017; Edwards and Storkey, 2015; Louizos et al., 2015; Madras
et al., 2018). The backbone idea underpinning this line of work is very intuitive: if the representations of
data from different groups are similar to each other, then any classifier acting on such representations will
also be agnostic to the group membership.

However, it has long been empirically observed (Calders et al., 2009) and recently been proved (Zhao
and Gordon, 2019) that fairness is often at odds with utility. For example, consider demographic par-
ity, which requires the classifier to be independent of the group membership attribute. It is clear that
demographic parity will cripple the utility if the demographic group membership and the target variable
are indeed correlated. To escape such inherent trade-off, other notions of fairness, such as equalized
odds (Hardt et al., 2016), which asks for equal false positive and negative rates across groups, and accuracy
parity (Zafar et al., 2017), which seeks equalized error rates across groups, have been proposed. It is a
well-known result that equalized odds is incompatible with demographic parity (Barocas et al., 2017) except
in degenerate cases where group membership is independent of the target variable. Accuracy parity and the
so-called predictive rate parity (c.f. Definition 7.2.4) could be simultaneously achieved, e.g., the COMPAS
tool (Dieterich et al., 2016). Furthermore, under some conditions, it is also known that demographic parity
can lead to accuracy parity (Zhao and Gordon, 2019). However, whether it is possible to simultaneously
guarantee equalized odds and accuracy parity remains an open question.

In this chapter, we provide an affirmative answer to the above question by proposing an algorithm to
align the conditional distributions (on the target variable) of representations across different demographic
subgroups. The proposed formulation is a minimax problem that admits a simple reduction to cost-sensitive
learning. The key component underpinning the design of our algorithm is the balanced error rate (BER, c.f.
Section 7.2) (Feldman et al., 2015; Menon and Williamson, 2018), over the target variable and protected
attributes. We demonstrate both in theory and on two real-world experiments that together with the
conditional alignment, BER helps our algorithm to simultaneously ensure accuracy parity and equalized
odds across groups. Our key contributions are summarized as follows:
• We prove that BER plays a fundamental role in ensuring accuracy parity and a small joint error

across groups. Together with the conditional alignment of representations, this implies that we can
simultaneously achieve equalized odds and accuracy parity. Furthermore, we also show that when
equalized odds is satisfied, BER serves as an upper bound on the error of each subgroup. These
results help to justify the design of our algorithm in using BER instead of the marginal error as our
loss functions.

• We provide theoretical results that our method achieves equalized odds without impacting demo-
graphic parity. This result shows that we can preserve the demographic parity gap for free while
simultaneously achieving equalized odds.

• Empirically, among existing fair representation learning methods, we demonstrate that our algorithm
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is able to achieve a better utility on balanced datasets. On an imbalanced dataset, our algorithm is the
only method that achieves accuracy parity; however it does so at the cost of decreased utility.

We believe our theoretical results contribute to the understanding on the relationship between equalized
odds and accuracy parity, and the proposed algorithm provides an alternative in real-world scenarios where
accuracy parity and equalized odds are desired.

7.2 Preliminaries

We first introduce the notations used throughout this chapter and formally describe the problem setup and
various definitions of fairness explored in the literature.

Notation We use X ⊆ Rd and Y = {0, 1} to denote the input and output space. Accordingly, we use X
and Y to denote the random variables which take values in X and Y , respectively. Lower case letters x and
y are used to denote the instantiation of X and Y. To simplify the presentation, we use A ∈ {0, 1} as the
sensitive attribute, e.g., race, gender, etc. 1 Let H be the hypothesis class of classifiers. In other words,
for h ∈ H, h : X → Y is the predictor that outputs a prediction. Note that even if the predictor does not
explicitly take the sensitive attribute A as input, this fairness through blindness mechanism can still be
biased due to the potential correlations between X and A. In this chapter we study the stochastic setting
where there is a joint distributionD over X, Y and A from which the data are sampled. To keep the notation
consistent, for a, y ∈ {0, 1}, we use Da to mean the conditional distribution of D given A = a and Dy

to mean the conditional distribution of D given Y = y. For an event E, D(E) denotes the probability of
E under D. In particular, in the literature of fair machine learning, we call D(Y = 1) the base rate of
distribution D and we use ∆BR(D,D′) := |D(Y = 1)−D′(Y = 1)| to denote the difference of the base
rates between two distributions D and D′ over the same sample space.

Given a feature transformation function g : X → Z that maps instances from the input space
X to feature space Z , we define g]D := D ◦ g−1 to be the induced (pushforward) distribution of D
under g, i.e., for any event E′ ⊆ Z , g]D(E′) := D(g−1(E′)) = D({x ∈ X | g(x) ∈ E′}). To
measure the discrepancy between distributions, we use dTV(D,D′) to denote the total variation between
them: dTV(D,D′) := supE |D(E) − D′(E)|. In particular, for binary random variable Y, it can be
readily verified that the total variation between the marginal distributions D(Y) and D′(Y) reduces to the
difference of their base rates, ∆BR(D,D′). To see this, realize that dTV(D(Y),D′(Y)) = max{|D(Y =
1) − D′(Y = 1)|, |D(Y = 0) − D′(Y = 0)|} = |D(Y = 1) − D′(Y = 1)| = ∆BR(D,D′) by
definition.

Given a joint distributionD, the error of a predictor h underD is defined as εD(h) := ED [|Y− h(X)|].
Note that for binary classification problems, when h(X) ∈ {0, 1}, εD(h) reduces to the true error rate
of binary classification. To make the notation more compact, we may drop the subscript D when it
is clear from the context. Furthermore, we use CED(Ŷ ‖ Y) to denote the cross-entropy loss function
between the predicted variable Ŷ and the true label distribution Y over the joint distribution D. For binary
random variables Y, we define BERD(Ŷ ‖ Y) to be the balanced error rate of predicting Y using Ŷ, e.g.,
BERD(Ŷ ‖ Y) := D(Ŷ = 0 | Y = 1) +D(Ŷ = 1 | Y = 0). Realize that D(Ŷ = 0 | Y = 1) is the
false negative rate (FNR) of Ŷ and D(Ŷ = 1 | Y = 0) corresponds to the false positive rate (FPR). So
the balanced error rate can also be understood as the sum of FPR and FNR using the predictor Ŷ. We can
similarly define BERD(Â ‖ A) as well.

1Our main results could also be straightforwardly extended to the setting where A is a categorical variable.
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Problem Setup We focus on group fairness where the group membership is given by the sensitive
attribute A. We assume that the sensitive attribute A is available to the learner during training phase, but
not inference phase. As a result, post-processing techniques to ensure fairness are not feasible under our
setting. In the literature, there are many possible definitions of fairness (Narayanan, 2018), and in what
follows we provide a brief review of the ones that are mostly relevant to this work.
Definition 7.2.1 (Demographic Parity (DP)). Given a joint distribution D, a classifier Ŷ satisfies demo-
graphic parity if Ŷ is independent of A.

When Ŷ is a deterministic binary classifier, demographic parity reduces to the requirement that
D0(Ŷ = 1) = D1(Ŷ = 1), i.e., positive outcome is given to the two groups at the same rate. Demographic
parity is also known as statistical parity, and it has been adopted as the default definition of fairness in a
series of work (Adel et al., 2019a; Calders and Verwer, 2010; Calders et al., 2009; Edwards and Storkey,
2015; Johndrow et al., 2019; Kamiran and Calders, 2009; Kamishima et al., 2011; Louizos et al., 2015;
Madras et al., 2018; Zemel et al., 2013). It is not surprising that demographic parity may cripple the
utility that we hope to achieve, especially in the common scenario where the base rates differ between two
groups (Hardt et al., 2016). Formally, the following theorem characterizes the trade-off in terms of the joint
error across different groups:
Theorem 7.2.1. (Zhao and Gordon, 2019) Let Ŷ = h(g(X)) be the classifier. Then εD0(h ◦ g) + εD1(h ◦
g) ≥ ∆BR(D0,D1)− dTV(g]D0, g]D1).

In this case of representations that are independent of the sensitive attribute A, then the second term
dTV(g]D0, g]D1) becomes 0, and this implies:

εD0(h ◦ g) + εD1(h ◦ g) ≥ ∆BR(D0,D1).

At a colloquial level, the above inequality could be understood as an uncertainty principle which says:

For fair representations, it is not possible to construct a predictor that simultaneously minimizes
the errors on both demographic subgroups.

More precisely, by the pigeonhole principle, the following corollary holds:
Corollary 7.2.1. If dTV(g]D0, g]D1) = 0, then for any hypothesis h, max{εD0(h ◦ g), εD1(h ◦ g)} ≥
∆BR(D0,D1)/2.
In words, this means that for fair representations in the demographic parity sense, at least one of the
subgroups has to incur a prediction error of at least ∆BR(D0,D1)/2 which could be large in settings like
criminal justice where ∆BR(D0,D1) is large. In light of such inherent trade-off, an alternative definition is
accuracy parity, which asks for equalized error rates across different groups:
Definition 7.2.2 (Accuracy Parity). Given a joint distribution D, a classifier Ŷ satisfies accuracy parity if
D0(Ŷ 6= Y) = D1(Ŷ 6= Y).

A violation of accuracy parity is also known as disparate mistreatment (Zafar et al., 2017). Different
from the definition of demographic parity, the definition of accuracy parity does not eliminate the perfect
predictor even when the base rates differ across groups. Of course, other more refined definitions of fairness
also exist in the literature, such as equalized odds (Hardt et al., 2016).
Definition 7.2.3 (Equalized Odds, a.k.a. Positive Rate Parity). Given a joint distribution D, a classifier Ŷ
satisfies equalized odds if Ŷ is independent of A conditioned on Y.

The definition of equalized odds essentially requires equal true positive and false positive rates between
different groups, hence it is also known as positive rate parity. Analogous to accuracy parity, equalized
odds does not eliminate the perfect classifier (Hardt et al., 2016), and we will also justify this observation
by formal analysis shortly. Last but not least, we have the following definition for predictive rate parity:
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Definition 7.2.4 (Predictive Rate Parity). Given a joint distribution D, a classifier Ŷ satisfies predictive
rate parity if D0(Y = 1 | Ŷ = c) = D1(Y = 1 | Ŷ = c), ∀c ∈ [0, 1].

Note that in the above definition we allow the classifier Ŷ to be probabilistic, meaning that the output
of Ŷ could be any value between 0 and 1. For the case where Ŷ is deterministic, Chouldechova (2017)
showed that no deterministic classifier can simultaneously satisfy equalized odds and predictive rate parity
when the base rates differ across subgroups and the classifier is not perfect.

7.3 Algorithm and Analysis

In this section we first give the proposed optimization formulation and then discuss through formal analysis
the motivation of our algorithmic design. Specifically, we show in Section 7.3.1 why our formulation
helps to escape the utility-fairness trade-off. We then in Section 7.3.2 formally prove that the BERs in the
objective function could be used to guarantee a small joint error across different demographic subgroups.
In Section 7.3.3 we establish the relationship between equalized odds and accuracy parity by providing
an upper bound of the error gap in terms of both BER and the equalized odds gap. We conclude this
section with a brief discussion on the practical implementation of the proposed optimization formulation in
Section 7.3.4. Due to the space limit, we defer all the proofs to the appendix and focus on explaining the
high-level intuition and implications of our results.

As briefly discussed in Section 7.5, a dominant approach in learning fair representations is via adversar-
ial training. Specifically, the following objective function is optimized:

min
h,g

max
h′

CED(h(g(X)) ‖ Y)− λ CED(h′(g(X)) ‖ A) (7.1)

In the above formulation, the first term corresponds to minimization of prediction loss of the target variable
and the second term represents the loss incurred by the adversary h′. Overall this minimax optimization
problem expresses a trade-off (controlled by the hyperparameter λ > 0) between utility and fairness
through the representation learning function g: on one hand g needs to preserve sufficient information
related to Y in order to minimize the first term, but on the other hand g also needs to filter out information
related to A in order to maximize the second term.

7.3.1 Conditional Learning of Fair Representations

However, as we introduced in Section 7.2, the above framework is still subjective to the inherent trade-off
between utility and fairness. To escape such a trade-off, we advocate for the following optimization
formulation instead:

min
h,g

max
h′ ,h′′

BERD(h(g(X)) ‖ Y)− λ
(
BERD0(h′(g(X)) ‖ A) + BERD1(h′′(g(X)) ‖ A)

)
(7.2)

Note that here we optimize over two distinct adversaries, one for each conditional distribution Dy, y ∈
{0, 1}. Intuitively, the main difference between (7.2) and (7.1) is that we use BER as our objective function
in both terms. By definition, since BER corresponds to the sum of Type-I and Type-II errors in classification,
the proposed objective function essentially minimizes the conditional errors instead of the original marginal
error:

D(Ŷ 6= Y) = D(Y = 0)D(Ŷ 6= Y | Y = 0) +D(Y = 1)D(Ŷ 6= Y | Y = 1)

BERD(Ŷ ‖ Y) ∝
1
2
D(Ŷ 6= Y | Y = 0) +

1
2
D(Ŷ 6= Y | Y = 1),

(7.3)

which means that the loss function gives equal importance to the classification error from both groups. Note
that the BERs in the second term of (7.2) are over Dy, y ∈ {0, 1}. Roughly speaking, the second term
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encourages alignment of the the conditional distributions g]Dy
0 and g]Dy

1 for y ∈ {0, 1}. The following
proposition shows that a perfect conditional alignment of the representations also implies that any classifier
based on the representations naturally satisfies the equalized odds criterion:
Proposition 7.3.1. For g : X → Z , if dTV(g]Dy

0 , g]Dy
1) = 0, ∀y ∈ {0, 1}, then for any classifier

h : Z → {0, 1}, h ◦ g satisfies equalized odds.
To understand why we aim for conditional alignment of distributions instead of aligning the marginal

feature distributions, the following proposition characterizes why such alignment will help us to escape the
previous trade-off:
Proposition 7.3.2. For g : X → Z , if dTV(g]Dy

0 , g]Dy
1) = 0, ∀y ∈ {0, 1}, then for any classifier

h : Z → {0, 1}, dTV((h ◦ g)]D0, (h ◦ g)]D1) ≤ ∆BR(D0,D1).
As a corollary, this implies that the lower bound given in Theorem 8.2.1 now vanishes if we instead

align the conditional distributions of representations:

εD0(h ◦ g) + εD1(h ◦ g) ≥ ∆BR(D0,D1)− dTV((h ◦ g)]D0, (h ◦ g)]D1) = 0,

where the first inequality is due to Lemma 3.1 (Zhao and Gordon, 2019) and the triangle inequality by
the dTV(·, ·) distance. Of course, the above lower bound can only serve as a necessary condition but not
sufficient to ensure a small joint error across groups. Later (c.f. Theorem 7.3.2) we will show that together
with a small BER on the target variable, it becomes a sufficient condition as well.

7.3.2 The Preservation of Demographic Parity Gap and Small Joint Error

In this section we show that learning representations by aligning the conditional distributions across groups
cannot increase the DP gap as compared to the DP gap of Y. Before we proceed, we first introduce a metric
to measure the deviation of a predictor from satisfying demographic parity:
Definition 7.3.1 (DP Gap). Given a joint distribution D, the demographic parity gap of a classifier Ŷ is
∆DP(Ŷ) := |D0(Ŷ = 1)−D1(Ŷ = 1)|.

Clearly, if ∆DP(Ŷ) = 0, then Ŷ satisfies demographic parity. To simplify the exposition, let γa :=
Da(Y = 0), ∀a ∈ {0, 1}. We first prove the following lemma:
Lemma 7.3.1. Assume the conditions in Proposition 7.3.1 hold and let Ŷ = h(g(X)) be the classifier,
then |D0(Ŷ = y)−D1(Ŷ = y)| ≤ |γ0 − γ1| ·

(
D0(Ŷ = y) +D1(Ŷ = y)

)
, ∀y ∈ {0, 1}.

Lemma 7.3.1 gives an upper bound on the difference of the prediction probabilities across different
subgroups. Applying Lemma 7.3.1 twice for y = 0 and y = 1, we can prove the following theorem:
Theorem 7.3.1. Assume the conditions in Proposition 7.3.1 hold and let Ŷ = h(g(X)) be the classifier,
then ∆DP(Ŷ) ≤ ∆BR(D0,D1) = ∆DP(Y).

Remark Theorem 7.3.1 shows that aligning the conditional distributions of representations between
groups will not add more bias in terms of the demographic parity gap. In particular, the DP gap of
any classifier that satisfies equalized odds will be at most the DP gap of the perfect classifier. This is
particularly interesting as it is well-known in the literature (Barocas et al., 2017) that demographic parity is
not compatible with equalized odds except in degenerate cases. Despite this result, Theorem 7.3.1 says that
we can still achieve equalized odds and simultaneously preserve the DP gap.

In Section 7.3.1 we show that aligning the conditional distributions of representations between groups
helps reduce the lower bound of the joint error, but nevertheless that is only a necessary condition. In the
next theorem we show that together with a small Type-I and Type-II error in inferring the target variable Y,
these two properties are also sufficient to ensure a small joint error across different demographic subgroups.
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Theorem 7.3.2. Assume the conditions in Proposition 7.3.1 hold and let Ŷ = h(g(X)) be the classifier,
then εD0(Ŷ) + εD1(Ŷ) ≤ 2BERD(Ŷ ‖ Y).

The above bound means that in order to achieve small joint error across groups, it suffices for us
to minimize the BER if a classifier satisfies equalized odds. Note that by definition, the BER in the
bound equals to the sum of Type-I and Type-II classification errors using Ŷ as a classifier. Theorem 7.3.2
gives an upper bound of the joint error across groups and it also serves as a motivation for us to design
the optimization formulation (7.2) that simultaneously minimizes the BER and aligns the conditional
distributions.

7.3.3 Conditional Alignment and Balanced Error Rates Lead to Small Error

In this section we will see that a small BER and equalized odds together not only serve as a guarantee of a
small joint error, but they also lead to a small error gap between different demographic subgroups. Recall
that we define γa := Da(Y = 0), ∀a ∈ {0, 1}. Before we proceed, we first formally define the accuracy
gap and equalized odds gap of a classifier Ŷ:
Definition 7.3.2 (Error Gap). Given a joint distribution D, the error gap of a classifier Ŷ is ∆ε(Ŷ) :=
|D0(Ŷ 6= Y)−D1(Ŷ 6= Y)|.
Definition 7.3.3 (Equalized Odds Gap). Given a joint distribution D, the equalized odds gap of a classifier
Ŷ is ∆EO(Ŷ) := maxy∈{0,1} |Dy

0(Ŷ = 1)−Dy
1(Ŷ = 1)|.

By definition the error gap could also be understood as the accuracy parity gap between different
subgroups. The following theorem characterizes the relationship between error gap, equalized odds gap
and the difference of base rates across subgroups:
Theorem 7.3.3. For any classifier Ŷ, ∆ε(Ŷ) ≤ ∆BR(D0,D1) · BERD(Ŷ ‖ Y) + 2∆EO(Ŷ).

As a direct corollary of Theorem 7.3.3, if the classifier Ŷ satisfies equalized odds, then ∆EO(Ŷ) = 0.
In this case since ∆BR(D0,D1) is a constant, minimizing the balanced error rate BERD(Ŷ ‖ Y) also leads
to minimizing the error gap. Furthermore, if we combine Theorem 7.3.2 and Theorem 7.3.3 together, we
can guarantee that each of the errors cannot be too large:
Corollary 7.3.1. For any joint distribution D and classifier Ŷ, if Ŷ satisfies equalized odds, then

max{εD0(Ŷ), εD1(Ŷ)} ≤ ∆BR(D0,D1) · BERD(Ŷ ‖ Y)/2 + BERD(Ŷ ‖ Y).

Remark It is a well-known fact that out of the three fairness criteria, i.e., demographic parity, equalized
odds, and predictive rate parity, any two of them cannot hold simultaneously (Barocas et al., 2017) except
in degenerate cases. By contrast, Theorem 7.3.3 suggests it is possible to achieve both equalized odds and
accuracy parity. In particular, among all classifiers that satisfy equalize odds, it suffices to minimize the
sum of Type-I and Type-II error BERD(Ŷ ‖ Y) in order to achieve accuracy parity. It is also worth pointing
out that Theorem 7.3.3 provides only an upper bound, but not necessarily the tightest one. In particular, the
error gap could still be 0 while BERD(Ŷ ‖ Y) is greater than 0. To see this, we have{

εD0(Ŷ) = D0(Y = 0) · D0(Ŷ = 1 | Y = 0) +D0(Y = 1) · D0(Ŷ = 0 | Y = 1)
εD1(Ŷ) = D1(Y = 0) · D1(Ŷ = 1 | Y = 0) +D1(Y = 1) · D1(Ŷ = 0 | Y = 1).

Now if the predictor Ŷ satisfies equalized odds, then

D0(Ŷ = 1 | Y = 0) = D1(Ŷ = 1 | Y = 0) = D(Ŷ = 1 | Y = 0),

D0(Ŷ = 0 | Y = 1) = D1(Ŷ = 0 | Y = 1) = D(Ŷ = 0 | Y = 1).
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Hence the error gap ∆ε(Ŷ) admits the following identity:

∆ε(Ŷ) =
∣∣∣D(Ŷ = 1 | Y = 0)

(
D0(Y = 0)−D1(Y = 0)

)
+D(Ŷ = 0 | Y = 1)

(
D0(Y = 1)−D1(Y = 1)

)∣∣∣
= ∆BR(D0,D1) ·

∣∣∣D(Ŷ = 1 | Y = 0)−D(Ŷ = 0 | Y = 1)
∣∣∣

= ∆BR(D0,D1) ·
∣∣∣FPR(Ŷ)− FNR(Ŷ)

∣∣∣ .

In other words, if the predictor Ŷ satisfies equalized odds, then in order to have equalized accuracy, Ŷ only
needs to have equalized FPR and FNR globally when the base rates differ across groups. This is a much
weaker condition to ask for than the one asking BERD(Ŷ ‖ Y) = 0.

7.3.4 Practical Implementation

We cannot directly optimize the proposed optimization formulation (7.2) since the binary 0/1 loss is
NP-hard to optimize, or even approximately optimize over a wide range of hypothesis classes (Ben-David
et al., 2003). However, observe that for any classifier Ŷ and y ∈ {0, 1}, the log-loss (cross-entropy loss)
CEDy(Ŷ ‖ Y) is a convex relaxation of the binary loss:

D(Ŷ 6= y | Y = y) =
D(Ŷ 6= y, Y = y)
D(Y = y)

≤ CEDy(Ŷ ‖ Y)
D(Y = y)

. (7.4)

Hence in practice we can relax the optimization problem (7.2) to a cost-sensitive cross-entropy loss
minimization problem, where the weight for each class is given by the inverse marginal probability of
the corresponding class. This allows us to equivalently optimize the objective function without explicitly
computing the conditional distributions.

7.4 Empirical Studies

In light of our theoretic findings, in this section we verify the effectiveness of the proposed algorithm in
simultaneously ensuring equalized odds and accuracy parity using real-world datasets. We also analyze the
impact of imposing such parity constraints on the utility of the target classifier, as well as its relationship to
the intrinsic structure of the binary classification problem, e.g., the difference of base rates across groups,
the global imbalance of the target variable, etc. We analyze how this imbalance affects the utility-fairness
trade-off. As we shall see shortly, we will empirically demonstrate that, in many cases, especially the ones
where the dataset is imbalanced in terms of the target variable, this will inevitably compromise the target
utility. While for balanced datasets, this trend is less obvious: the proposed algorithm achieves a better
fairness-utility trade-off when compared with existing fair representation learning methods and we can
hope to achieve fairness without sacrificing too much on utility.

Table 7.4.1: Statistics about the Adult and COMPAS datasets.

Train / Test D0(Y = 1) D1(Y = 1) ∆BR(D0,D1) D(Y = 1) D(A = 1)

Adult 30, 162/15, 060 0.310 0.113 0.196 0.246 0.673
COMPAS 4, 320/1, 852 0.400 0.529 0.129 0.467 0.514
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7.4.1 Experimental Setup

To this end, we perform experiments on two popular real-world datasets in the literature of algorithmic
fairness, including an income-prediction dataset, known as the Adult dataset, from the UCI Machine
Learning Repository (Dua and Graff, 2017), and the Propublica COMPAS dataset (Dieterich et al., 2016).
The basic statistics of these two datasets are listed in Table 7.4.1.

Adult Each instance in the Adult dataset describes an adult, e.g., gender, education level, age, etc, from
the 1994 US Census. In this dataset we use gender as the sensitive attribute, and the processed data contains
114 attributes. The target variable (income) is also binary: 1 if ≥ 50K/year otherwise 0. For the sensitive
attribute A, A = 0 means male otherwise female. From Table 7.4.1 we can see that the base rates are
quite different (0.310 vs. 0.113) across groups in the Adult dataset. The dataset is also imbalanced in the
sense that only around 24.6% of the instances have target label 1. Furthermore, the group ratio is also
imbalanced: roughly 67.3% of the data are male.

COMPAS The goal of the COMPAS dataset is binary classification on whether a criminal defendant will
recidivate within two years or not. Each instance contains 12 attributes, including age, race, gender, number
of prior crimes, etc. For this dataset, we use the race (white A = 0 vs. black A = 1) as our sensitive
attribute and target variable is 1 iff recidivism. The base rates are different across groups, but the COMPAS
dataset is balanced in both the target variable and the sensitive attribute.

To validate the effect of ensuring equalized odds and accuracy parity, for each dataset, we perform
controlled experiments by fixing the baseline network architecture so that it is shared among all the fair
representation learning methods. We term the proposed method CFAIR (for conditional fair representations)
that minimizes conditional errors both the target variable loss function and adversary loss function. To
demonstrate the importance of using BER in the loss function of target variable, we compare with a
variant of CFAIR that only uses BER in the loss of adversaries, denoted as CFAIR-EO. To see the relative
effect of using cross-entropy loss vs L1 loss, we also show the results of LAFTR (Madras et al., 2018), a
state-of-the-art method for learning fair representations. Note that LAFTR is closely related to CFAIR-EO
but slightly different: LAFTR uses global cross-entropy loss for target variable, but conditional L1 loss for
the adversary. Also, there is only one adversary in LAFTR, while there are two adversaries, one for D0 and
one for D1, in both CFAIR and CFAIR-EO. Lastly, we also present baseline results of FAIR (Edwards and
Storkey, 2015), which aims for demographic parity representations, and NODEBIAS, the baseline network
without any fairness constraint. For all the fair representation learning methods, we use the gradient
reversal layer (Ganin et al., 2016) to implement the gradient descent ascent (GDA) algorithm to optimize
the minimax problem. All the experimental details, including network architectures, learning rates, batch
sizes, etc. are provided in the appendix.

7.4.2 Results and Analysis

In Figure 7.4.1 and Figure 7.4.2 we show the error gap ∆ε, equalized odds gap ∆EO, demographic parity gap
∆DP and the joint error across groups ε0 + ε1 of the aforementioned fair representation learning algorithms
on both the Adult and the COMPAS datasets. For each algorithm and dataset, we also gradually increase
the value of the trade-off parameter λ and compute the corresponding metrics.

Adult Due to the imbalance of A in the Adult dataset, in the first plot of Figure 7.4.1 we can see that
all the algorithms except CFAIR have a large error gap of around 0.12. As a comparison, observe that
the error gap of CFAIR when λ = 1e3 almost reduces to 0, confirming the effectiveness of our algorithm
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Figure 7.4.1: The error gap ∆ε, equalized odds gap ∆EO, demographic parity gap ∆DP and joint error
ε0 + ε1 on the Adult dataset with λ ∈ {0.1, 1.0, 10.0, 100.0, 1000.0}.

Figure 7.4.2: The error gap ∆ε, equalized odds gap ∆EO, demographic parity gap ∆DP and joint error
ε0 + ε1 on the COMPAS dataset with λ ∈ {0.1, 1.0, 10.0}.

in ensuring accuracy parity. From the second plot, we can verify that all the three methods, including
CFAIR, CFAIR-EO and LAFTR successfully ensure a small equalized odds gap, and they also decrease
demographic parity gaps (the third plot). FAIR is the most effective one in mitigating ∆DP since its
objective function directly optimizes for that goal. Note that from the second plot we can also confirm that
CFAIR-EO is more effective than LAFTR in reducing ∆EO. The reason is two-fold. First, CFAIR-EO uses
two distinct adversaries and hence it effectively competes with stronger adversaries than LAFTR. Second,
CFAIR-EO uses the cross-entropy loss instead of the L1 loss for the adversary, and it is well-known that
the maximum-likelihood estimator (equivalent to using the cross-entropy loss) is asymptotically efficient
and optimal. On the other hand, since the Adult dataset is imbalanced (in terms of Y), using BER in the
loss function of the target variable can thus to a large extent hurt the utility, and this is also confirmed from
the last plot, where we show the joint error.

COMPAS The first three plots of Figure 7.4.2 once again verify that CFAIR successfully leads to reduced
error gap, equalized odds gap and also demographic parity gap. These experimental results are consistent
with our theoretical findings where we show that if the representations satisfy equalized odds, then its
∆DP cannot exceed that of the optimal classifier, as shown by the horizontal dashed line in the third plot.
In the fourth plot of Figure 7.4.2, we can see that as we increase λ, all the fair representation learning
algorithms sacrifice utility. However, in contrast to Figure 7.4.1, here the proposed algorithm CFAIR has
the smallest trade-off: this shows that CFAIR is particularly suited in the cases when the dataset is balanced
and we would like to simultaneously ensure accuracy parity and equalized odds. As a comparison, while
CFAIR-EO is still effective, it is slightly worse than CFAIR in terms of both ensuring parity and achieving
small joint error.
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7.5 Related Work

Algorithmic Fairness In the literature of algorithmic fairness, two key notions of fairness have been
extensively proposed and explored, i.e., group fairness, including various variants defined in Section 7.2,
and individual fairness, which means that similar individuals should be treated similarly. Due to the
complexity in defining a distance metric to measure the similarity between individuals (Dwork et al.,
2012), most recent research focuses on designing efficient algorithms to achieve group fairness (Creager
et al., 2019; Hardt et al., 2016; Madras et al., 2018, 2019; Zafar et al., 2015, 2017; Zemel et al., 2013).
In particular, Hardt et al. (2016) proposed a post-processing technique to achieve equalized odds by
taking as input the model’s prediction and the sensitive attribute. However, the post-processing technique
requires access to the sensitive attribute during the inference phase, which is often not available in many
real-world scenarios. Another line of work uses causal inference to define notions of causal fairness and to
formulate procedures for achieving these notions (Kilbertus et al., 2017; Kusner et al., 2017; Madras et al.,
2019; Nabi and Shpitser, 2018; Wang et al., 2019; Zhang et al., 2018). These approaches require making
untestable assumptions. Of particular note is the observation in Coston et al. (2019) that fairness-adjustment
procedures based on Y in settings with treatment effects may lead to adverse outcomes. To apply our
method in such settings, we would need to match conditional counterfactual distributions, which could be a
direction of future research.

Theoretical Results on Fairness Theoretical work studying the relationship between different kinds
of fairness notions are abundant. Motivated by the controversy of the potential discriminatory bias in
recidivism prediction instruments, Chouldechova (2017) showed an intrinsic incompatibility between
equalized odds and predictive rate parity. In the seminal work of Kleinberg et al. (2016), the authors
demonstrated that when the base rates differ between different groups, then a non-perfect classifier cannot
simultaneously be statistically calibrated and satisfy equalized odds. In the context of cost-sensitive
learning, Menon and Williamson (2018) show that if the optimal decision function is dissimilar to a fair
decision, then the fairness constraint will not significantly harm the target utility. The idea of reducing fair
classification to cost-sensitive learning is not new. Agarwal et al. (2018) explored the connection between
fair classification and a sequence of cost-sensitive learning problems where each stage corresponds to
solving a linear minimax saddle point problem. In a recent work (Zhao and Gordon, 2019), the authors
proved a lower bound on the joint error across different groups when a classifier satisfies demographic
parity. They also showed that when the decision functions are close between groups, demographic parity
also implies accuracy parity. The theoretical results in this work establish a relationship between accuracy
parity and equalized odds: these two fairness notions are fundamentally related by the base rate gap and
the balanced error rate. Furthermore, we also show that for any predictor that satisfies equalized odds, the
balanced error rate also serves as an upper bound on the joint error across demographic subgroups.

Fair Representations Through the lens of representation learning, recent advances in building fair
algorithmic decision making systems focus on using adversarial methods to learn fair representations that
also preserve sufficient information for the prediction task (Adel et al., 2019a; Beutel et al., 2017; Edwards
and Storkey, 2015; Madras et al., 2018; Zhang et al., 2018). In a nutshell, the key idea is to frame the
problem of learning fair representations as a two-player game, where the data owner is competing against
an adversary. The goal of the adversary is to infer the group attribute as much as possible while the goal
of the data owner is to remove information related to the group attribute and simultaneously to preserve
utility-related information for accurate prediction. Apart from using adversarial classifiers to enforce group
fairness, other distance metrics have also been used to learn fair representations, e.g., the maximum mean
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discrepancy (Louizos et al., 2015), and the Wasserstein-1 distance (Jiang et al., 2019). In contrast to these
methods, in this chapter we advocate for optimizing BER on both the target loss and adversary loss in
order to simultaneously achieve accuracy parity and equalized odds. We also show that this leads to better
utility-fairness trade-off for balanced datasets.

7.6 Proofs

We provide all the missing proofs in this section.

7.6.1 Proof of Proposition 7.3.1

Proposition 7.3.1. For g : X → Z , if dTV(g]Dy
0 , g]Dy

1) = 0, ∀y ∈ {0, 1}, then for any classifier
h : Z → {0, 1}, h ◦ g satisfies equalized odds.

Proof. To prove this proposition, we first show that for any pair of distributions D, D′ over Z and any
hypothesis h : Z → {0, 1}, dTV(h]D, h]D′) ≤ dTV(D,D′). Note that since h is a hypothesis, there are
only two events in the induced probability space, i.e., h(·) = 0 or h(·) = 1. Hence by definition of the
induced (pushforward) distribution, we have:

dTV(h]D, h]D′) = max
E=h−1(0), or E=h−1(1)

|D(E)−D′(E)|

≤ sup
E is measurable subset of Z

|D(E)−D′(E)|

= dTV(D,D′).

Apply the above inequality twice for y ∈ {0, 1}:

0 ≤ dTV((h ◦ g)]Dy
0 , (h ◦ g)]Dy

1) ≤ dTV(g]Dy
0 , g]Dy

1) = 0,

meaning
dTV((h ◦ g)]Dy

0 , (h ◦ g)]Dy
1) = 0,

which further implies that h(g(X)) is independent of A given Y = y since h(g(X)) is binary. �

7.6.2 Proof of Proposition 7.3.2

Proposition 7.3.2. For g : X → Z , if dTV(g]Dy
0 , g]Dy

1) = 0, ∀y ∈ {0, 1}, then for any classifier
h : Z → {0, 1}, dTV((h ◦ g)]D0, (h ◦ g)]D1) ≤ ∆BR(D0,D1).

Proof. Let Ŷ = (h ◦ g)(X) and note that Ŷ is binary, we have

dTV((h ◦ g)]D0, (h ◦ g)]D1) =
1
2

(
|D0(Ŷ = 0)−D1(Ŷ = 0)|+ |D0(Ŷ = 1)−D1(Ŷ = 1)|

)
.

Now, by Proposition 7.3.1, if dTV(g]Dy
0 , g]Dy

1) = 0, ∀y ∈ {0, 1}, it follows that dTV((h ◦ g)]Dy
0 , (h ◦

g)]Dy
1) = 0, ∀y ∈ {0, 1} as well. Applying Lemma 7.3.1, we know that ∀y ∈ {0, 1},

|D0(Ŷ = y)−D1(Ŷ = y)| ≤ |D0(Y = 0)−D1(Y = 0)| ·
(
D0(Ŷ = y) +D1(Ŷ = y)

)
.

120



Hence,

dTV((h ◦ g)]D0, (h ◦ g)]D1) =
1
2

(
|D0(Ŷ = 0)−D1(Ŷ = 0)|+ |D0(Ŷ = 1)−D1(Ŷ = 1)|

)
≤ |D0(Y = 0)−D1(Y = 0)|

2

((
D0(Ŷ = 0) +D1(Ŷ = 0)

)
+
(
D0(Ŷ = 1) +D1(Ŷ = 1)

))
=
|D0(Y = 0)−D1(Y = 0)|

2

((
D0(Ŷ = 0) +D0(Ŷ = 1)

)
+
(
D1(Ŷ = 0) +D1(Ŷ = 1)

))
=
|D0(Y = 0)−D1(Y = 0)|

2
· 2

= |D0(Y = 0)−D1(Y = 0)|
= ∆BR(D0,D1). �

7.6.3 Proof of Lemma 7.3.1

Recall that we define γa := Da(Y = 0), ∀a ∈ {0, 1}.
Lemma 7.3.1. Assume the conditions in Proposition 7.3.1 hold and let Ŷ = h(g(X)) be the classifier,
then |D0(Ŷ = y)−D1(Ŷ = y)| ≤ |γ0 − γ1| ·

(
D0(Ŷ = y) +D1(Ŷ = y)

)
, ∀y ∈ {0, 1}.

Proof. To bound |D0(Ŷ = y)−D1(Ŷ = y)|, for y ∈ {0, 1}, by the law of total probability, we have:

|D0(Ŷ = y)−D1(Ŷ = y)| =
=
∣∣(D0

0(Ŷ = y)D0(Y = 0) +D1
0(Ŷ = y)D0(Y = 1)

)
−
(
D0

1(Ŷ = y)D1(Y = 0) +D1
1(Ŷ = y)D1(Y = 1)

)∣∣
≤
∣∣γ0D0

0(Ŷ = y)− γ1D0
1(Ŷ = y)

∣∣+ ∣∣(1− γ0)D1
0(Ŷ = y)− (1− γ1)D1

1(Ŷ = y)
∣∣,

where the above inequality is due to the triangular inequality. Now apply Proposition 7.3.1, we know that
Ŷ satisfies equalized odds, so we have D0

0(Ŷ = y) = D0
1(Ŷ = y) = D0(Ŷ = y) and D1

0(Ŷ = y) =

D1
1(Ŷ = y) = D1(Ŷ = y), leading to:

=
∣∣γ0 − γ1

∣∣ · D0(Ŷ = y) +
∣∣(1− γ0)− (1− γ1)

∣∣ · D1(Ŷ = y)

= |γ0 − γ1| ·
(
D0(Ŷ = y) +D1(Ŷ = y)

)
,

which completes the proof. �

7.6.4 Proof of Theorem 7.3.1

Theorem 7.3.1. Assume the conditions in Proposition 7.3.1 hold and let Ŷ = h(g(X)) be the classifier,
then ∆DP(Ŷ) ≤ ∆BR(D0,D1) = ∆DP(Y).

Proof. To bound ∆DP(Ŷ), realize that |D0(Ŷ = 0)−D1(Ŷ = 0)| = |D0(Ŷ = 1)−D1(Ŷ = 1)|, so we
can rewrite the DP gap as follows:

∆DP(Ŷ) =
1
2

(∣∣D0(Ŷ = 0)−D1(Ŷ = 0)|+ |D0(Ŷ = 1)−D1(Ŷ = 1)
∣∣) .

Now apply Lemma 7.3.1 twice for y = 0 and y = 1, we have:

|D0(Ŷ = 0)−D1(Ŷ = 0)| ≤ |γ0 − γ1| ·
(
D0(Ŷ = 0) +D1(Ŷ = 0)

)
|D0(Ŷ = 1)−D1(Ŷ = 1)| ≤ |γ0 − γ1| ·

(
D0(Ŷ = 1) +D1(Ŷ = 1)

)
.
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Taking sum of the above two inequalities yields

|D0(Ŷ = 0)−D1(Ŷ = 0)|+ |D0(Ŷ = 1)−D1(Ŷ = 1)|
≤ |γ0 − γ1|

((
D0(Ŷ = 0) +D1(Ŷ = 0)

)
+
(
D0(Ŷ = 1) +D1(Ŷ = 1)

))
= |γ0 − γ1|

((
D0(Ŷ = 0) +D0(Ŷ = 1)

)
+
(
D1(Ŷ = 0) +D1(Ŷ = 1)

))
= 2

∣∣γ0 − γ1
∣∣.

Combining all the inequalities above, we know that

∆DP(Ŷ) =
1
2

(∣∣D0(Ŷ = 0)−D1(Ŷ = 0)|+ |D0(Ŷ = 1)−D1(Ŷ = 1)
∣∣)

≤
∣∣γ0 − γ1

∣∣
= |D0(Y = 0)−D1(Y = 0)|
= |D0(Y = 1)−D1(Y = 1)|
= ∆BR(D0,D1) = ∆DP(Y),

completing the proof. �

7.6.5 Proof of Theorem 7.3.2

Theorem 7.3.2. Assume the conditions in Proposition 7.3.1 hold and let Ŷ = h(g(X)) be the classifier,
then εD0(Ŷ) + εD1(Ŷ) ≤ 2BERD(Ŷ ‖ Y).

Proof. First, by the law of total probability, we have:

εD0(Ŷ) + εD1(Ŷ) = D0(Y 6= Ŷ) +D1(Y 6= Ŷ)

= D1
0(Ŷ = 0)D0(Y = 1) +D0

0(Ŷ = 1)D0(Y = 0) +D1
1(Ŷ = 0)D1(Y = 1) +D0

1(Ŷ = 1)D1(Y = 0)

Again, by Proposition 7.3.1, the classifier Ŷ = (h ◦ g)(X) satisfies equalized odds, so we have D1
0(Ŷ =

0) = D1(Ŷ = 0), D0
0(Ŷ = 1) = D0(Ŷ = 1), D1

1(Ŷ = 0) = D1(Ŷ = 0) and D0
1(Ŷ = 1) = D0(Ŷ =

1):

= D1(Ŷ = 0)D0(Y = 1) +D0(Ŷ = 1)D0(Y = 0) +D1(Ŷ = 0)D1(Y = 1) +D0(Ŷ = 1)D1(Y = 0)

= D1(Ŷ = 0) ·
(
D0(Y = 1) +D1(Y = 1)

)
+D0(Ŷ = 1) ·

(
D0(Y = 0) +D1(Y = 0)

)
≤ 2D1(Ŷ = 0) + 2D0(Ŷ = 1)

= 2BERD(Ŷ ‖ Y),

which completes the proof. �

7.6.6 Proof of Theorem 7.3.3

Theorem 7.3.3. For any classifier Ŷ, ∆ε(Ŷ) ≤ ∆BR(D0,D1) · BERD(Ŷ ‖ Y) + 2∆EO(Ŷ).
Before we give the proof of Theorem 7.3.3, we first prove the following two lemmas that will be used

in the following proof.
Lemma 7.6.1. Define γa := Da(Y = 0), ∀a ∈ {0, 1}, then |γ0D0

0(Ŷ = 1) − γ1D0
1(Ŷ = 1)| ≤

|γ0 − γ1| · D0(Ŷ = 1) + γ0D0(A = 1)∆EO(Ŷ) + γ1D0(A = 0)∆EO(Ŷ).
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Proof. In order to prove the upper bound in the lemma, it suffices if we could give the desired upper bound
for the following term∣∣∣|γ0D0

0(Ŷ = 1)− γ1D0
1(Ŷ = 1)| − |(γ0 − γ1)D0(Ŷ = 1)|

∣∣∣
≤
∣∣∣(γ0D0

0(Ŷ = 1)− γ1D0
1(Ŷ = 1)

)
− (γ0 − γ1)D0(Ŷ = 1)

∣∣∣
=
∣∣∣γ0(D0

0(Ŷ = 1)−D0(Ŷ = 1))− γ1(D0
1(Ŷ = 1)−D0(Ŷ = 1))

∣∣∣ ,

following which we will have:

|γ0D0
0(Ŷ = 1)− γ1D0

1(Ŷ = 1)| ≤ |(γ0 − γ1)D0(Ŷ = 1)|
+
∣∣∣γ0(D0

0(Ŷ = 1)−D0(Ŷ = 1))− γ1(D0
1(Ŷ = 1)−D0(Ŷ = 1))

∣∣∣ ,

and an application of the Bayes formula could finish the proof. To do so, let us first simplify D0
0(Ŷ =

1)−D0(Ŷ = 1). Applying the Bayes’s formula, we know that:

D0
0(Ŷ = 1)−D0(Ŷ = 1) = D0

0(Ŷ = 1)−
(
D0

0(Ŷ = 1)D0(A = 0) +D0
1(Ŷ = 1)D0(A = 1)

)
=
(
D0

0(Ŷ = 1)−D0
0(Ŷ = 1)D0(A = 0)

)
−D0

1(Ŷ = 1)D0(A = 1)

= D0(A = 1)
(
D0

0(Ŷ = 1)−D0
1(Ŷ = 1)

)
.

Similarly, for the second term D0
1(Ŷ = 1)−D0(Ŷ = 1), we can show that:

D0
1(Ŷ = 1)−D0(Ŷ = 1) = D0(A = 0)

(
D0

1(Ŷ = 1)−D0
0(Ŷ = 1)

)
.

Plug these two identities into above, we can continue the analysis with∣∣∣γ0(D0
0(Ŷ = 1)−D0(Ŷ = 1))− γ1(D0

1(Ŷ = 1)−D0(Ŷ = 1))
∣∣∣

=
∣∣∣γ0D0(A = 1)(D0

0(Ŷ = 1)−D0
1(Ŷ = 1))− γ1D0(A = 0)(D0

1(Ŷ = 1)−D0
0(Ŷ = 1))

∣∣∣
≤
∣∣∣γ0D0(A = 1)(D0

0(Ŷ = 1)−D0
1(Ŷ = 1))

∣∣∣+ ∣∣∣γ1D0(A = 0)(D0
1(Ŷ = 1)−D0

0(Ŷ = 1))
∣∣∣

≤ γ0D0(A = 1)∆EO(Ŷ) + γ1D0(A = 0)∆EO(Ŷ).

The first inequality holds by triangular inequality and the second one holds by the definition of equalized
odds gap. �

Lemma 7.6.2. Define γa := Da(Y = 0), ∀a ∈ {0, 1}, then |(1− γ0)D1
0(Ŷ = 0)− (1− γ1)D1

1(Ŷ =

0)| ≤ |γ0 − γ1| · D1(Ŷ = 0) + (1− γ0)D1(A = 1)∆EO(Ŷ) + (1− γ1)D1(A = 0)∆EO(Ŷ).

Proof. The proof of this lemma is symmetric to the previous one, so we omit it here. �

Now we are ready to prove Theorem 7.3.3:

Proof of Theorem 7.3.3. First, by the law of total probability, it is easy to verify that following identity
holds for a ∈ {0, 1}:

Da(Ŷ 6= Y) = Da(Y = 1, Ŷ = 0) +Da(Y = 0, Ŷ = 1)

= (1− γa)D1
a(Ŷ = 0) + γaD0

a(Ŷ = 1).

123



Using this identity, to bound the error gap, we have:

|D0(Y 6= Ŷ)−D1(Y 6= Ŷ)| =
∣∣((1− γ0)D1

0(Ŷ = 0) + γ0D0
0(Ŷ = 1))− ((1− γ1)D1

1(Ŷ = 0) + γ1D0
1(Ŷ = 1))

∣∣
≤
∣∣γ0D0

0(Ŷ = 1)− γ1D0
1(Ŷ = 1)

∣∣+ ∣∣(1− γ0)D1
0(Ŷ = 0)− (1− γ1)D1

1(Ŷ = 0)
∣∣.

Invoke Lemma 7.6.1 and Lemma 7.6.2 to bound the above two terms:

|D0(Y 6= Ŷ)−D1(Y 6= Ŷ)|
≤
∣∣γ0D0

0(Ŷ = 1)− γ1D0
1(Ŷ = 1)

∣∣+ ∣∣(1− γ0)D1
0(Ŷ = 0)− (1− γ1)D1

1(Ŷ = 0)
∣∣

≤ γ0D0(A = 1)∆EO(Ŷ) + γ1D0(A = 0)∆EO(Ŷ)

+ (1− γ0)D1(A = 1)∆EO(Ŷ) + (1− γ1)D1(A = 0)∆EO(Ŷ)

+
∣∣γ0 − γ1

∣∣D0(Ŷ = 1) +
∣∣γ0 − γ1

∣∣D1(Ŷ = 0),

Realize that both γ0, γ1 ∈ [0, 1], we have:

≤ D0(A = 1)∆EO(Ŷ) +D0(A = 0)∆EO(Ŷ) +D1(A = 1)∆EO(Ŷ) +D1(A = 0)∆EO(Ŷ)

+
∣∣γ0 − γ1

∣∣D0(Ŷ = 1) +
∣∣γ0 − γ1

∣∣D1(Ŷ = 0)

= 2∆EO(Ŷ) +
∣∣γ0 − γ1

∣∣D0(Ŷ = 1) +
∣∣γ0 − γ1

∣∣D1(Ŷ = 0)

= 2∆EO(Ŷ) + ∆BR(D0,D1) · BERD(Ŷ ‖ Y),

which completes the proof. �

We also provide the proof of Corollary 7.3.1:
Corollary 7.3.1. For any joint distribution D and classifier Ŷ, if Ŷ satisfies equalized odds, then

max{εD0(Ŷ), εD1(Ŷ)} ≤ ∆BR(D0,D1) · BERD(Ŷ ‖ Y)/2 + BERD(Ŷ ‖ Y).

Proof. We first invoke Theorem 7.3.3, if Ŷ satisfies equalized odds, then ∆EO(Ŷ) = 0, which implies:

∆ε(Ŷ) =
∣∣εD0(Ŷ)− εD1(Ŷ)

∣∣ ≤ ∆BR(D0,D1) · BERD(Ŷ ‖ Y).

On the other hand, by Theorem 7.3.2, we know that

εD0(Ŷ) + εD1(Ŷ) ≤ 2BERD(Ŷ ‖ Y).

Combine the above two inequalities and recall that max{a, b} = (|a + b| + |a − b|)/2, ∀a, b ∈ R,
yielding:

max{εD0(Ŷ), εD1(Ŷ)} =
|εD0(Ŷ)− εD1(Ŷ)|+ |εD0(Ŷ) + εD1(Ŷ)|

2

≤ ∆BR(D0,D1) · BERD(Ŷ ‖ Y) + 2BERD(Ŷ ‖ Y)
2

= ∆BR(D0,D1) · BERD(Ŷ ‖ Y)/2 + BERD(Ŷ ‖ Y),

completing the proof. �
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7.7 Conclusion

In this chapter we propose a novel representation learning algorithm that aims to simultaneously ensure
accuracy parity and equalized odds. The main idea underlying the design of our algorithm is to align the
conditional distributions of representations (rather than marginal distributions) and use balanced error rate
(i.e., the conditional error) on both the target variable and the sensitive attribute. Theoretically, we prove
how these two concepts together help to ensure accuracy parity and equalized odds without impacting
demographic parity, and we also show how these two can be used to give a guarantee on the joint error
across different demographic subgroups. Empirically, we demonstrate on two real-world experiments
that the proposed algorithm effectively leads to the desired notions of fairness, and it also leads to better
utility-fairness trade-off on balanced datasets.

Calibration and Utility Our work takes a step towards better understanding the relationships between
different notions of fairness and their corresponding trade-off with utility. In some scenarios, e.g., the
COMPAS tool, it is desired to have a decision making system that is also well calibrated. While it is
well-known that statistical calibration is not compatible with demographic parity or equalized odds, from
a theoretical standpoint it is still not clear whether calibration will harm utility and if so, what is the
fundamental limit of a calibrated tool on utility.

Fairness and Privacy Future work could also investigate how to make use of the close relationship
between privacy and group fairness. At a colloquial level, fairness constraints require a predictor to be
(to some extent) agnostic about the group membership attribute. The membership query attack in privacy
asks the same question – is it possible to guarantee that even an optimal adversary cannot steal personal
information through inference attacks. Prior work (Dwork et al., 2012) has described the connection
between the notion of individual fairness and differential privacy. Hence it would be interesting to
exploit techniques developed in the literature of privacy to develop more efficient fairness-aware learning
algorithms. On the other hand, results obtained in the algorithmic fairness literature could also potentially
lead to better privacy-preserving machine learning algorithms (Zhao et al., 2019a).
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Appendix

7.A Experimental Details

7.A.1 The Adult Experiment

For the baseline network NODEBIAS, we implement a three-layer neural network with ReLU as the hidden
activation function and logistic regression as the target output function. The input layer contains 114 units,
and the hidden layer contains 60 hidden units. The output layer only contain one unit, whose output is
interpreted as the probability of D(Ŷ = 1 | X = x).

For the adversary in FAIR and LAFTR, again, we use a three-layer feed-forward network. Specifically,
the input layer of the adversary is the hidden representations of the baseline network that contains 60 units.
The hidden layer of the adversary network contains 50 units, with ReLU activation. Finally, the output of
the adversary also contains one unit, representing the adversary’s inference probability D(Â = 1 | Z = z).
The network structure of the adversaries in both CFAIR and CFAIR-EO are exactly the same as the one
used in FAIR and LAFTR, except that there are two adversaries, one for D0(Â = 1 | Z = z) and one for
D1(Â = 1 | Z = z).

The hyperparameters used in the experiment are listed in Table 7.A.1.

Table 7.A.1: Hyperparameters used in the Adult experiment.

Optimization Algorithm AdaDelta
Learning Rate 1.0
Batch Size 512
Training Epochs λ ∈ {0.1, 1.0, 10.0, 100.0, 1000.0} 100

7.A.2 The COMPAS Experiment

Again, for the baseline network NODEBIAS, we implement a three-layer neural network with ReLU as the
hidden activation function and logistic regression as the target output function. The input layer contains 11
units, and the hidden layer contains 10 hidden units. The output layer only contain one unit, whose output
is interpreted as the probability of D(Ŷ = 1 | X = x).

For the adversary in FAIR and LAFTR, again, we use a three-layer feed-forward network. Specifically,
the input layer of the adversary is the hidden representations of the baseline network that contains 60 units.
The hidden layer of the adversary network contains 10 units, with ReLU activation. Finally, the output of
the adversary also contains one unit, representing the adversary’s inference probability D(Â = 1 | Z = z).
The network structure of the adversaries in both CFAIR and CFAIR-EO are exactly the same as the one
used in FAIR and LAFTR, except that there are two adversaries, one for D0(Â = 1 | Z = z) and one for
D1(Â = 1 | Z = z).
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The hyperparameters used in the experiment are listed in Table 7.A.2.

Table 7.A.2: Hyperparameters used in the COMPAS experiment.

Optimization Algorithm AdaDelta
Learning Rate 1.0
Batch Size 512
Training Epochs λ ∈ {0.1, 1.0} 20
Training Epochs λ = 10.0 15
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Chapter 8

Learning Language-Invariant
Representations for Universal Machine
Translation

The goal of universal machine translation is to learn to translate between any pair of languages, given a
corpus of paired translated documents for a small subset of all pairs of languages. Despite impressive
empirical results and an increasing interest in massively multilingual models, theoretical analysis on
translation errors made by such universal machine translation models is only nascent. In this chapter, we
formally prove certain impossibilities of this endeavour in general, as well as prove positive results in
the presence of additional (but natural) structure of data. For the former, we derive a lower bound on the
translation error in the many-to-many translation setting, which shows that any algorithm aiming to learn
shared sentence representations among multiple language pairs has to make a large translation error on at
least one of the translation tasks, if no assumption on the structure of the languages is made. For the latter,
we show that if the paired documents in the corpus follow a natural encoder-decoder generative process,
we can expect a natural notion of “generalization”: a linear number of language pairs, rather than quadratic,
suffices to learn a good representation. Our theory also explains what kinds of connection graphs between
pairs of languages are better suited: ones with longer paths result in worse sample complexity in terms of
the total number of documents per language pair needed.
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8.1 Introduction

Despite impressive improvements in neural machine translation (NMT), training a large multilingual NMT
model with hundreds of millions of parameters usually requires a collection of parallel corpora at a large
scale, on the order of millions or even billions of aligned sentences (Arivazhagan et al., 2019; Johnson
et al., 2017) for supervised training. Although it is possible to automatically crawl the web (Nie et al.,
1999; Resnik, 1999; Resnik and Smith, 2003) to collect parallel sentences for high-resource language pairs
such as German-English and Chinese-English, it is often infeasible or expensive to manually translate large
amounts of documents for low-resource language pairs, e.g., Nepali-English, Sinhala-English (Guzmán
et al., 2019). Much recent progress in low-resource machine translation, has been driven by the idea
of universal machine translation (UMT), also known as multilingual machine translation (Gu et al.,
2018; Johnson et al., 2017; Zoph and Knight, 2016), which aims at training one single NMT to translate
between multiple source and target languages. Typical UMT models leverage either a single shared encoder
or language-specific encoders to map all source languages to a shared space, and translate the source
sentences to a target language by a decoder. Inspired by the idea of UMT, there has been a recent trend
towards learning language-invariant embeddings for multiple source languages in a shared latent space,
which eases the cross-lingual generalization from high-resource languages to low-resource languages
on many tasks, e.g., parallel corpus mining (Artetxe and Schwenk, 2019; Schwenk, 2018), sentence
classification (Conneau et al., 2018b), cross-lingual information retrieval (Litschko et al., 2018), and
dependency parsing (Kondratyuk and Straka, 2019), just to name a few.

The idea of finding an abstract “lingua franca” is very intuitive and the empirical results are impressive,
yet theoretical understanding of various aspects of universal machine translation is limited. In this chapter,
we particularly focus on two basic questions:

1. How can we measure the inherent tradeoff between the quality of translation and how language-
invariant a representation is?

2. How many language pairs do we need aligned sentences for, to be able to translate between any pair
of languages?

Toward answering the first question, we show that in a completely assumption-free setup on the
languages and distribution of the data, it is impossible to avoid making a large translation error on at least
one pair of the translation tasks. Informally we highlight our first theorem as follows, and provide the
formal statements in Theorems 8.2.1 and 8.2.2.
Theorem 8.1.1 (Impossibility, Informal). There exist a choice of distributions over documents from
different languages, s.t. for any choice of maps from the language to a common representation, at least
one of the translation pairs must incur a high cost. In addition, there is an inherent tradeoff between the
translation quality and the degree of representation invariance w.r.t. languages: the better the language
invariance, the higher the cost on at least one of the translation pairs.

To answer the second question, we show that under fairly mild generative assumptions on the aligned
documents for the pairwise translations, it is possible to not only do well on all of the pairwise translations,
but also be able to do so after only seeing aligned documents of a linear number of languages, rather
than a quadratic one. We summarize the second theorem as follows, and provide a formal statement in
Theorem 8.3.1.
Theorem 8.1.2 (Sample complexity, Informal). Under a generative model where the documents for each
language are generated from a “ground-truth” encoder-decoder model, after seeing aligned documents for
a linear number of pairs of languages, we can learn encoders/decoders that perform well on any unseen
language pair.
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Notation and Setup We first introduce the notation used throughout the chapter and then briefly describe
the problem setting of universal machine translation.

We use L to denote the set of all possible languages, e.g., {English, French, German, Chinese, . . .}.
For any language L ∈ L, we associate with L an alphabet ΣL that contains all the symbols from L. Note
that we assume |ΣL| < ∞, ∀L ∈ L, but different languages could potentially share part of the alphabet.
Given a language L, a sentence x in L is a sequence of symbols from ΣL, and we denote Σ∗L as the set of all
sentences generated from ΣL. Note that since in principle different languages could share the same alphabet,
to avoid ambiguity, for each language L, there is a unique token 〈L〉 ∈ ΣL and 〈L〉 6∈ Σ′L, ∀L′ 6= L. The
goal of the unique token 〈L〉 is used to denote the source sentence, and a sentence x in L will have a unique
prefix 〈L〉 to indicate that x ∈ Σ∗L. Also, in this manuscript we will use sentence and string interchangeably.

Formally, let {Li}i∈[K]
1 be the set of K source languages and L 6∈ {Li}i∈[K] be the target language we

are interested in translating to. For a pair of languages L and L′, we useDL,L′ to denote the joint distribution
over the parallel sentence pairs from L and L′. Given this joint distribution, we also use DL,L′(L) to mean
the marginal distribution over sentences from L. Likewise we use DL,L′(L′) to denote the corresponding
marginal distribution over sentences from L′. Finally, for two sets A and B, we use A t B to denote the
disjoint union of A and B. In particular, when A and B are disjoint, their disjoint union equals the usual set
union, i.e., A t B = A

⋃
B.

8.2 An Impossibility Theorem

In this section, for the clarity of presentation, we first focus the deterministic setting where for each
language pair L 6= L′, there exists a ground-truth translator f ∗L→L′ : Σ∗L → Σ∗L′ that takes an input sentence
x from the source language L and outputs the ground-truth translation f ∗L→L′(x) ∈ Σ∗L′ . Later we shall
extend the setup to allow a probabilistic extension as well. Before we proceed, we first describe some
concepts that will be used in the discussion.

Given a feature map g : X → Z that maps instances from the input space X to feature space Z , we
define g]D := D ◦ g−1 to be the induced (pushforward) distribution of D under g, i.e., for any event
E′ ⊆ Z , Prg]D(E′) := PrD(g−1(E′)) = PrD({x ∈ X | g(x) ∈ E′}). For two distribution D and
D′ over the same sample space, we use the total variation distance to measure the discrepancy them:
dTV(D,D′) := supE |PrD(E)− PrD′(E)|, where E is taken over all the measurable events under the
common sample space. We use I(E) to denote the indicator function which takes value 1 iff the event E is
true otherwise 0.

In general, given two sentences x and x′, we use `(x, x′) to denote the loss function used to measure
their distance. For example, we could use a 0− 1 loss function `0−1(x, x′) = 0 iff x = x′ else 1. If both x
and x′ are embedded in the same Euclidean space, we could also use the squared loss `2(x, x′) as a more
refined measure. To measure the performance of a translator f on a given language pair L→ L′ w.r.t. the
ground-truth translator f ∗L→L′ , we define the error function of f as

εL→L′
D ( f ) := ED [`0−1( f (X), f ∗L→L′(X))] ,

which is the translation error of f as compared to the ground-truth translator f ∗L→L′ . For universal machine
translation, the input string of the translator can be any sentence from any language. To this end, let Σ∗ be
the union of all the sentences/strings from all the languages of interest: Σ∗ :=

⋃
L∈L Σ∗L. Then a universal

machine translator of target language L ∈ L is a mapping fL : Σ∗ → Σ∗L. In words, fL takes as input a

1We use [K] to denote the set {0, 1, . . . , K− 1}.
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string (from one of the possible languages) and outputs the corresponding translation in target language L.
It is not hard to see that for such task there exists a perfect translator f ∗L :

f ∗L (x) = ∑
L′∈L

I(x ∈ Σ∗L′) · f ∗L′→L(x). (8.1)

Note that {Σ∗L′ | L′ ∈ L} forms a partition of Σ∗, so exactly one of the indicator I(x ∈ Σ∗L′) in (8.1) will
take value 1.

Given a target language L, existing approaches for universal machine seek to find an intermediate
space Z , such that source sentences from different languages are aligned within Z . In particular, for each
source language L′, the goal is to find a feature mapping gL′ : Σ∗L′ → Z so that the induced distributions of
different languages are close in Z . The next step is to construct a decoder h : Z → Σ∗L that maps feature
representation in Z to sentence in the target language L.

One interesting question about the idea of learning language-invariant representations is that, whether
such method will succeed even under the benign setting where there is a ground-truth universal translator
and the learner has access to infinite amount of data with unbounded computational resources. That is,
we are interested in understanding the information-theoretic limit of such methods for universal machine
translation.

In this section we first present an impossibility theorem in the restricted setting of translating from two
source languages L0 and L1 to a target language L. Then we will use this lemma to prove a lower bound of
the universal translation error in the general many-to-many setting. We will mainly discuss the implications
and intuition of our theoretical results and use figures to help illustrate the high-level idea of the proof.

8.2.1 Two-to-One Translation

Recall that for each translation task Li → L, we have a joint distribution DLi ,L (parallel corpora) over the
aligned source-target sentences. For convenience of notation, we use Di to denote the marginal distribution
DLi ,L(Li), ∀i ∈ [K] when the target language L is clear from the context. Given a fixed constant ε > 0, we
first define the ε-universal language mapping:
Definition 8.2.1 (ε-Universal Language Mapping). A map g :

⋃
i∈[K] Σ∗Li

→ Z is called an ε-universal
language mapping if dTV(g]Di, g]Dj) ≤ ε, ∀i 6= j.

In particular, if ε = 0, we call the corresponding feature mapping a universal language mapping.
In other words, a universal language mapping perfectly aligns the feature representations of different
languages in feature space Z . The following lemma provides a useful tool to connect the 0-1 translation
error and the TV distance between the corresponding distributions.
Lemma 8.2.1. Let Σ :=

⋃
L∈L ΣL and DΣ be a language model over Σ∗. For any two string-to-string

maps f , f ′ : Σ∗ → Σ∗, let f]DΣ and f ′]DΣ be the corresponding pushforward distributions. Then
dTV( f]DΣ, f ′]DΣ) ≤ PrDΣ( f (X) 6= f ′(X)) where X ∼ DΣ.

Proof. Note that the sample space Σ∗ is countable. For any two distributions P and Q over Σ∗, it is a
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well-known fact that dTV(P ,Q) = 1
2 ∑y∈Σ∗ |P(y)−Q(y)|. Using this fact, we have:

dTV( f]D, f ′]D) =
1
2 ∑

y∈Σ∗

∣∣∣ f]D(y)− f ′]D(y)
∣∣∣

=
1
2 ∑

y∈Σ∗

∣∣∣∣Pr
D
( f (X) = y)− Pr

D
( f ′(X) = y)

∣∣∣∣
=

1
2 ∑

y∈Σ∗

∣∣ED [I( f (X) = y)]−ED [I( f ′(X) = y)]
∣∣

≤ 1
2 ∑

y∈Σ∗
ED

[∣∣I( f (X) = y)− I( f ′(X) = y)
∣∣]

=
1
2 ∑

y∈Σ∗
ED [I( f (X) = y, f ′(X) 6= y) + I( f (X) 6= y, f ′(X) = y)]

=
1
2 ∑

y∈Σ∗
ED

[
I( f (X) = y, f ′(X) 6= f (X))

]
+ ED

[
I( f ′(X) = y, f ′(X) 6= f (X))

]
= ∑

y∈Σ∗
ED

[
I( f (X) = y, f ′(X) 6= f (X))

]
= ∑

y∈Σ∗
Pr
D

(
f (X) = y, f ′(X) 6= f (X)

)
= Pr
D
( f (X) 6= f ′(X)).

The second equality holds by the definition of the pushforward distribution. The inequality on the fourth
line holds due to the triangle inequality and the equality on the seventh line is due to the symmetry between
f (X) and f ′(X). The last equality holds by the total law of probability. �

The next lemma follows from the data-processing inequality for total variation and it shows that if
languages are close in a feature space, then any decoder cannot increase the corresponding discrepancy of
these two languages in the output space.
Lemma 8.2.2. (Data-processing inequality) LetD andD′ be any distributions overZ , then for any decoder
h : Z → Σ∗L, dTV(h]D, h]D′) ≤ dTV(D,D′).

As a direct corollary, this implies that any distributions induced by a decoder over ε-universal language
mapping must also be close in the output space:
Corollary 8.2.1. If g : Σ∗ → Z is an ε-universal language mapping, then for any decoder h : Z → Σ∗L,
dTV((h ◦ g)]D0, (h ◦ g)]D1) ≤ ε.

With the above tools, we can state the following theorem that characterizes the translation error in a
two-to-one setting:
Theorem 8.2.1. (Lower bound, Two-to-One) Consider a restricted setting of universal machine translation
task with two source languages where Σ∗ = Σ∗L0

⋃
Σ∗L1

and the target language is L. Let g : Σ∗ → Z be
an ε-universal language mapping, then for any decoder h : Z → Σ∗L, we have

εL0→L
D0

(h ◦ g) + εL1→L
D1

(h ◦ g) ≥ dTV(DL0,L(L),DL1,L(L))− ε. (8.2)

Proof of Theorem 8.2.1. First, realize that dTV(·, ·) is a distance metric, the following chain of triangle

133



1

h

<latexit sha1_base64="kcA7NRhjQQGIAGEV5bzWC4FrbNE=">AAAETnicfZPNahsxEMeVbNq67leSHntZagI9GbsYkksgtAm4t8SNk4BtglY7awvrYyNpY6/FPkGv7Xv12hfprbRax8W2TDuwMMzvPzPSrCZKGdWm0fixtR3sPHr8pPK0+uz5i5evdvf2r7TMFIEukUyqmwhrYFRA11DD4CZVgHnE4Doafyz59T0oTaW4NHkKA46HgiaUYONCF6Pb3Vqj3phbuOk0F04NLez8di847MeSZByEIQxr3Ws2UjOwWBlKGBTVfqYhxWSMh9BzrsAc9MDOT1qEBy4Sh4lU7hMmnEdXMyzmWuc8ckqOzUj7rAz+i5kRL/xY2UUX4dzWmBMbKZlezyjrboZ7mUmOBpaKNDMgyMMtkoyFRoblTMOYKiCG5c7BRFE3iJCMsMLEuMlXD0K/RYpnsqiuteB4DEpK7iaFBQHmDiBgQiTnWMS2T0Vc2H6ZG0X2U+HRCdDhyPwVJHbiC6bTJZz6MM+XMPfhbLaEs42+k//01KlYUIKZ/byJjQJYUVz6inZ7hbZ9Ckq5B2X791hBqimTwhPEbnlWCpz6BWJI4K4sQMqX7B6iOPZb3DlNYY9XJJ7ibJouf8uZ36HTWcJOUbhVa/qLtelcva83W/XWRat28mGxdBX0Br1F71ATHaIT1EbnqIsIAvQFfUXfgu/Bz+BX8PtBur21yHmN1myn8gegX4SC</latexit>

{

<latexit sha1_base64="h/71ujfAFghkRFMcbVgAo1XfZhc=">AAAET3icfZNNa9tAEIY3sdsm7lfSHnsRNYGejBRC7RwCoW3AvaVunARsE1arkb14P5TdVWxZ6B/02v6vHvtLeitduQ6216QDgmGed+eVRjthwqg2vv9ra7tSffT4yc5u7emz5y9e7u2/utQyVQS6RDKprkOsgVEBXUMNg+tEAeYhg6tw/LHkV3egNJXiwmQJDDgeChpTgo0tdfr5zV7db/i+HwSBVyZB871vk+Pj1mHQ8oIS2aijRZzf7Fea/UiSlIMwhGGte4GfmEGOlaGEQVHrpxoSTMZ4CD2bCsxBD/L5qxbega1EXiyVfYTx5tXVEznmWmc8tEqOzUi7rCw+xMyIF26tdNGFN481ZsVGSqbXT5R9N8u91MStQU5FkhoQ5N9XxCnzjPTKoXoRVUAMy2yCiaJ2EB4ZYYWJsaOvHXiuRYJnsqitWXA8BiUlt5PCggCzLyBgQiTnWER5n4qoyPvl2TDMPxcOnQAdjsy9IM4nrmA6XcKpC7NsCTMXzmZLONvwnfzHUydiQQlm+ddNbBTAiuLCVbTbK7TtUlDKXqi8f4cVJJoyKRxBZLdnpcEnt0EEMdyWDUh5k+1FFCeuxa3VFPnJisRRnE2T5W85cx06nSXsFIVdtft98h5OLg8bwVHj6MtR/fTDYul20Bv0Fr1DAWqiU9RG56iLCIrRN/Qd/aj8rPyu/KkupNtbi+Q1Wovq7l8oRIQy</latexit>

{

<latexit sha1_base64="ePPMrLeJEp/1/XJqkLX59WntaJI=">AAAET3icfZNNb9NAEIa3TYA2fLSFIxeLqBKnyA5WUw6VKqBSuJXQtJXiqFqvx8kq6113d918WP4HXOF/ceSXcEOsQ6okG5WRLI3e590Ze7wTpowq7bq/trYr1UePn+zs1p4+e/5ib//g5aUSmSTQJYIJeR1iBYxy6GqqGVynEnASMrgKRx9LfnUHUlHBL/Q0hX6CB5zGlGBtpE6Q3+zX3cb746Omf+S4DddteU2vTJot/53veEYpo44WcX5zUGkFkSBZAlwThpXqeW6q+zmWmhIGRS3IFKSYjPAAeiblOAHVz+evWjiHRomcWEjzcO3M1dUTOU6UmiahcSZYD5XNSvEhpodJYWtlF1U481hjxqyFYGr9RFl3U+5lOj7u55SnmQZO/n1FnDFHC6ccqhNRCUSzqUkwkdQMwiFDLDHRZvS1Q8dukeKZKGprLRI8AilEYiaFOQFmXoDDmIgkwTzKA8qjIg/Ks2GYfy4sOgY6GOp7Q5yPbcNksoQTG06nSzi14Wy2hLONvuP/9FQpX1CCWf51E2sJsOK4sB3t9gpt2xSkNBcqD+6whFRRJrhliMz2rBT4ZBeIIIbbsgApb7K5iPzEbnFrPEV+smKxHGeTdPlbzuwOnc4SdorCrNr9PjkPJ5fNhuc3/C9+/fTDYul20Gv0Br1FHmqhU9RG56iLCIrRN/Qd/aj8rPyu/KkurNtbi+QVWovq7l9YJYQ+</latexit>

D0

<latexit sha1_base64="L12C36gjXTQ7oDRPSsaNPSDQfMQ=">AAAEeXicfZPLbhMxFIbdNkAJtxaWbAaiShWLaJJGvSwqVUClsCuhN+hEkcdzJrHiy9R2mos1T8EWHoxnYYOnTZXEUTnSSNb5/nN+j30cZ4xqE4Z/VlbXSo8eP1l/Wn72/MXLVxubr8+1HCgCZ0QyqS5jrIFRAWeGGgaXmQLMYwYXcf9TwS9uQGkqxakZZ9DmuCtoSgk2LvU9SpxFx4Z5Z6MSVg/2d+uN3SCshuFerV4rFvW9xk4jqLlMERU0jZPO5tqPKJFkwEEYwrDWV7UwM22LlaGEQV6OBhoyTPq4C1duKTAH3ba3O86DLZdJglQq9wkT3GbnKyzmWo957JQcm572WZF8iJkez/1c4aLz4DYWmBMbKZlerCj6LqevBibdb1sqsoEBQe7+Ih2wwMigONsgoQqIYWO3wERRdxAB6WGFiXE3UN4KfIsMT2ReXrDguA9KSu5OCgsCzG1AwJBIzrFIbERFktuoqI1j+yX36BBot2fuBakd+oLRaAZHPhyPZ3Dsw8lkBidLvsP/eOpMTCnBzH5bxkYBzClOfUWzOUebPgWl3EDZ6AYryDRlUniCYsLnGnz2GySQwnXRgBST7AZRHPoW106T28M5iac4HmWzazn2HVqtGWwt2Zub3CadO4Hi9vQ8z4vXeP/kgocX5/VqrVE9+NqoHH2cvst19Ba9R9uohvbQEWqiE3SGCOLoJ/qFfq/9Lb0rbZc+3ElXV6Y1b9BClHb+AcdNlIg=</latexit>

D1

<latexit sha1_base64="HTTvyHNXB52h9NSLktPwDLJmKLo=">AAAEeXicfZPLbhMxFIbdJkAJtxaWbAaiShWLaqZUtF1UqoBKYVdKeoFOFHk8J4kVX6a2p7lY8xRs4cF4FjZ4mlRJHJUjjXR0vv+c3+NLkjGqTRj+WVmtVB88fLT2uPbk6bPnL9Y3Xp5rmSsCZ0QyqS4TrIFRAWeGGgaXmQLMEwYXSf9TyS9uQGkqRdOMMmhx3BW0Qwk2rvQ9Tp1F20ZFe70ebodhGEVRUCbR3ofQJQcH+zvRfhCVyEUdTeOkvVH5EaeS5ByEIQxrfRWFmWlZrAwlDIpanGvIMOnjLly5VGAOumVvV1wEm66SBh2p3CdMcFud77CYaz3iiVNybHraZ2XxPmZ6vPBrpYsugttYYE5spGR6saOcu1y+yk1nv2WpyHIDgkz+opOzwMig3NsgpQqIYSOXYKKo24iA9LDCxLgTqG0GvkWGx7KoLVhw3AclJXc7hQUB5hYgYEAk51ikNqYiLWxc9iaJ/VJ4dAC02zN3go4d+ILhcAaHPhyNZnDkw/F4BsdLvoP/eOpMTCnBzH5bxkYBzCmavqLRmKMNn4JS7kLZ+AYryDRlUniC8obPDfjsD0ihA9flAFLeZHcRxaFvce00hT2ck3iK42E2O5Zj3+H0dAZPl+zNTWHT9kSguG2eF0X5Gu+eXHB/cr6zHe1uH3zdrR99nL7LNfQavUVbKEJ76Ag10Ak6QwRx9BP9Qr8rf6tvqlvVdxPp6sq05xVaiOr7f5nWlH0=</latexit>

Distributions over ⌃⇤

<latexit sha1_base64="iHUKbQyJ2252qp3sU/mC9EVLD2s=">AAAEeHicfZPLbhMxFIbdJkAJtxaWbEZEFZdFlVSVgEWlCqgUdiVN0ohMiDyek8SKL1PbuVrzEmzhxXgVVniSoCQewZFGOjrf7/N7bJ8oYVSbSuXX3n6heOfuvYP7pQcPHz1+cnj0tKXlWBFoEsmkakdYA6MCmoYaBu1EAeYRg5to9DHjNxNQmkrRMPMEuhwPBO1Tgo0rtcNrOuD425veYblyUllGkE+q66SM1nHVOyp8DWNJxhyEIQxr3alWEtO1WBlKGKSlcKwhwWSEB9BxqcAcdNcuN5wGx64SB32p3CdMsKxur7CYaz3nkVNybIbaZ1nxX8wMeerXMhedBsvYYU5spGR6d0XWN1/ujE3/XddSkYwNCLL6i/6YBUYG2dEGMVVADJu7BBNF3UEEZIgVJsZdQOk48C0SvJBpaceC4xEoKbk7KSwIMLcBAVMiOccitiEVcWrDbG0U2c+pR6dAB0PzV9C3U18wm23gzIfz+QbOfbhYbOAi5zv9j6dOxJoSzOx1HhsFsKVo+IpabYvWfApKuQdlwwlWkGjKpPAEsZuhrQaf/AYx9OE2a0Cyl+weojj3LW6dJrXnWxJPcTlLNtdy6TvU6xtYz9mbSWrj3kqguG200jR101j1Zy+ftE5Pqmcn77+clS8+rOfyAD1HL9ArVEVv0QWqoSvURAQx9B39QD8Lv4tB8WXx9Uq6v7de8wztRPH0D4J9k3o=</latexit>

g

<latexit sha1_base64="2tL16WgwNYitS9UNad4zWBi78d0=">AAAEcXicfZPdahNBFMenTdQav1q9Em+WhoIglEQK6kWhqIV418YkLSYhzM6eTYbMx3ZmNslm2CfwVh/O5/AFnE0iSSbowMLh/P7n/HfPzgkTRrWp1X7t7ZfK9+4/OHhYefT4ydNnh0fPO1qmikCbSCbVbYg1MCqgbahhcJsowDxkcBOOPxX8ZgJKUylaJkugz/FQ0JgSbFzqejg4rNZOa4sT7Ab1VVBFq3M1OCp960WSpByEIQxr3a3XEtO3WBlKGOSVXqohwWSMh9B1ocAcdN8u3jQPTlwmCmKp3CNMsMhuVljMtc546JQcm5H2WZH8FzMjnvu5wkXnweJsMSc2UjK9XVH03U13UxO/71sqktSAIMuviFMWGBkUMw0iqoAYlrkAE0XdIAIywgoT4yZfOQl8iwTPZV7ZsuB4DEpK7iaFBQHmXkDAlEjOsYhsj4oot72iNgztl9yjU6DDkfkriO3UF8xmazjzYZatYebD+XwN5zu+0/946kSsKMHMft3FRgFsKFq+otHYoA2fglLuQtneBCtINGVSeILILc9Gg89+gwhiuCsakOImu4sozn2LO6fJ7fmGxFNczpL1b7n0HZrNNWzu2JtJbqPBUqC4bXXyPHfbWPd3bzfovD2tn51+uD6rXnxc7eUBeoWO0WtUR+/QBWqgK9RGBAH6jn6gn6Xf5ZfloHy8lO7vrWpeoK1TfvMHi5eQxg==</latexit>

g]D0 = g]D1

<latexit sha1_base64="GmDeudkfL696AsbaBOa0nbFhhVM=">AAAEk3icfVNdaxNBFJ22q9b4lSo++bIaCj6FRAoqEii1hfgg1JimxWwIs7M3yZD52M5MPod99tf4qr/Ff+NsEkkyQS8sXM45956dO3filFFtKpXfe/sHwZ279w7vFx48fPT4SfHoaUvLkSJwRSST6ibGGhgVcGWoYXCTKsA8ZnAdDz/m/PUYlKZSNM0shQ7HfUF7lGDjoG7xZb8b6QFWaZQ4s24lrIXbSLVbLFXKlUWEu0l1lZTQKi67RwffokSSEQdhCMNat6uV1HQsVoYSBlkhGmlIMRniPrRdKjAH3bGLs2ThsUOSsCeV+4QJF+hmhcVc6xmPnZJjM9A+l4P/4syAZz6Wu+gsXMQW58RGSqa3K/K+u3B7ZHrvOpaKdGRAkOUpeiMWGhnmUw8TqoAYNnMJJoq6QYTEzRgT4+6mcBz6Fimey6ywZcHxEJSU3E0KCwLM/YCACZGcY5HYiIoks1FeG8f2U+axE6D9gfkr6NmJL5hO1+TUJ2ezNTnzyfl8Tc53fCf/8dSpWLEEM/t1lzYKYEPR9BX1+gZb91lQyi2UjcZYQaopk8IT5Pu90eDcb5BAD27zBiTfZLeIouZb3DpNZmsbEk9xMU3X13LhOzQaa7KxY2/GmU26S4HittnKssy9xqr/9naT1pty9aT8/stJ6fRs9S4P0Qv0Cr1GVfQWnaI6ukRXiKDv6Af6iX4Fz4MPwVlwvpTu761qnqGtCD7/AdWQnQ0=</latexit>

Distributions over Z

<latexit sha1_base64="rGDraZ9BD7EJU84/l542Hia5yqM=">AAAEe3icfZNdaxNBFIanTdQav1q99GYxFEQkJFJRLwpFLcS7GpO2NAlhdvZsMmQ+tjOzSTbD/gxv9Xf5YwRnk0iSCXpg4XCed847O3MmTBjVpl7/tbdfKt+5e+/gfuXBw0ePnxwePb3UMlUEOkQyqa5DrIFRAR1DDYPrRAHmIYOrcPyp4FcTUJpK0TZZAn2Oh4LGlGDjSt0ex2ZEMLM3+eCwWq/VFxHsJo1VUkWruBgclW56kSQpB2EIw1p3G/XE9C1WhhIGeaWXakgwGeMhdF0qMAfdt4s958Gxq0RBLJX7hAkW1c0VFnOtMx46ZbFH7bOi+C9mRjz3a4WLzoNFbDEnNlIyvb2i6Ltb7qYmft+3VCSpAUGWfxGnLDAyKE43iKgCYljmEkwUdQcRkBFWmBh3B5XjwLdI8FzmlS0LjsegpOTupLAgwNwGBEyJ5ByLyPaoiHK7uLYwtF9yj06BDkfmryC2U18wm63hzIdZtoaZD+fzNZzv+E7/46kTsaLFpH3bxUYBbCjavqLZ3KBNn4JSbqBsb4IVJJoyKTxB5J7RRoPPfoMIYrgtGpBikt0gilPf4tZpcnu6IfEU57NkfS3nvkOrtYatHXszyW00WAoUt+3LPC9eY8N/e7vJ5Zta46T24etJ9ezj6l0eoOfoBXqJGugdOkNNdIE6iCCJvqMf6Gfpd7laflV+vZTu763WPENbUX77B+cGlUs=</latexit>

Distributions over

DL1,L(L)

<latexit sha1_base64="awpEUI8HxG9AIP02keQ2+FLp/IM=">AAAEg3icfZNbSxtBFMdHja1NL2r72JehIlhaZDdIVaggtEIKPljrjZoQZmdPzOBc1pmJuQzzUfrafqZ+m85qJMkEe2DhcH7/c/6zc8kKzoxNkr9z8wuVxSdPl55Vn794+Wp5ZfX1mVFdTeGUKq70RUYMcCbh1DLL4aLQQETG4Ty7/lLy81vQhil5YgcFNAW5kqzNKLGh1FpZbeTBpOUOW+lHfOg3Dt+3VtaSzSRJ0jTFZZJuf0pCsru7U0t3cFqiEGtoFEet1YWfjVzRrgBpKSfGXKZJYZuOaMsoB19tdA0UhF6TK7gMqSQCTNPdrd3j9VDJcVvp8EmL76qTHY4IYwYiC0pBbMfErCw+xmxH+LhWuhiP72KKBbFVipvpjnLubPmya9s7Tcdk0bUg6f1ftLscW4XLXcY500AtH4SEUM3CRmDaIZpQG86iuo5ji4IMla9OWQhyDVopEXaKSAo8LEBCjyohiMxdg8ncu0bZm2Xum49oD9hVxz4I2q4XC/r9MezHcDAYw0EMh8MxHM749v7jaQo5opRw92MWWw0woTiJFfX6BK3HFLQOF8o1bomGwjCuZCQob/rEgK/xgBzacFMOoOVNDhdR7sUWN0Hj3d6EJFIc9IvxsRzEDsfHY3g8Y29vvctb9wIt3MmZ9z68xocnhx9Pzmqb6dbm7vettf3Po3e5hN6id2gDpWgb7aM6OkKniKIe+oV+oz+VxcqHSq2ydS+dnxv1vEFTUdn7By/Vldk=</latexit>

DL0,L(L)

<latexit sha1_base64="Ey+mBeXVb6X/D783fpqya9ksxNU=">AAAEg3icfZPbahsxEIaVxmlT95S0l70RDYGUFrN2TQ7QQKANuJCLNM2JxsZoteNYRIeNJMcHoUfpbftMfZtqEwfbMunAgpjvn/m10ijNOTM2Sf4uPFosLT1+svy0/Oz5i5evVlZfnxrV0xROqOJKn6fEAGcSTiyzHM5zDUSkHM7Sqy8FP7sBbZiSx3aYQ0uQS8k6jBIbUu2V1WYWTNruoJ18xAd+4+B9e2Utqexsb9bqmzipJMlWtVYtFrWt+qc6roZMEWtoHIft1cWfzUzRngBpKSfGXFST3LYc0ZZRDr7c7BnICb0il3ARlpIIMC13u3eP10Mmwx2lwyctvs1OVzgijBmKNCgFsV0TsyL5ELNd4eNc4WI8vo0ZFsRWKW5mK4q+8+mLnu1stxyTec+CpHd/0elxbBUuThlnTAO1fBgWhGoWDgLTLtGE2nAX5XUcW+RkpHx5xkKQK9BKiXBSRFLgYQMS+lQJQWTmmkxm3jWL2jR133xE+8Auu/Ze0HH9WDAYTOAghsPhBA5jOBpN4GjOt/8fT5PLMaWEux/z2GqAKcVxrGg0pmgjpqB1GCjXvCEacsO4kpGgmPSpBl/jBhl04LpoQItJDoMod2OL66DxbndKEin2B/nkWvZjh6OjCTyas7c33mXtO4EW7vjUex9e4/2Tww8vTmuVar2y872+tvd5/C6X0Vv0Dm2gKtpCe6iBDtEJoqiPfqHf6E9pqfShVCvV76SPFsY1b9BMlHb/AV1GleQ=</latexit>

 ErrL0!L
D0

(h � g)

<latexit sha1_base64="97tXSM3PpnM3hZfmcGdEFYWE3WI=">AAAEoHicfZPbThsxEIZNSVuanqC97I0FQqI30SaNOFwgIbVIqYRUoJwEm64c7ySx8NqL7ZCD5bfo0/S2fYm+Tb0QlMQRHWkla75/5l/b41bOmTZR9HfhyWLp6bPnSy/KL1+9fvN2eeXdmZY9ReGUSi7VRYto4EzAqWGGw0WugGQtDuet688FP78FpZkUJ2aYQzMjHcHajBLjU8lyJeZwg2MDA2P3lXKJjVPvmkTuhz1IothIfOA2ujFliuLOx2R5LarsbG/W6ps4qkTRVrVWLRa1rfqnOq76TBFraByHycriZZxK2stAGMqJ1lfVKDdNS5RhlIMrxz0NOaHXpANXfilIBrpp7zbm8LrPpLgtlf+EwXfZ6QpLMq2HWcsrM2K6OmRF8jFmupkLc4WLdvguZpgXGym5nq0o+s6nr3qmvd20TOQ9A4Le76Ld49ifZXEFOGUKqOFDvyBUMX8QmHaJItT4iyqv49AiJyPpyjMWGbkGJWXmT4oICtz/gIA+lVlGRGpjJlJn46K21bJfXUD7wDpd8yBo234oGAwmcBDC4XAChyEcjSZwNOfb/4+nzsWYUsLt93lsFMCU4iRUNBpTtBFSUMoPlI1viYJcMy5FICimfqrBl7BBCm24KRrQYpL9IIrd0OLGa5zdnZIEiv1BPrmW/dDh+HgCj+fsza2zaXIvUJk9OXPO+df48OTw44uzWqVar+wc1df26uN3uYQ+oFW0gapoC+2hBjpEp4iin+gX+o3+lFZLjdK30tG99MnCuOY9monS5T81uaKW</latexit>

 ErrL1!L
D1

(h � g)

<latexit sha1_base64="rH+kkFSmk8d7EuLauVvB80MgIqU=">AAAEoHicfZPbThsxEIYNpC1NT9Be9sYCIdGbaBchDhdISC1SKiEVKCfBpivHO0ksvPZiO+Rg+S36NL1tX6JvUy8EJXFER1ppNN/v+df2uFlwpk0U/Z2bX6g8e/5i8WX11es3b98tLb8/17KrKJxRyaW6bBINnAk4M8xwuCwUkLzJ4aJ587nkF3egNJPi1AwKaOSkLViLUWJ8KV2qJRxucWKgb+yBUi61SeZd09j9sIdpnBiJD916J6FMUdz+lC6tRrUoiuI4xmUSb29FPtnd3dmId3BcIh+raBRH6fLCVZJJ2s1BGMqJ1tdxVJiGJcowysFVk66GgtAb0oZrnwqSg27Y+405vOYrGW5J5T9h8H11coUludaDvOmVOTEdHbKy+BQzndyFtdJFO3wfU8yLjZRcT68o+86Wr7umtdOwTBRdA4I+7KLV5difZXkFOGMKqOEDnxCqmD8ITDtEEWr8RVXXcGhRkKF01SmLnNyAkjL3J0UEBe5/QECPyjwnIrMJE5mzSbm22bRfXUB7wNod8yho2V4o6PfHsB/CwWAMByEcDsdwOOPb+4+nLsSIUsLt91lsFMCE4jRU1OsTtB5SUMoPlE3uiIJCMy5FICinfqLBl7BBBi24LRvQcpL9IIq90OLWa5zdm5AEioN+Mb6Wg9Dh5GQMT2bszZ2zWfogULk9PXfO+df4+OTw08n5Ri3erO0eb67ub47e5SL6iFbQOorRNtpHdXSEzhBFP9Ev9Bv9qaxU6pVvleMH6fzcaM0HNBWVq38MdKKM</latexit>

⌃⇤
L

<latexit sha1_base64="yXldgTXzwEAIFXE46T7NaxvLxHk=">AAAEenicfZNbixoxFMezq2239rbbPvZlWFnoBUSL0Ba6sNAuWOjD1lV3WbWSyRw1mMtskvEW5lv0tf1e/S59aEYtaqQ9MHA4v3/OP5PkhDGj2pTLv/b2c/k7d+8d3C88ePjo8ZPDo6ctLRNFoEkkk+o6xBoYFdA01DC4jhVgHjK4CkcfM341BqWpFA0zi6HL8UDQPiXYuNJN55IOOO59+faqd1gsl8qLCHaTyiopolVc9I5yN51IkoSDMIRhrduVcmy6FitDCYO00Ek0xJiM8ADaLhWYg+7axZbT4MRVoqAvlfuECRbVzRUWc61nPHRKjs1Q+ywr/ouZIU/9Wuai02ARW8yJjZRMb6/I+u6W24npv+taKuLEgCDLv+gnLDAyyA43iKgCYtjMJZgo6g4iIEOsMDHuCgongW8R47lMC1sWHI9AScndSWFBgLkNCJgQyTkWke1QEaW2k60NQ/s59egE6GBo/gr6duILptM1nPpwNlvDmQ/n8zWc7/hO/uOpY7GiBDN7uYuNAthQNHxFrbZBaz4FpdyDsp0xVhBryqTwBJGboo0Gn/wGEfThNmtAspfsHqI49S1unSa1pxsST3E+jdfXcu471OtrWN+xN+PURr2lQHHbaKVp6qax4s/ebtJ6U6pUS++/VotnH1ZzeYCeo2P0AlXQW3SGaugCNRFBAn1HP9DP3O/8cf5l/vVSur+3WvMMbUW++geK0pQz</latexit>

Figure 8.2.1: Proof by picture: Language-invariant representation g induces the same feature distribution
over Z , which leads to the same output distribution over the target language Σ∗L. However, the parallel
corpora of the two translation tasks in general have different marginal distributions over the target language,
hence a triangle inequality over the output distributions gives the desired lower bound.

inequalities hold:

dTV(DL0,L(L), DL1,L(L)) ≤ dTV(DL0,L(L), (h ◦ g)]D0)

+ dTV((h ◦ g)]D1,DL1,L(L))
+ dTV((h ◦ g)]D0, (h ◦ g)]D1).

Now by the assumption that g is an ε-universal language mapping and Corollary 8.2.1, the third term on
the RHS of the above inequality, dTV((h ◦ g)]D0, (h ◦ g)]D1), is upper bounded by ε. Furthermore, note
that since the following equality holds:

DLi ,L(L) = f ∗Li→L]Di, ∀i ∈ {0, 1},

we can further simplify the above inequality as

dTV(DL0,L(L),DL1,L(L)) ≤ dTV( f ∗L0→L]D0, (h ◦ g)]D0) + dTV((h ◦ g)]D1, f ∗L1→L]D1) + ε.

Now invoke Lemma 8.2.1 for i ∈ {0, 1} to upper bound the first two terms on the RHS, yielding:

dTV( f ∗Li→L]Di, (h ◦ g)]Di) ≤ Pr
Di

(
(h ◦ g)(X) 6= f ∗Li→L(X)

)
= εLi→L

Di
(h ◦ g).

A simple rearranging then completes the proof. �

Remark Recall that under our setting, there exists a perfect translator f ∗L : Σ∗ → Σ∗L in (8.1) that
achieves zero translation error on both translation tasks. Nevertheless, the lower bound in Theorem 8.2.1
shows that one cannot hope to simultaneously minimize the joint translation error on both tasks through
universal language mapping. Second, the lower bound is algorithm-independent and it holds even with
unbounded computation and data. Third, the lower bound also holds even if all the data are perfect, in the
sense that all the data are sampled from the perfect translator on each task. Hence, the above result could
be interpreted as a kind of uncertainty principle in the context of universal machine translation, which says
that any decoder based on language-invariant representations has to achieve a large translation error on at
least one pair of translation task. We provide a proof-by-picture in Fig. 8.2.1 to illustrate the main idea
underlying the proof of Theorem 8.2.1 in the special case where ε = 0.
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The lower bound is large whenever the distribution over target sentences differ between these two
translation tasks. This often happens in practical scenarios where the parallel corpus of high-resource
language pair contains texts over a diverse domain whereas as a comparison, parallel corpus of low-resource
language pair only contains target translations from a specific domain, e.g., sports, news, product reviews,
etc. Such negative impact on translation quality due to domain mismatch between source and target
sentences has also recently been observed and confirmed in practical universal machine translation systems,
see Shen et al. (2019) and Pires et al. (2019) for more empirical corroborations.

8.2.2 Many-to-Many Translation

Theorem 8.2.1 presents a negative result in the setting where we have two source languages and one target
language for translation. Nevertheless universal machine translation systems often involve multiple input
and output languages simultaneously (Artetxe and Schwenk, 2019; Johnson et al., 2017; Ranzato et al.,
2019; Wu et al., 2016). In this section we shall extend the previous lower bound in the simple two-to-one
setting to the more general translation task of many-to-many setting.

To enable such extension, i.e., to be able to make use of multilingual data within a single system, we
need to modify the input sentence to introduce the language token 〈L〉 at the beginning of the input sentence
to indicate the target language L the model should translate to. This simple modification has already been
proposed and used in practical MT systems (Johnson et al., 2017, Section 3). To give an example, consider
the following English sentence to be translated to French,

〈English〉 Hello, how are you?
It will be modified to:

〈French〉〈English〉 Hello, how are you?
Note that the first token is used to indicate the target language to translate to while the second one is used
to indicate the source language to avoid the ambiguity due to the potential overlapping alphabets between
different languages.

Recall in Definition 8.2.1 we define a language map g to be ε-universal iff dTV(g]Di, g]Dj) ≤ ε, ∀i, j.
This definition is too stringent in the many-to-many translation setting since this will imply that the feature
representations lose the information about which target language to translate to. In what follows we shall
first provide a relaxed definition of ε-universal language mapping in the many-to-many setting and then
show that even under this relaxed definition, learning universal machine translator via language-invariant
representations is impossible in the worst case.
Definition 8.2.2 (ε-Universal Language Mapping, Many-to-Many). Let DLi ,Lk , i, k ∈ [K] be the joint
distribution of sentences (parallel corpus) in translating from Li to Lk. A map g :

⋃
i∈[K] Σ∗Li

→ Z is
called an ε-universal language mapping if there exists a partition of Z = tk∈[K]Zk such that ∀k ∈ [K] and
∀i 6= j, g]DLi ,Lk(Li) and g]DLj,Lk(Lj) are supported on Zk and dTV(g]DLi ,Lk(Li), g]DLj,Lk(Lj)) ≤ ε.

First of all, it is clear that when there is only one target language, then Definition 8.2.2 reduces to
Definition 8.2.1. Next, the partition of the feature space Z = tk∈[K]Zk essentially serves as a way to
determine the target language L the model should translate to. Note that it is important here to enforce the
partitioning condition of the feature space Z , otherwise there will be ambiguity in determining the target
language to translate to. For example, if the following two input sentences

〈French〉〈English〉 Hello, how are you?
〈Chinese〉〈English〉 Hello, how are you?

are mapped to the same feature representation z ∈ Z , then it is not clear whether the decoder h should
translate z to French or Chinese.

With the above extensions, now we are ready to present the following theorem which gives a lower
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bound for both the maximum error as well as the average error in the many-to-many universal translation
setting.
Theorem 8.2.2. (Lower bound, Many-to-Many) Consider a universal machine translation task where
Σ∗ =

⋃
i∈[K] Σ∗Li

. Let DLi ,Lk , i, k ∈ [K] be the joint distribution of sentences (parallel corpus) in translating
from Li to Lk. If g : Σ∗ → Z be an ε-universal language mapping, then for any decoder h : Z → Σ∗, we
have

max
i,k∈[K]

εLi→Lk
DLi ,Lk

(h ◦ g) ≥ 1
2

max
k∈[K]

max
i 6=j

dTV(DLi ,Lk(Lk),DLj,Lk(Lk))−
ε

2
,

1
K2 ∑

i,k∈[K]
εLi→Lk
DLi ,Lk

(h ◦ g) ≥ 1
K2(K− 1) ∑

k∈[K]
∑
i<j

dTV(DLi ,Lk(Lk),DLj,Lk(Lk))−
ε

2
.

Proof of Theorem 8.2.2. First let us fix a target language Lk. For each pair of source languages Li, Lj, i 6= j
translating to Lk, applying Theorem 8.2.1 gives us:

εLi→Lk
DLi ,Lk

(h ◦ g) + ε
Lj→Lk
DLj ,Lk

(h ◦ g) ≥ dTV(DLi ,Lk(Lk),DLj,Lk(Lk))− ε. (8.3)

Now consider the pair of source languages (Li∗ , Lj∗) with the maximum dTV(DLi ,Lk(Lk),DLj,Lk(Lk)):

2 max
i∈[K]

εLi→Lk
DLi ,Lk

(h ◦ g) ≥ ε
Li∗→Lk
DLi∗ ,Lk

(h ◦ g) + ε
Lj∗→Lk

DLj∗ ,Lk
(h ◦ g)

≥ max
i 6=j

dTV(DLi ,Lk(Lk),DLj,Lk(Lk))− ε. (8.4)

Since the above lower bound (8.4) holds for any target language Lk, taking a maximum over the target
languages yields:

2 max
i,k∈[K]

εLi→Lk
DLi ,Lk

(h ◦ g) ≥ max
k∈[K]

max
i 6=j

dTV(DLi ,Lk(Lk),DLj,Lk(Lk))− ε,

which completes the first part of the proof. For the second part, again, for a fixed target language Lk,
to lower bound the average error, we apply the triangle inequality in (8.3) iteratively for all pairs i < j,
yielding:

(K− 1) ∑
i∈[K]

εLi→Lk
DLi ,Lk

(h ◦ g) ≥∑
i<j

dTV(DLi ,Lk(Lk),DLj,Lk(Lk))−
K(K− 1)

2
ε.

Dividing both sides by K(K − 1) gives the average translation error to Lk. Now summing over all the
possible target language Lk yields:

1
K2 ∑

i,k∈[K]
εLi→Lk
DLi ,Lk

(h ◦ g) ≥ 1
K2(K− 1) ∑

k∈[K]
∑
i<j

dTV(DLi ,Lk(Lk),DLj,Lk(Lk))−
ε

2
. �

It is clear from the proof above that both lower bounds in Theorem 8.2.2 include the many-to-one
setting as a special case. The proof of Theorem 8.2.2 essentially applies the lower bound in Theorem 8.2.1
iteratively. Again, the underlying reason for such negative result to hold in the worst case is due to the
mismatch of distributions of the target language in different pairs of translation tasks. It should also be
noted that the results in Theorem 8.2.2 hold even if language-dependent encoders are used, as long as they
induce invariant feature representations for the source languages.
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How to Bypass this Limitation? There are various ways to get around the limitations pointed out by the
theorems in this section.

One way is to allow the decoder h to have access to the input sentences (besides the language-
invariant representations) during the decoding process – e.g. via an attention mechanism on the input level.
Technically, such information flow from input sentences during decoding would break the Markov structure
of “input-representation-output” in Fig. 8.2.1, which is an essential ingredient in the proof of Theorem 8.2.1
and Theorem 8.2.2. Intuitively, in this case both language-invariant (hence language-independent) and
language-dependent information would be used.

Another way would be to assume extra structure on the distributions DLi ,Lj , i.e., by assuming some
natural language generation process for the parallel corpora that are used for training (Cf. Section 8.3).
Since languages share a lot of semantic and syntactic characteristics, this would make a lot of sense
— and intuitively, this is what universal translation approaches are banking on. In the next section we
will do exactly this — we will show that under a suitable generative model, not only will there be a
language-invariant representation, but it will be learnable using corpora from a very small (linear) number
of pairs of language.

8.3 Sample Complexity under a Generative Model

The results from the prior sections showed that absent additional assumptions on the distributions of the
sentences in the corpus, there is a fundamental limitation on learning language-invariant representations for
universal machine translation. Note that our negative result also holds in the setting where there exists a
ground-truth universal machine translator – it’s just that learning language-invariant representations cannot
lead to the recovery of this ground-truth translator.

In this section we show that with additional natural structure on the distribution of the corpora we
can resolve this issue. The structure is a natural underlying generative model from which sentences from
different languages are generated, which “models” a common encoder-decoder structure that has been
frequently used in practice (Cho et al., 2014; Ha et al., 2016; Sutskever et al., 2014). Under this setting,
we show that it is not only possible to learn the optimal translator, but it is possible to do so only seeing
documents from only a small subset of all the possible language pairs.

Moreover, we will formalize a notion of “sample complexity” in terms of number of pairs of languages
for which parallel corpora are necessary, and how it depends on the structure of the connection graph
between language pairs.

We first describe our generative model for languages and briefly talk about why such generative model
could help to overcome the negative result in Theorem 8.2.2.

8.3.1 Language Generation Process and Setup

Language Generative Process The language generation process is illustrated in Fig. 8.3.1. Formally,
we assume the existence of a shared “semantic space” Z . Furthermore, for every language L ∈ L, we have
a “ground truth” pair of encoder and decoder (EL, DL), where EL : Rd → Rd, EL ∈ F is bijective and
DL = E−1

L . We assume that F has a group structure under function composition: namely, for ∀ f1, f2 ∈ F ,
we have that f−1

1 , f−1
2 ∈ F and f1 ◦ f−1

2 , f2 ◦ f−1
1 ∈ F (e.g., a typical example of such group is the

general linear group F = GLd(R)).
To generate a pair of aligned sentences for two languages L, L′, we first sample a z ∼ D, and

subsequently generate
x = DL(z), x′ = DL′(z), (8.5)
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· · ·

<latexit sha1_base64="RgJS2/fkHNO8ZVB6p+WimtYGw+A=">AAAEdnicfZNdbxJBFIanBbXiV6uXJmYjIXpFoGmiXjRp1CZ4VxFoIxAyO3sWRuZjOzN8TvY/eKv/zH/ipbOAAWajk2xycp73nHf37JwwYVSbWu3XwWGheOfuvaP7pQcPHz1+cnzytKPlRBFoE8mkugmxBkYFtA01DG4SBZiHDK7D8YeMX09BaSpFyywS6HM8FDSmBBuX6vRIJI0eHJdr1drqBPmgvgnKaHOuBieFr71IkgkHYQjDWnfrtcT0LVaGEgZpqTfRkGAyxkPoulBgDrpvV6+bBhWXiYJYKvcIE6yyuxUWc60XPHRKjs1I+yxL/ouZEU/9XOai02B19pgTGymZ3q/I+ubT3YmJ3/YtFcnEgCDrr4gnLDAyyAYbRFQBMWzhAkwUdYMIyAgrTIwbf6kS+BYJXsq0tGfB8RiUlNxNCgsCzL2AgBmRnGMR2R4VUWp7WW0Y2k+pR2dAhyPzVxDbmS+Yz7dw7sPFYgsXPlwut3CZ8539x1MnYkMJZvZLHhsFsKNo+YpGY4c2fApKuQtle1OsINGUSeEJIrdBOw0++g0iiOE2a0Cym+wuojj3LW6dJrXnOxJPcTlPtr/l0ndoNrewmbM309RGg7VAcdvqpGnqtrHu714+6JxW62fVd5/PyhfvN3t5hJ6jl+g1qqM36AI10BVqI4K+oe/oB/pZ+F18UawUX62lhwebmmdo7xRrfwC6E5MK</latexit>

L0

<latexit sha1_base64="p+zgVHZdhfBBRzbhKMT912rjbfE=">AAAEc3icfZNNbxMxEIbdJkAJXy0ce1k1VOJClKBKwKFSBVQKEoeSJmlFEkVe7ySx4o+t7c2XtT+BK/w2fgh3vElQEq/A0kqjed6Zd3fWE8aMalOt/trbLxTv3X9w8LD06PGTp88Oj563tUwUgRaRTKrbEGtgVEDLUMPgNlaAecjgJhx/zPjNBJSmUjTNPIYex0NBB5Rg41LXX/rV/mG5WqkuT5APauugjNbnqn9U+NaNJEk4CEMY1rpTq8amZ7EylDBIS91EQ4zJGA+h40KBOeieXb5rGpy6TBQMpHKPMMEyu11hMdd6zkOn5NiMtM+y5L+YGfHUz2UuOg2WZ4c5sZGS6d2KrG8+3UnM4F3PUhEnBgRZfcUgYYGRQTbVIKIKiGFzF2CiqBtEQEZYYWLc7EungW8R44VMSzsWHI9BScndpLAgwNwLCJgSyTkWke1SEaW2m9WGof2cenQKdDgyfwUDO/UFs9kGznw4n2/g3IeLxQYucr7T/3jqWKwpwcxe57FRAFuKpq+o17do3aeglLtQtjvBCmJNmRSeIHLrs9Xgk98gggHcZQ1IdpPdRRTnvsWd06T2fEviKS5n8ea3XPoOjcYGNnL2ZpLaqL8SKG6b7TRN3TbW/N3LB+03ldpZ5f3Xs/LFh/VeHqBjdIJeoRp6iy5QHV2hFiJoiL6jH+hn4XfxuHhSfLmS7u+ta16gnVN8/QexbJFO</latexit>

E0

<latexit sha1_base64="iWWkrAOs6x5lOOqaEkgKx17fmdM=">AAAEc3icfZNNbxMxEIbdJkAJXy0ce1k1VOJClVSVgEOlCogUbiVN0ookirze2cSKP7a2N1/W/gSu8Nv4IdzxJkFJHIGllUbzvDPv7qwnTBjVplL5tbdfKD54+OjgcenJ02fPXxwevWxrmSoCLSKZVHch1sCogJahhsFdogDzkMFtOPqU89sxKE2laJpZAj2OB4LGlGDjUje1fqV/WK6cVRYn2A2qq6CMVue6f1T41o0kSTkIQxjWulOtJKZnsTKUMMhK3VRDgskID6DjQoE56J5dvGsWnLpMFMRSuUeYYJHdrLCYaz3joVNybIbaZ3nyX8wMeebnchedBYuzxZzYSMn0dkXedzfdSU38vmepSFIDgiy/Ik5ZYGSQTzWIqAJi2MwFmCjqBhGQIVaYGDf70mngWyR4LrPSlgXHI1BScjcpLAgw9wICJkRyjkVku1REme3mtWFov2QenQAdDM1fQWwnvmA6XcOpD2ezNZz5cD5fw/mO7+Q/njoRK0owsze72CiADUXTV9TrG7TuU1DKXSjbHWMFiaZMCk8QufXZaPDZbxBBDPd5A5LfZHcRxaVvce80mb3ckHiK2jRZ/5aa79BorGFjx96MMxv1lwLFbbOdZZnbxqq/e7tB+/ysenH24etF+erjai8P0DE6QW9QFb1DV6iOrlELETRA39EP9LPwu3hcPCm+Xkr391Y1r9DWKb79A5UDkUc=</latexit>

D0

<latexit sha1_base64="ZTot4D6QTuURmbFcSETjchFHOn4=">AAAEc3icfZNNbxMxEIbdJkAJXy0ce1k1VOJClKBKwKFSBa0UbiVN0ookirzeSWLFH1vbmy9rfwJX+G38EO54k6AkXoGllUbzvDPv7qwnjBnVplr9tbdfKD54+OjgcenJ02fPXxwevWxrmSgCLSKZVHch1sCogJahhsFdrADzkMFtOP6c8dsJKE2laJp5DD2Oh4IOKMHGpW4u+9X+YblaqS5PkA9q66CM1ue6f1T41o0kSTgIQxjWulOrxqZnsTKUMEhL3URDjMkYD6HjQoE56J5dvmsanLpMFAykco8wwTK7XWEx13rOQ6fk2Iy0z7Lkv5gZ8dTPZS46DZZnhzmxkZLp3Yqsbz7dSczgQ89SEScGBFl9xSBhgZFBNtUgogqIYXMXYKKoG0RARlhhYtzsS6eBbxHjhUxLOxYcj0FJyd2ksCDA3AsImBLJORaR7VIRpbab1Yah/ZJ6dAp0ODJ/BQM79QWz2QbOfDifb+Dch4vFBi5yvtP/eOpYrCnBzN7ksVEAW4qmr6jXt2jdp6CUu1C2O8EKYk2ZFJ4gcuuz1eDSbxDBAO6zBiS7ye4iinPf4t5pUnu+JfEUV7N481uufIdGYwMbOXszSW3UXwkUt812mqZuG2v+7uWD9rtK7azy8etZ+eLTei8P0DE6QW9QDb1HF6iOrlELETRE39EP9LPwu3hcPCm+Xkn399Y1r9DOKb79A5D0kUY=</latexit>

L1

<latexit sha1_base64="TlmBtWJ0pvrt7ZTDgngFL22NqUA=">AAAEc3icfZNNbxMxEIbdJkAJXy0ce1k1VOJClKBKwKFSBVQKEoeSJmlFEkVe7ySx4o+t7c2XtT+BK/w2fgh3vElQEq/A0kqjed6Zd3fWE8aMalOt/trbLxTv3X9w8LD06PGTp88Oj563tUwUgRaRTKrbEGtgVEDLUMPgNlaAecjgJhx/zPjNBJSmUjTNPIYex0NBB5Rg41LXX/q1/mG5WqkuT5APauugjNbnqn9U+NaNJEk4CEMY1rpTq8amZ7EylDBIS91EQ4zJGA+h40KBOeieXb5rGpy6TBQMpHKPMMEyu11hMdd6zkOn5NiMtM+y5L+YGfHUz2UuOg2WZ4c5sZGS6d2KrG8+3UnM4F3PUhEnBgRZfcUgYYGRQTbVIKIKiGFzF2CiqBtEQEZYYWLc7EungW8R44VMSzsWHI9BScndpLAgwNwLCJgSyTkWke1SEaW2m9WGof2cenQKdDgyfwUDO/UFs9kGznw4n2/g3IeLxQYucr7T/3jqWKwpwcxe57FRAFuKpq+o17do3aeglLtQtjvBCmJNmRSeIHLrs9Xgk98gggHcZQ1IdpPdRRTnvsWd06T2fEviKS5n8ea3XPoOjcYGNnL2ZpLaqL8SKG6b7TRN3TbW/N3LB+03ldpZ5f3Xs/LFh/VeHqBjdIJeoRp6iy5QHV2hFiJoiL6jH+hn4XfxuHhSfLmS7u+ta16gnVN8/Qe1eZFP</latexit>

E1

<latexit sha1_base64="NOEYY0vViegnFWr7Gzf9b2cFolI=">AAAEc3icfZNNbxMxEIbdJkAJXy0ce1k1VOJClVSVgEOlCogUbiVN0ookirze2cSKP7a2N1/W/gSu8Nv4IdzxJkFJHIGllUbzvDPv7qwnTBjVplL5tbdfKD54+OjgcenJ02fPXxwevWxrmSoCLSKZVHch1sCogJahhsFdogDzkMFtOPqU89sxKE2laJpZAj2OB4LGlGDjUje1frV/WK6cVRYn2A2qq6CMVue6f1T41o0kSTkIQxjWulOtJKZnsTKUMMhK3VRDgskID6DjQoE56J5dvGsWnLpMFMRSuUeYYJHdrLCYaz3joVNybIbaZ3nyX8wMeebnchedBYuzxZzYSMn0dkXedzfdSU38vmepSFIDgiy/Ik5ZYGSQTzWIqAJi2MwFmCjqBhGQIVaYGDf70mngWyR4LrPSlgXHI1BScjcpLAgw9wICJkRyjkVku1REme3mtWFov2QenQAdDM1fQWwnvmA6XcOpD2ezNZz5cD5fw/mO7+Q/njoRK0owsze72CiADUXTV9TrG7TuU1DKXSjbHWMFiaZMCk8QufXZaPDZbxBBDPd5A5LfZHcRxaVvce80mb3ckHiK2jRZ/5aa79BorGFjx96MMxv1lwLFbbOdZZnbxqq/e7tB+/ysenH24etF+erjai8P0DE6QW9QFb1DV6iOrlELETRA39EP9LPwu3hcPCm+Xkr391Y1r9DWKb79A5kQkUg=</latexit>

D1

<latexit sha1_base64="ngogVpMrmfumJz3stwEBTqpPDkg=">AAAEc3icfZNNbxMxEIbdJkAJXy0ce1k1VOJClKBKwKFSBa0UbiVN0ookirzeSWLFH1vbmy9rfwJX+G38EO54k6AkXoGllUbzvDPv7qwnjBnVplr9tbdfKD54+OjgcenJ02fPXxwevWxrmSgCLSKZVHch1sCogJahhsFdrADzkMFtOP6c8dsJKE2laJp5DD2Oh4IOKMHGpW4u+7X+YblaqS5PkA9q66CM1ue6f1T41o0kSTgIQxjWulOrxqZnsTKUMEhL3URDjMkYD6HjQoE56J5dvmsanLpMFAykco8wwTK7XWEx13rOQ6fk2Iy0z7Lkv5gZ8dTPZS46DZZnhzmxkZLp3Yqsbz7dSczgQ89SEScGBFl9xSBhgZFBNtUgogqIYXMXYKKoG0RARlhhYtzsS6eBbxHjhUxLOxYcj0FJyd2ksCDA3AsImBLJORaR7VIRpbab1Yah/ZJ6dAp0ODJ/BQM79QWz2QbOfDifb+Dch4vFBi5yvtP/eOpYrCnBzN7ksVEAW4qmr6jXt2jdp6CUu1C2O8EKYk2ZFJ4gcuuz1eDSbxDBAO6zBiS7ye4iinPf4t5pUnu+JfEUV7N481uufIdGYwMbOXszSW3UXwkUt812mqZuG2v+7uWD9rtK7azy8etZ+eLTei8P0DE6QW9QDb1HF6iOrlELETRE39EP9LPwu3hcPCm+Xkn399Y1r9DOKb79A5UBkUc=</latexit>

L2

<latexit sha1_base64="ACAmcMVZ3Tb+I8CUnOwJ/ciolNs=">AAAEc3icfZNNbxMxEIbdJkAJH23h2MuqoRIXoqSqBBwqVUClIHEoadJWJFHk9c4mVvyxtZ2PjbU/gSv8Nn4Id7xJUBJHYGml0TzvzLs76wkTRrWpVn/t7BaKDx4+2ntcevL02fP9g8MXN1qOFIEWkUyquxBrYFRAy1DD4C5RgHnI4DYcfsz57RiUplI0TZpAl+O+oDEl2LjU9Zfeae+gXK1U5yfYDmrLoIyW56p3WPjWiSQZcRCGMKx1u1ZNTNdiZShhkJU6Iw0JJkPch7YLBeagu3b+rllw4jJREEvlHmGCeXa9wmKudcpDp+TYDLTP8uS/mBnwzM/lLjoL5meDObGRkunNirzvdro9MvG7rqUiGRkQZPEV8YgFRgb5VIOIKiCGpS7ARFE3iIAMsMLEuNmXTgLfIsEzmZU2LDgegpKSu0lhQYC5FxAwIZJzLCLboSLKbCevDUP7OfPoBGh/YP4KYjvxBdPpCk59mKYrmPpwNlvB2Zbv5D+eOhFLSjCz19vYKIA1RdNX1OtrtO5TUMpdKNsZYwWJpkwKTxC59Vlr8MlvEEEM93kDkt9kdxHFuW9x7zSZPV+TeIrLabL6LZe+Q6Oxgo0tezPObNRbCBS3zZssy9w21vzd2w5uTiu1s8r7r2fliw/LvdxDR+gYvUY19BZdoDq6Qi1EUB99Rz/Qz8Lv4lHxuPhqId3dWda8RBun+OYPuYaRUA==</latexit>

E2

<latexit sha1_base64="fBy1UfNpo9gEgouHA1/VdfGU8Hs=">AAAEc3icfZNNbxMxEIbdJkAJXy0ce1k1VOJClVSVgEOlCogUbiVN0ookirzeSWLFH1vbmy9rfwJX+G38EO54k6AkXoGllUbzvDPv7qwnjBnVplL5tbdfKD54+OjgcenJ02fPXxwevWxrmSgCLSKZVHch1sCogJahhsFdrADzkMFtOP6U8dsJKE2laJp5DD2Oh4IOKMHGpW5q/fP+YblyVlmeIB9U10EZrc91/6jwrRtJknAQhjCsdadaiU3PYmUoYZCWuomGGJMxHkLHhQJz0D27fNc0OHWZKBhI5R5hgmV2u8JirvWch07JsRlpn2XJfzEz4qmfy1x0GizPDnNiIyXTuxVZ33y6k5jB+56lIk4MCLL6ikHCAiODbKpBRBUQw+YuwERRN4iAjLDCxLjZl04D3yLGC5mWdiw4HoOSkrtJYUGAuRcQMCWScywi26UiSm03qw1D+yX16BTocGT+CgZ26gtmsw2c+XA+38C5DxeLDVzkfKf/8dSxWFOCmb3JY6MAthRNX1Gvb9G6T0Epd6Fsd4IVxJoyKTxB5NZnq8Fnv0EEA7jPGpDsJruLKC59i3unSe3llsRT1Gbx5rfUfIdGYwMbOXszSW3UXwkUt812mqZuG6v+7uWD9vlZ9eLsw9eL8tXH9V4eoGN0gt6gKnqHrlAdXaMWImiIvqMf6Gfhd/G4eFJ8vZLu761rXqGdU3z7B50dkUk=</latexit>

D2

<latexit sha1_base64="VozjWCRcfVZw6PCUtffb2BClkIY=">AAAEc3icfZNNbxMxEIbdJkAJH23h2MuqoRIXqqSqBBwqVdBK4VbSJK1IosjrnSRW/LG1vfmy9idwhd/GD+GONwlK4hVYWmk0zzvz7s56wphRbSqVXzu7heKjx0/2npaePX/xcv/g8FVLy0QRaBLJpLoPsQZGBTQNNQzuYwWYhwzuwtHnjN+NQWkqRcPMYuhyPBC0Twk2LnV71TvrHZQrp5XFCfJBdRWU0erc9A4L3zqRJAkHYQjDWrerldh0LVaGEgZpqZNoiDEZ4QG0XSgwB921i3dNgxOXiYK+VO4RJlhkNyss5lrPeOiUHJuh9lmW/BczQ576ucxFp8HibDEnNlIyvV2R9c2n24npf+haKuLEgCDLr+gnLDAyyKYaRFQBMWzmAkwUdYMIyBArTIybfekk8C1iPJdpacuC4xEoKbmbFBYEmHsBARMiOccish0qotR2stowtF9Sj06ADobmr6BvJ75gOl3DqQ9nszWc+XA+X8N5znfyH08dixUlmNnbPDYKYEPR8BW12gat+RSUchfKdsZYQawpk8ITRG59Nhpc+Q0i6MND1oBkN9ldRHHhWzw4TWovNiSe4noar3/Lte9Qr69hPWdvxqmNekuB4rbRStPUbWPV37180Do7rZ6ffvx6Xr78tNrLPXSEjtFbVEXv0SWqoRvURAQN0Hf0A/0s/C4eFY+Lb5bS3Z1VzWu0dYrv/gCZDpFI</latexit>

LK

<latexit sha1_base64="9XT/8w3DIduuh9fS3Oe6XTGPzMc=">AAAEdXicfZNdbxJBFIanBbXiV6uXxmQj1niFYJqoF00atQlGLyoCbQRCZmcPMGE+tjOzfE32N3irP81f4q2zgAFmo5NscnKe95x39+ycMGZUm2r1195+oXjj5q2D26U7d+/df3B49LCtZaIItIhkUl2FWAOjAlqGGgZXsQLMQwaX4fh9xi8noDSVomnmMfQ4Hgo6oAQbl2p97ttPaf+wXK1UlyfIB7V1UEbrc9E/KnzrRpIkHIQhDGvdqVVj07NYGUoYpKVuoiHGZIyH0HGhwBx0zy7fNg2OXSYKBlK5R5hgmd2usJhrPeehU3JsRtpnWfJfzIx46ucyF50Gy7PDnNhIyfRuRdY3n+4kZvCmZ6mIEwOCrL5ikLDAyCCbaxBRBcSwuQswUdQNIiAjrDAxbvql48C3iPFCpqUdC47HoKTkblJYEGDuBQRMieQci8h2qYhS281qw9B+TD06BTocmb+CgZ36gtlsA2c+nM83cO7DxWIDFznf6X88dSzWlGBmv+axUQBbiqavqNe3aN2noJS7ULY7wQpiTZkUniByC7TV4IPfIIIBXGcNSHaT3UUUp77FtdOk9nRL4inOZ/Hmt5z7Do3GBjZy9maS2qi/Eihum+00zbax5u9ePmi/qtROKm+/nJTP3q338gA9Rk/RC1RDr9EZqqML1EIEUfQd/UA/C7+LT4rPis9X0v29dc0jtHOKL/8AXSmSdQ==</latexit>

EK

<latexit sha1_base64="ylLviHlOEmDZJWzDS93rL5VEmJM=">AAAEc3icfZNNbxMxEIbdJkAJXy0ce1k1VOJClKBKwKFSBUQK4lLSpK1IosjrnSRW/LG1vfmy9idwhd/GD+GONwlK4hVYWmk0zzvz7s56wphRbarVX3v7heK9+w8OHpYePX7y9Nnh0fNrLRNFoE0kk+o2xBoYFdA21DC4jRVgHjK4CccfM34zAaWpFC0zj6HH8VDQASXYuNRVvf+lf1iuVqrLE+SD2jooo/W57B8VvnUjSRIOwhCGte7UqrHpWawMJQzSUjfREGMyxkPouFBgDrpnl++aBqcuEwUDqdwjTLDMbldYzLWe89ApOTYj7bMs+S9mRjz1c5mLToPl2WFObKRkerci65tPdxIzeNezVMSJAUFWXzFIWGBkkE01iKgCYtjcBZgo6gYRkBFWmBg3+9Jp4FvEeCHT0o4Fx2NQUnI3KSwIMPcCAqZEco5FZLtURKntZrVhaD+nHp0CHY7MX8HATn3BbLaBMx/O5xs49+FisYGLnO/0P546FmtKMLNXeWwUwJai5SsajS3a8Cko5S6U7U6wglhTJoUniNz6bDX45DeIYAB3WQOS3WR3EcW5b3HnNKk935J4ivos3vyWuu/QbG5gM2dvJqmN+iuB4rZ1naap28aav3v54PpNpXZWef/1rHzxYb2XB+gYnaBXqIbeogvUQJeojQgaou/oB/pZ+F08Lp4UX66k+3vrmhdo5xRf/wECcZFi</latexit>

DK

<latexit sha1_base64="wpcj6217NuzCZQodLhEjXHyINFQ=">AAAEc3icfZNNbxMxEIbdJkAJXy0ce1k1VOJClFSVgEOlClopiEtJk7YiiSKvdzax4o+t7XxsrP0JXOG38UO4402CkjgCSyuN5nln3t1ZT5gwqk21+mtnt1B88PDR3uPSk6fPnr/YP3h5o+VIEWgRyaS6C7EGRgW0DDUM7hIFmIcMbsPhp5zfjkFpKkXTpAl0Oe4LGlOCjUtdX/S+9PbL1Up1foLtoLYMymh5rnoHhW+dSJIRB2EIw1q3a9XEdC1WhhIGWakz0pBgMsR9aLtQYA66a+fvmgXHLhMFsVTuESaYZ9crLOZapzx0So7NQPssT/6LmQHP/FzuorNgfjaYExspmd6syPtup9sjE7/vWiqSkQFBFl8Rj1hgZJBPNYioAmJY6gJMFHWDCMgAK0yMm33pOPAtEjyTWWnDguMhKCm5mxQWBJh7AQETIjnHIrIdKqLMdvLaMLSfM49OgPYH5q8gthNfMJ2u4NSHabqCqQ9nsxWcbflO/uOpE7GkBDN7vY2NAlhTNH1Fvb5G6z4FpdyFsp0xVpBoyqTwBJFbn7UGF36DCGK4zxuQ/Ca7iyjOfIt7p8ns2ZrEU1xOk9VvufQdGo0VbGzZm3Fmo95CoLht3mRZ5rax5u/ednBzUqmdVj58PS2ff1zu5R46REfoDaqhd+gc1dEVaiGC+ug7+oF+Fn4XD4tHxdcL6e7OsuYV2jjFt38A/lORYQ==</latexit>

Z =

<latexit sha1_base64="BLxSdiz+fsPeIcDCMdr5IodKqqI=">AAAEfnicfZPbbhMxEIbdNkAJpxYuuVkRFXFDSKpKlItIFVAp3JWQpFWTEHm9k8SKD1vbOVp+D27hrXgbvElQEkcw0kqj+X7P77XHccqoNqXS7739g9y9+w8OH+YfPX7y9NnR8fOmliNFoEEkk+omxhoYFdAw1DC4SRVgHjO4joefMn49BqWpFHUzS6HDcV/QHiXY+NL3NsdmQDCzty6qRN2jQqlYWkS0m5RXSQGt4qp7fHDbTiQZcRCGMKx1q1xKTcdiZShh4PLtkYYUkyHuQ8unAnPQHbvYtotOfCWJelL5T5hoUd1cYTHXesZjr8y2qUOWFf/FzIC7sJa5aBctYot5sZGS6e0VWd/dcmtkeucdS0U6MiDI8i96IxYZGWUHHCVUATFs5hNMFPUHEZEBVpgYfw35kyi0SPFcuvyWBcdDUFJyf1JYEGB+AwImRHKORWLbVCTOLm4uju0XF9AJ0P7A/BX07CQUTKdrOA3hbLaGsxDO52s43/Gd/MdTp2JFs2H7touNAthQ1ENFtbpBqyEFpfxA2fYYK0g1ZVIEgsS/pI0Gn8MGCfTgLmtAskn2gygqocWd1zhb2ZAEistpur6Wy9ChVlvD2o69GTubdJcCxW296Zzzr7Ecvr3dpHlaLJ8VP3w9K1x8XL3LQ/QSvUJvUBm9Rxeoiq5QAxGk0A/0E/3Kodzr3Nvcu6V0f2+15gXaitz5Hz9SlOc=</latexit>

Representation Space

D(Z)

<latexit sha1_base64="ytkjwnxmua2iA9A1jNI9MgXF+FA=">AAAEhHicfZPbbhMxEIbdNpQSTmm55GZFVKlIKEqgCLgoqoBK4a6ENK2aRJHXO0ms+LC1naPlV+EWXom3wZsEJXEEI600mu/3/F57HKeMalMu/97Z3cvd279/8CD/8NHjJ08Lh0cNLYeKwBWRTKqbGGtgVMCVoYbBTaoA85jBdTz4nPHrEShNpaibaQptjnuCdinBxpc6haNW4k1OWhybPsHM3rqXnUKxXCrPI9pOKsukiJZx2Tncu20lkgw5CEMY1rpZKaembbEylDBw+dZQQ4rJAPeg6VOBOei2nW/eRce+kkRdqfwnTDSvrq+wmGs95bFXZpvUIcuK/2Kmz11Yy1y0i+axwbzYSMn05oqs73a5OTTd921LRTo0IMjiL7pDFhkZZcccJVQBMWzqE0wU9QcRkT5WmBh/GfnjKLRI8Uy6/IYFxwNQUnJ/UlgQYH4DAsZEco5FYltUJM7O7y2O7VcX0DHQXt/8FXTtOBRMJis4CeF0uoLTEM5mKzjb8h3/x1OnYkmzUfu+jY0CWFPUQ0W1ukarIQWl/EDZ1ggrSDVlUgSCbNTXGnwJGyTQhbusAckm2Q+iOAst7rzG2bM1SaC4mKSra7kIHWq1Faxt2ZuRs0lnIVDc1hvOOf8aK+Hb204ar0uV09KHb6fF80/Ld3mAnqMX6ARV0Dt0jqroEl0hgiboB/qJfuX2c69yb3JvF9LdneWaZ2gjch//AGRClyQ=</latexit>

Figure 8.3.1: An encoder-decoder generative model of translation pairs. There is a global distribution D
over representation space Z , from which sentences of language Li are generated via decoder Di. Similarly,
sentences could also be encoded via Ei to Z .

where the x is a vector encoding of the appropriate sentence in L (e.g., a typical encoding is a frequency
count of the words in the sentence, or a sentence embedding using various neural network models (Kiros
et al., 2015; Wang et al., 2017; Zhao et al., 2015a)). Similarly, x′ is the corresponding sentence in L′.
Reciprocally, given a sentence x from language L, the encoder EL maps the sentence x into its corresponding
latent vector in Z : z = EL(x).

We note that we assume this deterministic map between z and x for simplicity of exposition—in
Section 8.3.4 we will extend the results to the setting where x has a conditional distribution given z of a
parametric form.

We will assume the existence of a graph H capturing the pairs of languages for which we have aligned
corpora – we can think of these as the “high-resource” pairs of languages. For each edge in this graph, we
will have a corpus S = {(xi, x′i)}n

i=1 of aligned sentences.2 The goal will be to learn encoder/decoders
that perform well on the potentially unseen pairs of languages. To this end, we will be providing a sample
complexity analysis for the number of paired sentences for each pair of languages with an edge in the
graph, so we will need a measure of the complexity of F . We will use the covering number, though our
proofs are flexible, and similar results would hold for Rademacher complexity, VC dimension, or any of
the usual complexity measures.
Definition 8.3.1 (Covering number). For any ε > 0, the covering number N (F , ε) of the function
class F under the `∞ norm is the minimum number k ∈ N such that F could be covered with k (`∞)
balls of radius ε, i.e., there exists { f1, . . . , fk} ⊆ F such that, for all f ∈ F , there exists i ∈ [k] with
‖ f − fi‖∞ = maxx∈Rd ‖ f (x)− fi(x)‖2 ≤ ε.

Finally, we will assume that the functions in F are bounded and Lipschitz:
Assumption 8.3.1 (Smoothness and Boundedness). F is bounded under the ‖ · ‖∞ norm, i.e., there exists
M > 0, such that ∀ f ∈ F , ‖ f ‖∞ ≤ M. Furthermore, there exists 0 ≤ ρ < ∞, such that for ∀x, x′ ∈ Rd,

2In general each edge can have different number of aligned sentences. We use the same number of aligned sentences n just for
the ease of presentation.
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∀ f ∈ F , ‖ f (x)− f (x′)‖2 ≤ ρ · ‖x− x′‖2.

Training Procedure Turning to the training procedure, we will be learning encoders EL ∈ F for each
language L. The decoder for that language will be E−1

L , which is well defined since F has a group structure.
Since we are working with a vector space, rather than using the (crude) 0-1 distance, we will work with a
more refined loss metric for a translation task L→ L′:

ε(EL, EL′) := ‖E−1
L′ ◦ EL − E−1

L′ ◦ EL‖2
`2(DL]D). (8.6)

Note that the `2 loss is taken over the distribution of the input samples DL]D = E−1
L ]D, which is the

natural one under our generative process. Again, the above error measures the discrepancy between the
predicted translation w.r.t. the one give by the ground-truth translator, i.e., the composition of encoder
EL and decoder DL′ . Straightforwardly, the empirical error over a corpus S = {(xi, x′i)}n

i=1 of aligned
sentences for a pair of languages (L, L′) is defined by

ε̂S(EL, EL′) :=
1
n ∑

i∈[n]
‖E−1

L′ ◦ EL(xi)− x′i‖2
2, (8.7)

where S is generated by the generation process. Following the paradigm of empirical risk minimization,
the loss to train the encoders will be the obvious one:

min
{EL,L∈L} ∑

(L,L′)∈H
ε̂S(EL, EL′). (8.8)

Remarks Before we proceed, one natural question to ask here is that, how does this generative model
assumption circumvent the lower bound in Theorem 8.2.2? To answer this question, note the following
easy proposition:
Proposition 8.3.1. Under the encoder-decoder generative assumption, ∀i, j ∈ [K], dTV(DLi ,L(L),DLj,L(L)) =
0.

Proposition 8.3.1 holds because the marginal distribution of the target language L under any pair of
translation task equals the pushforward of D(Z) under DL: ∀i ∈ [K],DLi ,L(L) = DL]D(Z). Hence the
lower bounds gracefully reduce to 0 under our encoder-decoder generative process, meaning that there is
no loss of translation accuracy using universal language mapping.

8.3.2 Main Result: Translation between Arbitrary Pairs of Languages

The main theorem we prove is that if the graph H capturing the pairs of languages for which we have aligned
corpora is connected, given sufficiently many sentences for each pair, we will learn encoder/decoders that
perform well on the unseen pairs. Moreover, we can characterize how good the translation will be based on
the distance of the languages in the graph. Concretely:
Theorem 8.3.1 (Sample complexity under generative model). Suppose H is connected. Furthermore,
suppose the trained {EL}L∈L satisfy

∀L, L′ ∈ H : ε̂S(EL, EL′) ≤ εL,L′ ,

for εL,L′ > 0. Furthermore, for 0 < δ < 1 suppose the number of sentences for each aligned corpora for

each training pair (L, L′) is Ω
(

1
ε2

L,L′
·
(

logN (F ,
εL,L′
16M ) + log(K/δ)

))
. Then, with probability 1− δ,

for any pair of languages (L, L′) ∈ L× L and L = L1, L2, . . . , Lm = L′ a path between L and L′ in H,
we have ε(EL, EL′) ≤ 2ρ2 ∑m−1

k=1 εLk ,Lk+1 .
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⌃⇤
L

<latexit sha1_base64="yXldgTXzwEAIFXE46T7NaxvLxHk=">AAAEenicfZNbixoxFMezq2239rbbPvZlWFnoBUSL0Ba6sNAuWOjD1lV3WbWSyRw1mMtskvEW5lv0tf1e/S59aEYtaqQ9MHA4v3/OP5PkhDGj2pTLv/b2c/k7d+8d3C88ePjo8ZPDo6ctLRNFoEkkk+o6xBoYFdA01DC4jhVgHjK4CkcfM341BqWpFA0zi6HL8UDQPiXYuNJN55IOOO59+faqd1gsl8qLCHaTyiopolVc9I5yN51IkoSDMIRhrduVcmy6FitDCYO00Ek0xJiM8ADaLhWYg+7axZbT4MRVoqAvlfuECRbVzRUWc61nPHRKjs1Q+ywr/ouZIU/9Wuai02ARW8yJjZRMb6/I+u6W24npv+taKuLEgCDLv+gnLDAyyA43iKgCYtjMJZgo6g4iIEOsMDHuCgongW8R47lMC1sWHI9AScndSWFBgLkNCJgQyTkWke1QEaW2k60NQ/s59egE6GBo/gr6duILptM1nPpwNlvDmQ/n8zWc7/hO/uOpY7GiBDN7uYuNAthQNHxFrbZBaz4FpdyDsp0xVhBryqTwBJGboo0Gn/wGEfThNmtAspfsHqI49S1unSa1pxsST3E+jdfXcu471OtrWN+xN+PURr2lQHHbaKVp6qax4s/ebtJ6U6pUS++/VotnH1ZzeYCeo2P0AlXQW3SGaugCNRFBAn1HP9DP3O/8cf5l/vVSur+3WvMMbUW++geK0pQz</latexit>

L1

<latexit sha1_base64="7aIoB390EcUkDLFsMBTF3rCEAIc=">AAAEc3icfZNNTxsxEIYNpC1NP4D2yGVFitRL0S5CJRyQUFukVOqBBgioSRR5vZPEij8W2yHZWPsTem1/W39I7/VCUBJH1NJKo3nemXd31hOnjGoThn9WVtdKT54+W39efvHy1euNza03DS2HisAlkUyq6xhrYFTApaGGwXWqAPOYwVU8+Fzwq1tQmkpxYbIU2hz3BO1Sgo1LnX/rRJ3NSrgXhmEURUERRIcfQxccHVX3o2oQFcidCpqes87W2o9WIsmQgzCEYa2bUZiatsXKUMIgL7eGGlJMBrgHTRcKzEG37d275sGuyyRBVyr3CBPcZecrLOZaZzx2So5NX/usSD7GTJ/nfq5w0XlwdxaYExspmV6sKPoup5tD0622LRXp0IAg91/RHbLAyKCYapBQBcSwzAWYKOoGEZA+VpgYN/vybuBbpHgi8/KCBccDUFJyNyksCDD3AgJGRHKORWJbVCS5bRW1cWy/5h4dAe31zYOga0e+YDyewbEPs2wGMx9OJjM4WfId/cdTp2JKCWb2fBkbBTCnuPAVtdocrfkUlHIXyrZusYJUUyaFJ0jc+sw1+OI3SKALN0UDUtxkdxHFsW9x4zS5PZ6TeIrTcTr7Lae+Q70+g/Ule3Ob26RzL1DcXjTyPHfb+LByweNBY38vOtg7+n5QOfk03ct1tI120HsUoUN0gmroDF0ignroJ/qFfq/9LW2Xdkrv7qWrK9Oat2jhlD78A4tkkYU=</latexit>

L2

<latexit sha1_base64="lbGUVGuzjCvAnRs2TJjugWAbFoY=">AAAEc3icfZNNTxsxEIYNpC1NP4D2yGVFitRLo90IFTggobZIqdQDhRBQSRR5vZPEij8W2yHZWPsTem1/W39I7/VCUBJH1NJKo3nemXd31hOnjGoThn9WVtdKT54+W39efvHy1euNza03TS2HisAFkUyqqxhrYFTAhaGGwVWqAPOYwWU8+Fzwy1tQmkrRMFkKbY57gnYpwcalzr91ap3NSlgNwzCKoqAIov2PoQsODw9q0UEQFcidCpqe087W2o9WIsmQgzCEYa2vozA1bYuVoYRBXm4NNaSYDHAPrl0oMAfdtnfvmge7LpMEXancI0xwl52vsJhrnfHYKTk2fe2zIvkYM32e+7nCRefB3VlgTmykZHqxoui7nL4emu5B21KRDg0Icv8V3SELjAyKqQYJVUAMy1yAiaJuEAHpY4WJcbMv7wa+RYonMi8vWHA8ACUld5PCggBzLyBgRCTnWCS2RUWS21ZRG8f2a+7REdBe3zwIunbkC8bjGRz7MMtmMPPhZDKDkyXf0X88dSqmlGBmz5exUQBzioavqNfnaN2noJS7ULZ1ixWkmjIpPEHi1meuwRe/QQJduCkakOImu4sojnyLG6fJ7dGcxFOcjNPZbznxHc7OZvBsyd7c5jbp3AsUt41mnuduGx9WLng8aNaq0V718Pte5fjTdC/X0TbaQe9RhPbRMaqjU3SBCOqhn+gX+r32t7Rd2im9u5eurkxr3qKFU/rwD49xkYY=</latexit>

L3

<latexit sha1_base64="O7VdRUlxcm7E1hgoJQ/xMQM42sc=">AAAEc3icfZNNTxsxEIYNSVuafkF75LIiReqlaJeiQg5IqC1SKvVAgQRUEkVe7ySx8MdiO5/W/oRe29/WH9J7vUlQEkfU0kqjed6Zd3fWE6eMahOGf9bWC8VHj59sPC09e/7i5avNrdd1LXuKQI1IJtV1jDUwKqBmqGFwnSrAPGZwFd9+zvlVH5SmUlyaUQpNjjuCtinBxqUuvrU+tDbL4V4YhlEUBXkQHX4MXVCpHO1HR0GUI3fKaHbOWluFH41Ekh4HYQjDWt9EYWqaFitDCYOs1OhpSDG5xR24caHAHHTTTt41C3ZdJgnaUrlHmGCSXaywmGs94rFTcmy62md58iFmujzzc7mLzoLJWWJObKRkerki77uavumZ9lHTUpH2DAgy/Yp2jwVGBvlUg4QqIIaNXICJom4QAelihYlxsy/tBr5FiscyKy1ZcHwLSkruJoUFAeZeQMCASM6xSGyDiiSzjbw2ju3XzKMDoJ2uuRe07cAXDIdzOPThaDSHIx+Ox3M4XvEd/MdTp2JGCWb2YhUbBbCguPQV1eoCrfoUlHIXyjb6WEGqKZPCEyRufRYafPEbJNCGu7wByW+yu4ji2Le4c5rMHi9IPMXpMJ3/llPf4fx8Ds9X7E0/s0lrKlDcXtazLHPbeL9ywcNBfX8vOtirfD8on3ya7eUG2kY76B2K0CE6QVV0hmqIoA76iX6h34W/xe3iTvHtVLq+Nqt5g5ZO8f0/k36Rhw==</latexit>

L4

<latexit sha1_base64="JnYosKGc2SqekynlUbscRvYBFbk=">AAAEc3icfZNLbxMxEMfdJkAJj7Zw7GXVUokL1W5V0eRQqQIqBYlDSZ8iiSKvd5JY9WNrO09rPwJX+Gx8EO54k1RJHBVLK43m95/578564pRRbcLwz9p6ofjk6bON56UXL1+93tzafnOtZU8RuCKSSXUbYw2MCrgy1DC4TRVgHjO4ie8+5/ymD0pTKS7NKIUmxx1B25Rg41IX31pHra298CAMwyiKgjyIjj+GLqhUyodROYhy5M4emp3z1nbhRyORpMdBGMKw1vUoTE3TYmUoYZCVGj0NKSZ3uAN1FwrMQTft5F2zYN9lkqAtlXuECSbZxQqLudYjHjslx6arfZYnH2OmyzM/l7voLJicJebERkqmlyvyvqvpes+0y01LRdozIMj0K9o9FhgZ5FMNEqqAGDZyASaKukEEpIsVJsbNvrQf+BYpHsustGTB8R0oKbmbFBYEmHsBAQMiOccisQ0qksw28to4tl8zjw6AdrrmQdC2A18wHM7h0Iej0RyOfDgez+F4xXfwH0+dihklmNmLVWwUwILi0ldUqwu06lNQyl0o2+hjBammTApPkLj1WWjwxW+QQBvu8wYkv8nuIooT3+LeaTJ7siDxFGfDdP5bznyHWm0Oayv2pp/ZpDUVKG4vr7Msc9v4sHLB48H14UF0dFD5frR3+mm2lxtoB+2i9yhCx+gUVdE5ukIEddBP9Av9Lvwt7hR3i++m0vW1Wc1btHSKH/4Bl4uRiA==</latexit>

L5

<latexit sha1_base64="KIYwwxh6+183hniG4jt1vjzf+s8=">AAAEc3icfZNNbxMxEIbdNkAJXy0ce1m1VOJCtFsVmh4qVUClIHEoafohkijyeieJFX9sbafJxtqfwBV+Gz+EO942VRJHxdJKo3nemXd31hOnjGoThn9WVtdKjx4/WX9afvb8xctXG5uvL7QcKgLnRDKprmKsgVEB54YaBlepAsxjBpfx4HPBL29AaSpFw2QptDnuCdqlBBuXOvvW+dDZ2AkrYRhGURQUQXTwMXTB4WF1L6oGUYHc2UHTc9rZXPvRSiQZchCGMKx1MwpT07ZYGUoY5OXWUEOKyQD3oOlCgTnotr191zzYdZkk6ErlHmGC2+x8hcVc64zHTsmx6WufFcmHmOnz3M8VLjoPbs8Cc2IjJdOLFUXf5XRzaLrVtqUiHRoQ5O4rukMWGBkUUw0SqoAYlrkAE0XdIALSxwoT42Zf3g18ixRPZF5esOB4AEpK7iaFBQHmXkDAiEjOsUhsi4okt62iNo7t19yjI6C9vrkXdO3IF4zHMzj2YZbNYObDyWQGJ0u+o/946lRMKcHMni1jowDmFA1fUavN0ZpPQSl3oWzrBitINWVSeILErc9cgy9+gwS6cF00IMVNdhdRHPkW106T26M5iac4Gaez33LiO9TrM1hfsjc3uU06dwLFbeMiz3O3jfcrFzwcXOxVov3K4ff9neNP071cR1toG71DETpAx6iGTtE5IqiHfqJf6Pfa39JWabv09k66ujKteYMWTun9P5uYkYk=</latexit>

L6

<latexit sha1_base64="wj11Av14DYsHiBRv8uUe/G/Vu58=">AAAEc3icfZNNTxsxEIYNSVuafkF75LIiReqlaBchIAck1BYplXqgAQJqEkVe7ySx8MdiO+TD2p/Qa/vb+kN6rzcJSuKIWlppNM878+7OeuKUUW3C8M/aeqH45OmzjeelFy9fvX6zufW2rmVfEbgikkl1E2MNjAq4MtQwuEkVYB4zuI5vP+f8+h6UplJcmlEKLY67gnYowcalLr61D9ub5XAvDMMoioI8iI4OQxdUKsf70XEQ5cidMpqd8/ZW4UczkaTPQRjCsNaNKExNy2JlKGGQlZp9DSkmt7gLDRcKzEG37ORds2DXZZKgI5V7hAkm2cUKi7nWIx47Jcemp32WJx9jpsczP5e76CyYnCXmxEZKppcr8r6r6UbfdI5bloq0b0CQ6Vd0+iwwMsinGiRUATFs5AJMFHWDCEgPK0yMm31pN/AtUjyWWWnJguNbUFJyNyksCDD3AgIGRHKORWKbVCSZbea1cWy/Zh4dAO32zIOgYwe+YDicw6EPR6M5HPlwPJ7D8Yrv4D+eOhUzSjCzF6vYKIAFxaWvqFYXaNWnoJS7ULZ5jxWkmjIpPEHi1mehwRe/QQIduMsbkPwmu4soTnyLO6fJ7MmCxFOcDdP5bznzHWq1Oayt2Jv7zCbtqUBxe1nPssxt48PKBY8H9f296GCv8v2gfPpptpcbaBvtoA8oQkfoFFXRObpCBHXRT/QL/S78LW4Xd4rvp9L1tVnNO7R0ih//AZ+lkYo=</latexit>

Figure 8.3.2: A translation graph H over K = 6 languages. The existence of an edge between a pair of
nodes Li and Lj means that the learner has been trained on the corresponding language pair. In this example
the diameter of the graph diam(H) = 4: L3, L1, L4, L5, L6.

Remark We make several remarks about the theorem statement. Note that the guarantee is in terms of
translation error rather than parameter recovery. In fact, due to the identifiability issue, we cannot hope
to recover the ground truth encoders {EL}L∈L: it is easy to see that composing all the encoders with an
invertible mapping f ∈ F and composing all the decoders with f−1 ∈ F produces exactly the same
outputs.

Furthermore, the upper bound is adaptive, in the sense that for any language pair (Li, Lj), the error de-
pends on the sum of the errors connecting (Li, Lj) in the translation graph H. One can think naturally as the
low-error edges as resource-rich pairs: if the function class F is parametrized by finite-dimensional param-
eter space with dimension p, then using standard result on the covering number of finite-dimensional vector
space (Anthony and Bartlett, 2009), we know that logN (F , ε

16M ) = Θ(p log(1/ε)); as a consequence,
the number of documents needed for a pair scales as log(1/εL,L′)/ε2

L,L′ .
Furthermore, as an immediate corollary of the theorem, if we assume εL,L′ ≤ ε for all (L, L′) ∈ H,

we have ε(EL, EL′) ≤ 2ρ2dL,L′ · ε, where dL,L′ is the length of the shortest path connecting L and L′ in H.
It also immediately follows that for any pair of languages L, L′, we have ε(EL, EL′) ≤ 2ρ2diam(H) · ε
where diam(H) is the diameter of H – thus the intuitive conclusion that graphs that do not have long paths
are preferable.

The upper bound in Theorem 8.3.1 also provides a counterpoint to the lower-bound, showing that under
a generative model for the data, it is possible to learn a pair of encoder/decoder for each language pair after
seeing aligned corpora only for a linear number of pairs of languages (and not quadratic!), corresponding
to those captured by the edges of the translation graph H. As a final note, we would like to point out that
an analogous bound can be proved easily for other losses like the 0-1 loss or the general `p loss as well.

8.3.3 Proof Sketch of the Theorem

Before we provide the proof for the theorem, we first state several useful lemmas that will be used during
our analysis.
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Concentration Bounds The first step is to prove a concentration bound for the translation loss metric
on each pair of languages. In this case, it will be easier to write the losses in terms of one single
function: namely notice that in fact ε(EL, E′L) only depends on E−1

L′ ◦ EL, and due to the group structure,
F 3 f := E−1

L′ ◦ EL. To that end, we will abuse the notation somewhat and denote ε( f ) := ε(EL, E′L). The
following lemma is adapted from Bartlett (1998) where the bound is given in terms of binary classification
error while here we present a bound using `2 loss. At a high level, the bound uses covering number to
concentrate the empirical loss metric to its corresponding population counterpart.
Lemma 8.3.1. If S = {(xi, x′i)}n

i=1 is sampled i.i.d. according to the encoder-decoder generative process,
the following bound holds:

Pr
S∼Dn

(
sup
f∈F
|ε( f )− ε̂S( f )| ≥ ε

)
≤ 2N (F ,

ε

16M
) · exp

(−nε2

16M4

)
.

This lemma can be proved using a ε-net argument with covering number. With this lemma, we can
bound the error given by an empirical risk minimization algorithm:
Theorem 8.3.2. (Generalization, single task) Let S be a sample of size n according to our generative
process. Then for any 0 < δ < 1, for any f ∈ F , w.p. at least 1− δ, the following bound holds:

ε( f ) ≤ ε̂S( f ) + O

√ logN (F , ε
16M ) + log(1/δ)

n

 . (8.9)

Theorem 8.3.2 is a finite sample bound for generalization on a single pair of languages. This bound
gives us an error measure on an edge in the translation graph in Fig. 8.3.2. Now, with an upper bound on
the translation error of each seen language pair, we are ready to prove the main theorem (Theorem 8.3.1)
which bounds the translation error for all possible pairs of translation tasks:

Proof of Theorem 8.3.1. First, under the assumption of Theorem 8.3.1, for any pair of language (L, L′),

we know that the corpus contains at least Ω
(

1
ε2

L,L′
·
(

logN (F ,
εL,L′
16M ) + log(K/δ)

))
parallel sentences.

Then by Theorem 8.3.2, with probability 1− δ, for any L, L′ connected by an edge in H, we have

ε(EL, EL′) ≤ ε̂(EL, EL′) + εL,L′ ≤ εL,L′ + εL,L′ = 2εL,L′ ,

where the last inequality is due to the assumption that ε̂(EL, EL′) ≤ εL,L′ . Now consider any L, L′ ∈ L×L,
connected by a path

L′ = L1, L2, L3, . . . , Lm = L

of length at most m. We will bound the error

ε(EL, EL′) = ‖E−1
L′ ◦ EL − E−1

L′ ◦ EL‖2
`2(DL]D)

by a judicious use of the triangle inequality. Namely, let’s denote

I1 := E−1
L1
◦ ELm ,

Ik := E−1
L1
◦ ELk ◦ E−1

Lk
◦ ELm , 2 ≤ k ≤ m− 1,

Im := E−1
L1
◦ ELm .
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Then, we can write

‖E−1
L′ ◦ EL − E−1

L′ ◦ EL‖`2(DL]D) = ‖
m−1

∑
k=1

Ik − Ik+1‖`2(DL]D) ≤
m−1

∑
k=1
‖Ik − Ik+1‖`2(DL]D). (8.10)

Furthermore, notice that we can rewrite Ik − Ik+1 as

E−1
L1
◦ ELk

(
E−1

Lk
◦ ELk+1 − E−1

Lk
◦ ELk+1

)
E−1

Lk+1
◦ ELm .

Given that E−1
L1

and ELk are ρ-Lipschitz we have

‖Ik − Ik+1‖`2(DL]D) =
∥∥∥E−1

L1
◦ ELk

(
E−1

Lk
◦ ELk+1 − E−1

Lk
◦ ELk+1

)∥∥∥
`2(DLk+1 ]

D)

≤ ρ2
∥∥∥(E−1

Lk
◦ ELk+1 − E−1

Lk
◦ ELk+1

)∥∥∥
`2(DLk+1 ]

D)

≤ 2ρ2εLk ,Lk+1 ,

where the first line is from the definition of pushforward distribution, the second line is due to the
Lipschitzness of F and the last line follows since all (Lk, Lk+1) are edges in H. Plugging this into (8.10),
we have

‖E−1
L′ ◦ EL − E−1

L′ ◦ EL‖`2(DL]D) ≤ 2ρ2
m

∑
k=1

εLk ,Lk+1 .

To complete the proof, realize that we need the events |ε(Lk, Lk+1) − ε̂(Lk, Lk+1)| ≤ εLk ,Lk+1 to hold
simultaneously for all the edges in the graph H. Hence it suffices if we can use a union bound to bound the
failing probability. To this end, for each edge, we amplify the success probability by choosing the failure
probability to be δ/K2, and we can then bound the overall failure probability as:

Pr (At least one edge in the graph H fails to satisfy (8.9))

≤ ∑
(i,j)∈H

Pr
(
|ε(Li, Lj)− ε̂(Li, Lj)| > εLi ,Lj

)
≤ ∑

(i,j)∈H
δ/K2

≤ K(K− 1)
2

· δ

K2

≤ δ.

The first inequality above is due to the union bound, and the second one is from Theorem 8.3.2 by choosing
the failing probability to be δ/K2. �

8.3.4 Extension to Randomized Encoders and Decoders

Our discussions so far on the sample complexity under the encoder-decoder generative process assume
that the ground-truth encoders and decoders are deterministic and bijective. This might seem to be a quite
restrictive assumption, but nevertheless our underlying proof strategy using transitions on the translation
graph still works in more general settings. In this section we shall provide an extension of the previous
deterministic encoder-decoder generative process to allow randomness in the generation process. Note that
this extension simultaneously relaxes both the deterministic and bijective assumptions before.

As a first step of the extension, since there is not a notion of inverse function anymore in the randomized
setting, we first define the ground-truth encoder-decoder pair (EL, DL) for a language L ∈ L.
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Definition 8.3.2. Let Dr and Dr′ be two distributions over random seeds r and r′ respectively. A random-
ized decoder DLi is a deterministic function that maps a feature z along with a random seed r to a sentences
in language Li. Similarly, a randomized encoder ELi maps a sentence x ∈ Σ∗Li

and a random seed r′ to
a representation in Z . (ELi , DLi) is called an encoder-decoder pair if it keeps the distribution D over Z
invariant under the randomness of Dr and Dr′ :

ELi ](DLi ](D ×Dr)×Dr′) = D, (8.11)

where we use D ×D′ to denote the product measure of distributions D and D′.
Just like the deterministic setting, here we still assume that ELi , DLi ∈ F where F is closed under

function composition. Furthermore, in order to satisfy Definition 8.3.2, we assume that ∀ DLi ∈ F ,
there exists a corresponding ELi ∈ F , such that (ELi , DLi) is an encoder-decoder pair that verifies
Definition 8.3.2. It is clear that the deterministic encoder-decoder pair in Section 8.3.1 is a special case
of that in Definition 8.3.2: in that case DLi = E−1

Li
so that ELi ◦DLi = idZ , the identity map over

feature space Z . Furthermore there is no randomness from r and r′, hence the invariant criterion becomes
ELi ]DLi ]D = (ELi ◦DLi)]D = idZ ]D = D, which trivially holds.

The randomness mechanism in Definition 8.3.2 has several practical implementations in practice. For
example, the denoising autoencoder (Vincent et al., 2008), the encoder part of the conditional generative
adversarial network (Mirza and Osindero, 2014), etc. Again, in the randomized setting we still need to
have an assumption on the structure of F , but this time a relaxed one:
Assumption 8.3.2 (Smoothness and Boundedness). F is bounded under the ‖ · ‖∞ norm, i.e., there exists
M > 0, such that ∀ f ∈ F , ‖ f ‖∞ ≤ M. Furthermore, there exists 0 ≤ ρ < ∞, such that for ∀x, x′ ∈ Rd,
∀ f ∈ F , ‖EDr [ f (x, r)− f (x′, r)]‖2 ≤ ρ · ‖x− x′‖2.

Correspondingly, we also need to slightly extend our loss metric under the randomized setting to the
following:

ε(EL, DL′) := Er,r′‖DL′ ◦ EL −DL′ ◦ EL‖2
`2(DL](D×Dr))

,

where the expectation is taken over the distributions over random seeds r and r′. The empirical error could
be extended in a similar way by replacing the population expectation with the empirical expectation. With
the above extended definitions, now we are ready to state the following generalization theorem under
randomized setting:
Theorem 8.3.3. (Sample complexity under generative model, randomized setting) Suppose H is connected
and the trained {EL}L∈L satisfy

∀L, L′ ∈ H : ε̂S(EL, DL′) ≤ εL,L′ ,

for εL,L′ > 0. Furthermore, for 0 < δ < 1 suppose the number of sentences for each aligned corpora for

each training pair (L, L′) is Ω
(

1
ε2

L,L′
·
(

logN (F ,
εL,L′
16M ) + log(K/δ)

))
. Then, with probability 1− δ,

for any pair of languages (L, L′) ∈ L× L and L = L1, L2, . . . , Lm = L′ a path between L and L′ in H,
we have ε(EL, DL′) ≤ 2ρ2 ∑m−1

k=1 εLk ,Lk+1 .
We comment that Theorem 8.3.3 is completely parallel to Theorem 8.3.1, except that we use generalized

definitions under the randomized setting instead. Hence all the discussions before on Theorem 8.3.1 also
apply here.

8.4 Related Work

Multilingual Machine Translation Early studies on multilingual machine translation mostly focused
on pivot methods (Cohn and Lapata, 2007; De Gispert and Marino; Och and Ney, 2001; Utiyama and
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Isahara, 2007) that use one pivot language to connect the translation between ultimate source and target
languages, and train two separate statistical translation models (Koehn et al., 2003) to perform source-to-
pivot and pivot-to-target translations. Since the successful application of encoder-decoder architectures
in sequential tasks (Sutskever et al., 2014), neural machine translation (Bahdanau et al., 2014; Wu et al.,
2016) has made it feasible to jointly learn from parallel corpora in multiple language pairs, and perform
translation to multiple languages by a single model. Existing studies have been proposed to explore
different variants of encoder-decoder architectures by using separate encoders (decoders) for multiple
source (target) languages (Dong et al., 2015; Firat et al., 2016a,b; Platanios et al., 2018; Zoph and Knight,
2016) or sharing the weight of a single encoder (decoder) for all source (target) languages (Ha et al., 2016;
Johnson et al., 2017). Recent advances of universal neural machine translation have also been applied to
improve low-resource machine translation (Aharoni et al., 2019; Arivazhagan et al., 2019; Gu et al., 2018;
Neubig and Hu, 2018) and downstream NLP tasks (Artetxe and Schwenk, 2019; Schwenk and Douze,
2017). Despite the recent empirical success in the literature, theoretical understanding is only nascent. Our
work takes a first step towards better understanding the limitation of existing approaches and proposes a
sufficient generative assumption that guarantees the success of universal machine translation.

Invariant Representations The line of work on seeking a shared multilingual embedding space started
from learning cross-lingual word embeddings from parallel corpora (Gouws et al., 2015; Luong et al., 2015)
or a bilingual dictionary (Artetxe et al., 2017; Conneau et al., 2018a; Faruqui and Dyer, 2014; Mikolov
et al., 2013), and later extended to learning cross-lingual contextual representations (Conneau et al., 2019;
Devlin et al., 2019; Huang et al., 2019; Lample and Conneau, 2019) from monolingual corpora. The idea
of learning invariant representations is not unique in machine translation. In fact, similar ideas have already
been used in other contexts, including domain adaptation (Combes et al., 2020; Ganin et al., 2016; Zhao
et al., 2018b, 2019e), fair representations (Zemel et al., 2013; Zhang et al., 2018; Zhao and Gordon, 2019;
Zhao et al., 2019c) and counterfactual reasoning in causal inference (Johansson et al., 2016; Shalit et al.,
2017). Different from these existing work which mainly focuses on binary classification, our work provides
the first impossibility theorem on learning language-invariant representations in terms of recovering a
perfect translator under the setting of seq-to-seq learning.

8.5 Proofs

In this section we provide all the missing proofs in Section 8.3. Again, in what follows we will first restate
the corresponding theorems for the ease of reading and then provide the detailed proofs.
Lemma 8.3.1. If S = {(xi, x′i)}n

i=1 is sampled i.i.d. according to the encoder-decoder generative process,
the following bound holds:

Pr
S∼Dn

(
sup
f∈F
|ε( f )− ε̂S( f )| ≥ ε

)
≤ 2N (F ,

ε

16M
) · exp

(−nε2

16M4

)
.

Proof. For f ∈ F , define `S( f ) := ε( f )− ε̂S( f ) to be the generalization error of f on sample S. The first
step is to prove the following inequality holds for ∀ f1, f2 ∈ F and any sample S:

|`S( f1)− `S( f2)| ≤ 8M · ‖ f1 − f2‖∞.

In other words, `S(·) is a Lipschitz function in F w.r.t. the `∞ norm. To see, by definition of the
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generalization error, we have

|`S( f1)− `S( f2)|
= |ε( f1)− ε̂S( f1)− ε( f2) + ε̂S( f2)|
≤ |ε( f1)− ε( f2)|+ |ε̂S( f1)− ε̂S( f2)|.

To get the desired upper bound, it suffices for us to bound |ε( f1)− ε( f2)| by ‖ f1 − f2‖∞ and the same
technique could be used to upper bound |ε̂S( f1)− ε̂S( f2)| since the only difference lies in the measure
where the expectation is taken over. We now proceed to upper bound |ε( f1)− ε( f2)|:

|ε( f1)− ε( f2)| =
∣∣Ez∼D [‖ f1(x)− x′‖2

2]−Ez∼D[‖ f2(x)− x′‖2
2]
∣∣

=
∣∣Ez∼D [‖ f1(x)‖2

2 − ‖ f2(x)‖2
2 − 2x′T( f1(x)− f2(x))]

∣∣
≤ Ez∼D

∣∣( f1(x)− f2(x))T( f1(x) + f2(x))− 2x′T( f1(x)− f2(x))
∣∣

≤ Ez∼D
[∣∣( f1(x)− f2(x))T( f1(x) + f2(x))

∣∣]+ 2Ez∼D
[∣∣x′T( f1(x)− f2(x))

∣∣]
≤ Ez∼D [‖ f1(x)− f2(x)‖ · ‖ f1(x) + f2(x)‖] + 2Ez∼D

[
‖x′‖ · ‖ f1(x)− f2(x)‖

]
≤ 2MEz∼D [‖ f1(x)− f2(x)‖] + 2MEz∼D [‖ f1(x)− f2(x)‖]
≤ 4M‖ f1 − f2‖∞.

In the proof above, the first inequality holds due to the monotonicity property of integral. The second
inequality holds by triangle inequality. The third one is due to Cauchy-Schwarz inequality. The fourth
inequality holds by the assumption that ∀ f ∈ F , maxx∈X ‖ f (x)‖ ≤ M and the identity mapping is in
F so that ‖x′‖ = ‖id(x′)‖ ≤ ‖id(·)‖∞ ≤ M. The last one holds due to the monotonicity property of
integral.

It is easy to see that the same argument could also be used to show that |ε̂S( f1)− ε̂S( f2)| ≤ 4M‖ f1 −
f2‖∞. Combine these two inequalities, we have

|`S( f1)− `S( f2)| ≤ |ε( f1)− ε( f2)|+ |ε̂S( f1)− ε̂S( f2)|
≤ 8M‖ f1 − f2‖∞.

In the next step, we show that suppose F could be covered by k subsets C1, . . . , Ck, i.e., F = ∪i∈[k]Ci.
Then for any ε > 0, the following upper bound holds:

Pr
S∼Dn

(
sup
f∈F
|`S( f )| ≥ ε

)
≤ ∑

i∈[k]
Pr

S∼Dn

(
sup
f∈Ci

|`S( f )| ≥ ε
)
.

This follows from the union bound:

Pr
S∼Dn

(
sup
f∈F
|`S( f )| ≥ ε

)
= Pr

S∼Dn

( ⋃
i∈[k]

sup
f∈Ci

|`S( f )| ≥ ε
)

≤ ∑
i∈[k]

Pr
S∼Dn

(
sup
f∈Ci

|`S( f )| ≥ ε
)
.

Next, within each L∞ ball Ci centered at fi with radius ε
16M such that F ⊆ ∪i∈[k]Ci, we bound each term in

the above union bound as:

Pr
S∼Dn

(
sup
f∈Ci

|`S( f )| ≥ ε
)
≤ Pr

S∼Dn

(
|`S( fi)| ≥ ε/2

)
.
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To see this, realize that ∀ f ∈ Ci, we have ‖ f − fi‖∞ ≤ ε/16M, which implies

|`S( f )− `S( fi)| ≤ 8M‖ f − fi‖∞ ≤
ε

2
.

Hence we must have |`S( fi)| ≥ ε/2, otherwise sup f∈Ci
|`S( f )| < ε. This argument means that

Pr
S∼Dn

(
sup
f∈Ci

|`S( f )| ≥ ε
)
≤ Pr

S∼Dn

(
|`S( fi)| ≥ ε/2

)
.

To finish the proof, we use the standard Hoeffding inequality to upper bound PrS∼Dn
(
|`S( fi)| ≥ ε/2

)
as

follows:

Pr
S∼Dn

(
|`S( fi)| ≥ ε/2

)
= Pr

S∼Dn

(
|ε( fi)− ε̂S( fi)| ≥ ε/2

)
≤ 2 exp

(
− 2n2(ε/2)2

n((2M)2 − 0)2

)
= 2 exp

(
− nε2

16M4

)
.

Now combine everything together, we obtain the desired upper bound as stated in the lemma.

Pr
S∼Dn

(
sup
f∈F
|ε( f )− ε̂S( f )| ≥ ε

)
≤ 2N (F ,

ε

16M
) · exp

(−nε2

16M4

)
. �

We next prove the generalization bound for a single pair of translation task:
Theorem 8.3.2. (Generalization, single task) Let S be a sample of size n according to our generative
process. Then for any 0 < δ < 1, for any f ∈ F , w.p. at least 1− δ, the following bound holds:

ε( f ) ≤ ε̂S( f ) + O

√ logN (F , ε
16M ) + log(1/δ)

n

 . (8.9)

Proof. This is a direct corollary of Lemma 8.3.1 by setting the upper bound in Lemma 8.3.1 to be δ and
solve for ε. �

We now provide the proof sketch of Theorem 8.3.3. The main proof idea is exactly the same as the
one we have in the deterministic setting, except that we replace the original definitions of errors and
Lipschitzness with the generalized definitions under the randomized setting.
Theorem 8.3.3. (Sample complexity under generative model, randomized setting) Suppose H is connected
and the trained {EL}L∈L satisfy

∀L, L′ ∈ H : ε̂S(EL, DL′) ≤ εL,L′ ,

for εL,L′ > 0. Furthermore, for 0 < δ < 1 suppose the number of sentences for each aligned corpora for

each training pair (L, L′) is Ω
(

1
ε2

L,L′
·
(

logN (F ,
εL,L′
16M ) + log(K/δ)

))
. Then, with probability 1− δ,

for any pair of languages (L, L′) ∈ L× L and L = L1, L2, . . . , Lm = L′ a path between L and L′ in H,
we have ε(EL, DL′) ≤ 2ρ2 ∑m−1

k=1 εLk ,Lk+1 .
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Proof Sketch. The first step is prove the corresponding error concentration lemma using covering numbers
as the one in Lemma 8.3.1. Again, due to the assumption that F is closed under composition, we have
DL′ ◦ EL ∈ F , hence it suffices if we could prove a uniform convergence bound for an arbitrary function
f ∈ F . To this end, for f ∈ F , define `S( f ) := ε( f )− ε̂S( f ) to be the generalization error of f on
sample S. The first step is to prove the following inequality holds for ∀ f1, f2 ∈ F and any sample S:

|`S( f1)− `S( f2)| ≤ 8M · ‖ f1 − f2‖∞.

In other words, `S(·) is a Lipschitz function in F w.r.t. the `∞ norm. To see this, by definition of the
generalization error, we have

|`S( f1)− `S( f2)| = |ε( f1)− ε̂S( f1)− ε( f2) + ε̂S( f2)| ≤ |ε( f1)− ε( f2)|+ |ε̂S( f1)− ε̂S( f2)|.

To get the desired upper bound, it suffices for us to bound |ε( f1)− ε( f2)| by ‖ f1 − f2‖∞ and the same
technique could be used to upper bound |ε̂S( f1)− ε̂S( f2)| since the only difference lies in the measure
where the expectation is taken over.

Before we proceed, in order to make the notation uncluttered, we first simplify ε( f ):

ε( f ) = Er,r′
[
‖ f −DL′ ◦ EL‖2

`2(DL](D×Dr))

]
.

Define z ∼ D to mean the sampling process of (x, r, r′) ∼ DL](D ×Dr)× Dr × Dr′ , x := (x, r, r′) and
x′ := DL′(EL(x, r′), r). Then

ε( f ) = Er,r′
[
‖ f −DL′ ◦ EL‖2

`2(DL](D×Dr))

]
= Ez∼D[‖ f (x)− x′‖2

2].

With the simplified notation, it is now clear that we essentially reduce the problem in the randomized
setting to the original one in the deterministic setting. Hence by using exactly the same proof as the one of
Lemma 8.3.1, we can obtain the following high probability bound:

Pr

(
sup
f∈F
|ε( f )− ε̂S( f )| ≥ ε

)
≤ 2N (F ,

ε

16M
) · exp

(−nε2

16M4

)
.

As a direct corollary, a similar generalization bound for a single pair of translation task like the one in
Theorem 8.3.2 also holds. To finish the proof, by the linearity of the expectation Er,r′ , it is clear that exactly
the same chaining argument in the proof of Theorem 8.3.1 could be used as well as the only thing we need
to do is to take an additional expectation Er,r′ at the most outside level. �

8.6 Conclusion

In this chapter we provided the first theoretical study on using language-invariant representations for
universal machine translation. Our results are two-fold. First, we showed that without appropriate
assumption on the generative structure of languages, there is an inherent tradeoff between learning language-
invariant representations versus achieving good translation performance jointly in general. In particular,
our results show that if the distributions (language models) of the target language differ between different
translation pairs, then any machine translation method based on learning language-invariant representations
is bound to achieve a large error on at least one of the translation tasks, even with unbounded computational
resources.
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On the positive side, we also show that, under appropriate generative model assumption of languages,
e.g., a typical encoder-decoder model, it is not only possible to recover the ground-truth translator between
any pair of languages that appear in the parallel corpora, but also we can hope to achieve a small translation
error on sentences from unseen pair of languages, as long as they are connected in the so-called translation
graph. This result holds in both deterministic and randomized settings. In addition, our result also
characterizes how the relationship (distance) between these two languages in the graph affects the quality
of translation in an intuitive manner: a graph with long connections results in a poorer translation.
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Part II

Learning Tractable Circuits for
Probabilistic Reasoning
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Chapter 9

A Unified Framework for Parameter
Learning

In this chapter we present a unified approach for learning the parameters of Sum-Product networks
(SPNs). We prove that any complete and decomposable SPN is equivalent to a mixture of trees where
each tree corresponds to a product of univariate distributions. Based on the mixture model perspective, we
characterize the objective function when learning SPNs based on the maximum likelihood estimation (MLE)
principle and show that the optimization problem can be formulated as a signomial program. We construct
two parameter learning algorithms for SPNs by using sequential monomial approximations (SMA) and the
concave-convex procedure (CCCP), respectively. The two proposed methods naturally admit multiplicative
updates, hence effectively avoiding the projection operation. With the help of the unified framework, we
also show that, in the case of SPNs, CCCP leads to the same algorithm as Expectation Maximization (EM)
despite the fact that they are different in general.
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9.1 Sum-Product Networks as a Mixture of Trees

We introduce the notion of induced trees from SPNs and use it to show that every complete and decom-
posable SPN can be interpreted as a mixture of induced trees, where each induced tree corresponds to a
product of univariate distributions. From this perspective, an SPN can be understood as a huge mixture
model where the effective number of components in the mixture is determined by its network structure. The
method we describe here is not the first method for interpreting an SPN (or the related arithmetic circuit) as
a mixture distribution Chan and Darwiche; Dennis and Ventura (2015); Zhao et al. (2015b); but, the new
method can result in an exponentially smaller mixture, see the end of this section for more details.
Definition 9.1.1 (Induced Sum-Product Network). Given a complete and decomposable SPN S over X[n],
let T = (TV , TE) be a subgraph of S . T is called an induced SPN from S if

1. Root(S) ∈ TV .
2. If v ∈ TV is a sum node, then exactly one child of v in S is in TV , and the corresponding edge is in
TE.

3. If v ∈ TV is a product node, then all the children of v in S are in TV , and the corresponding edges
are in TE.

For notational convenience we will call T an induced SPN by omitting the fact that T is induced from
S if there is no confusion in the context.
Theorem 9.1.1. If T is an induced SPN from a complete and decomposable SPN S , then T is a tree that
is complete and decomposable.

As a result of Thm. 9.1.1, we will use the terms induced SPNs and induced trees interchangeably. With
some abuse of notation, we use T (x) to mean the value of the network polynomial of T with input vector
x.
Theorem 9.1.2. If T is an induced tree from S over X[n], then T (x) = ∏(vi ,vj)∈TE

wij ∏n
i=1 Ixi , where

wij is the edge weight of (vi, vj) if vi is a sum node and wij = 1 if vi is a product node.
Remark. Although we focus our attention on Boolean random variables for the simplicity of discussion

and illustration, Thm. 9.1.2 can be extended to the case where the univariate distributions at the leaf nodes
are continuous or discrete distributions with countably infinitely many values, e.g., Gaussian distributions
or Poisson distributions. We can simply replace the product of univariate distributions term, ∏n

i=1 Ixi , in
Thm. 9.1.2 to be the general form ∏n

i=1 Pri(Xi), where Pri(Xi) is a univariate distribution over Xi. Also
note that it is possible for two unique induced trees to share the same product of univariate distributions,
but in this case their weight terms ∏(vi ,vi)∈TE

wij are guaranteed to be different. As we will see shortly,
Thm. 9.1.2 implies that the joint distribution over {Xi}n

i=1 represented by an SPN is essentially a mixture
model with potentially exponentially many components in the mixture.
Definition 9.1.2 (Network cardinality). The network cardinality τS of an SPN S is the number of unique
induced trees.
Theorem 9.1.3. τS = Vroot(1 | 1), where Vroot(1 | 1) is the value of the network polynomial of S with
input vector 1 and all edge weights set to be 1.
Theorem 9.1.4. S(x) = ∑τS

t=1 Tt(x), where Tt is the tth unique induced tree of S .
Remark. The above four theorems prove the fact that an SPN S is an ensemble or mixture of trees,

where each tree computes an unnormalized distribution over X[n]. The total number of unique trees in S is
the network cardinality τS , which only depends on the structure of S . Each component is a simple product
of univariate distributions. We illustrate the theorems above with a simple example in Fig. 9.1.1.

Zhao et al. (2015b) show that every complete and decomposable SPN is equivalent to a bipartite
Bayesian network with a layer of hidden variables and a layer of observable random variables. The number
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Figure 9.1.1: A complete and decomposable SPN is a mixture of induced trees. Double circles indicate
univariate distributions over X1 and X2. Different colors are used to highlight unique induced trees; each
induced tree is a product of univariate distributions over X1 and X2.

of hidden variables in the bipartite Bayesian network is equal to the number of sum nodes in S . A naive
expansion of such Bayesian network to a mixture model will lead to a huge mixture model with 2O(|S|)

components, where |S| is the number of sum nodes in S . Here we complement the theory and show that
each complete and decomposable SPN is essentially a mixture of trees and the effective number of unique
induced trees is given by τS . Note that τS = Vroot(1 | 1) depends only on the network structure, and can
often be much smaller than 2O(|S|). Without loss of generality, assuming that in S layers of sum nodes are
alternating with layers of product nodes, then Vroot(1 | 1) = Ω(2h), where h is the height of S . However,
the exponentially many trees are recursively merged and combined in S such that the overall network size
is still tractable.

9.2 Maximum Likelihood Estimation as Signomial Programming

Let’s consider the likelihood function computed by an SPN S over n binary random variables with model
parameters w and input vector x ∈ {0, 1}n. Here the model parameters in S are edge weights from every
sum node, and we collect them together into a long vector w ∈ R

p
++, where p corresponds to the number

of edges emanating from sum nodes in S . By definition, the probability distribution induced by S can be
computed by

Pr
S
(x | w) :=

Vroot(x | w)

∑x Vroot(x | w)
=

Vroot(x | w)

Vroot(1 | w)

Corollary 9.2.1. Let S be an SPN with weights w ∈ R
p
++ over input vector x ∈ {0, 1}n, the network

polynomial Vroot(x | w) is a posynomial: Vroot(x | w) = ∑Vroot(1|1)
t=1 ∏n

i=1 I
(t)
xi ∏

p
d=1 w

Iwd∈Tt
d , where Iwd∈Tt

is the indicator variable whether wd is in the t-th induced tree Tt or not. Each monomial corresponds
exactly to a unique induced tree SPN from S .

The above statement is a direct corollary of Thm. 9.1.2, Thm. 9.1.3 and Thm. 9.1.4. From the definition
of network polynomial, we know that Vroot(x | w) is a multilinear function of the indicator variables.
Corollary 9.2.1 works as a complement to characterize the functional form of a network polynomial in
terms of w. It follows that the likelihood function LS (w) := PrS (x | w) can be expressed as the ratio of
two posynomial functions. We now show that the optimization problem based on MLE is an SP. Using the
definition of PrS (x | w) and Corollary 9.2.1, let τ = Vroot(1 | 1), the MLE problem can be rewritten as:

maximizew
Vroot(x | w)

Vroot(1 | w)
=

∑τ
t=1 ∏n

i=1 I
(t)
xi ∏

p
d=1 w

Iwd∈Tt
d

∑τ
t=1 ∏

p
d=1 w

Iwd∈Tt
d

subject to w ∈ R
p
++

(9.1)
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Proposition 9.2.1. The MLE problem for SPNs is a signomial program.
Being nonconvex in general, SP is essentially hard to solve from a computational perspective Boyd

et al. (2007); Chiang (2005). However, despite the hardness of SP in general, the objective function in the
MLE formulation of SPNs has a special structure, i.e., it is the ratio of two posynomials, which makes the
design of efficient optimization algorithms possible.

9.3 Difference of Convex Functions

Both projected gradient descent (PGD) and exponentiated gradient (EG) are first-order methods and
they can be viewed as approximating the SP after applying a logarithmic transformation to the objective
function only. Although ((9.1)) is a signomial program, its objective function is expressed as the ratio of two
posynomials. Hence, we can still apply the logarithmic transformation trick used in geometric programming
to its objective function and to the variables to be optimized. More concretely, let wd = exp(yd), ∀d ∈ [p]
and take the log of the objective function; it becomes equivalent to maximize the following new objective
without any constraint on y:

maximize log

(
τ(x)

∑
t=1

exp

(
p

∑
d=1

ydIyd∈Tt

))
− log

(
τ

∑
t=1

exp

(
p

∑
d=1

ydIyd∈Tt

))
(9.2)

Note that in the first term of Eq. (9.2) the upper index τ(x) ≤ τ := Vroot(1 | 1) depends on the current
input x. By transforming into the log-space, we naturally guarantee the positivity of the solution at each
iteration, hence transforming a constrained optimization problem into an unconstrained optimization
problem without any sacrifice. Both terms in Eq. (9.2) are convex functions in y after the transformation.
Hence, the transformed objective function is now expressed as the difference of two convex functions, which
is called a DC function (Hartman et al., 1959). This helps us to design two efficient algorithms to solve the
problem based on the general idea of sequential convex approximations for nonlinear programming.

9.3.1 Sequential Monomial Approximation

Let’s consider the linearization of both terms in Eq. (9.2) in order to apply first-order methods in the
transformed space. To compute the gradient with respect to different components of y, we view each node
of an SPN as an intermediate function of the network polynomial and apply the chain rule to back-propagate
the gradient.

The differentiation of Vroot(x | w) with respect to the root node of the network is set to be 1. The
differentiation of the network polynomial with respect to a partial function at each node can then be
computed in two passes of the network: the bottom-up pass evaluates the values of all partial functions
given the current input x and the top-down pass differentiates the network polynomial with respect to each
partial function. Since the model parameters y(w) are only associated with sum nodes, they can be easily
computed once we have obtained the differentiations for each node as

∂ log Vroot(x | w)

∂yij
=

∂ log Vroot(x | w)

∂Vvi(x | w)

∂Vvi(x | w)

∂wij

∂wij

∂yij

=
∂ log Vroot(x | w)

∂Vvi(x | w)
Vvj(x | w)wij (9.3)

where vi is restricted to be a sum node and vj is a child of vi. Following the evaluation-differentiation
passes, the gradient of the objective function in ((9.2)) can be computed in O(|S|). Furthermore, although
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the computation is conducted in y, the results are fully expressed in terms of w, which suggests that in
practice we do not need to explicitly construct y from w. An illustration of the process is provided in
Fig. 9.3.1.

+

∂ log Vroot(x|w)
∂Vvi (x|w)

×Vvj(x | w) × ×

wij(yij)

Figure 9.3.1: Information flow about the computation of the gradient of log-network polynomial with
respect to yij(wij). Each edge yij(wij) collects the evaluation value from vj in bottom-up pass and also
differentiation value from vi in top-down pass.

Let f (y) := log Vroot(x | exp(y))− log Vroot(1 | exp(y)). Consider the optimal first-order approxi-
mation of f (y) at point y(k):

f̂ (y) := f (y(k)) +∇y f (y(k))T(y− y(k)) (9.4)

which is equivalent to exp( f̂ (w)) = C1 ∏
p
d=1 w

∇yd f (y(k))

d in the original space, where C1 is a positive
constant w.r.t. y(w). It follows that approximating f (y) with the best linear function is equivalent to
using the best monomial approximation of the signomial program ((9.1)). This leads to a sequential
monomial approximations of the original SP formulation: at each iteration y(k), we linearize both terms in
Eq. (9.2) and form the optimal monomial function in terms of w(k). The additive update of y(k) leads to a
multiplicative update of w(k) since w(k) = exp(y(k)), and we use a backtracking line search to determine
the step size of the update in each iteration.

9.3.2 Concave-convex Procedure

Sequential monomial approximation fails to use the structure of the problem when learning SPNs. Here we
propose another approach based on the concave-convex procedure (CCCP) (Yuille et al., 2002) to use the
fact that the objective function is expressed as the difference of two convex functions. At a high level CCCP
solves a sequence of concave surrogate optimizations until convergence. In many cases, the maximum of
a concave surrogate function can only be solved using other convex solvers and as a result the efficiency
of the CCCP highly depends on the choice of the convex solvers. However, we show that by a suitable
transformation of the network we can compute the maximum of the concave surrogate in closed form in
time that is linear in the network size, which leads to a very efficient algorithm for learning the parameters
of SPNs. We also prove the convergence properties of our algorithm.
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Consider the objective function to be maximized in DCP: f (y) = log Vroot(x | exp(y))− log Vroot(1 |
exp(y)) := f1(y) + f2(y) where f1(y) := log Vroot(x | exp(y)) is a convex function and f2(y) :=
− log Vroot(1 | exp(y)) is a concave function. We can linearize only the convex part f1(y) to obtain a
surrogate function

f̂ (y, z) = f1(z) +∇z f1(z)T(y− z) + f2(y) (9.5)

for ∀y, z ∈ Rp. Now f̂ (y, z) is a concave function in y. Due to the convexity of f1(y) we have

f1(y) ≥ f1(z) +∇z f1(z)T(y− z), ∀y, z

and as a result the following two properties always hold for ∀y, z:

f̂ (y, z) ≤ f (y) and f̂ (y, y) = f (y) (9.6)

CCCP updates y at each iteration k by solving y(k) ∈ arg maxy f̂ (y, y(k−1)) unless we already have

y(k−1) ∈ arg maxy f̂ (y, y(k−1)), in which case a generalized fixed point y(k−1) has been found and the
algorithm stops.

It is easy to show that at each iteration of CCCP we always have f (y(k)) ≥ f (y(k−1)). Note also that
f (y) is computing the log-likelihood of input x and therefore it is bounded above by 0. By the monotone
convergence theorem, limk→∞ f (y(k)) exists and the sequence { f (y(k))} converges.

We now discuss how to compute a closed form solution for the maximization of the concave surrogate
f̂ (y, y(k−1)). Since f̂ (y, y(k−1)) is differentiable and concave for any fixed y(k−1), a sufficient and
necessary condition to find its maximum is

∇y f̂ (y, y(k−1)) = ∇y(k−1) f1(y(k−1)) +∇y f2(y) = 0 (9.7)

In the above equation, if we consider only the partial derivative with respect to yij(wij), we obtain

w(k−1)
ij Vvj(x | w(k−1))

Vroot(x | w(k−1))

∂Vroot(x | w(k−1))

∂Vvi(x | w(k−1))
=

wijVvj(1 | w)

Vroot(1 | w)

∂Vroot(1 | w)

∂Vvi(1 | w)
(9.8)

Eq. (9.8) leads to a system of p nonlinear equations, which is hard to solve in closed form. However, if we
do a change of variable by considering locally normalized weights w′ij (i.e., w′ij ≥ 0 and ∑j w′ij = 1 ∀i ∈ S),
then a solution can be easily computed. As described in (Peharz et al., 2015; Zhao et al., 2015b), any SPN
can be transformed into an equivalent normal SPN with locally normalized weights in a bottom up pass as
follows:

w′ij =
wijVvj(1 | w)

∑j wijVvj(1 | w)
(9.9)

We can then replace wijVvj(1 | w) in the above equation by the expression it is equal to in Eq. (9.8) to
obtain a closed form solution:

w′ij ∝ w(k−1)
ij

Vvj(x | w(k−1))

Vroot(x | w(k−1))

∂Vroot(x | w(k−1))

∂Vvi(x | w(k−1))
(9.10)

Note that in the above derivation both Vvi(1 | w)/Vroot(1 | w) and ∂Vroot(1 | w)/∂Vvi(1 | w) can be
treated as constants and hence absorbed since w′ij, ∀j are constrained to be locally normalized. In order to
obtain a solution to Eq. (9.8), for each edge weight wij, the sufficient statistics include only three terms, i.e,

the evaluation value at vj, the differentiation value at vi and the previous edge weight w(k−1)
ij , all of which
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Table 9.3.1: Summary of PGD, EG, SMA and CCCP. Var. means the optimization variables.

Algo Var. Update Type Update Formula

PGD w Additive w(k+1)
d ← PRε

++

{
w(k)

d + γ(∇wd f1(w(k))−∇wd f2(w(k)))
}

EG w Multiplicative w(k+1)
d ← w(k)

d exp{γ(∇wd f1(w(k))−∇wd f2(w(k)))}
SMA log w Multiplicative w(k+1)

d ← w(k)
d exp{γw(k)

d × (∇wd f1(w(k))−∇wd f2(w(k)))}
CCCP log w Multiplicative w(k+1)

ij ∝ w(k)
ij ×∇vi Vroot(w(k))×Vvj(w

(k))

can be obtained in two passes of the network for each input x. Thus the computational complexity to obtain
a maximum of the concave surrogate is O(|S|). Interestingly, Eq. (9.10) leads to the same update formula
as in the EM algorithm Peharz (2015) despite the fact that CCCP and EM start from different perspectives.
We show that all the limit points of the sequence {w(k)}∞

k=1 are guaranteed to be stationary points of DCP
in (9.2).
Theorem 9.3.1. Let {w(k)}∞

k=1 be any sequence generated using Eq. (9.10) from any positive initial
point, then all the limiting points of {w(k)}∞

k=1 are stationary points of the DCP in (9.2). In addition,
limk→∞ f (y(k)) = f (y∗), where y∗ is some stationary point of (9.2).

We summarize all four algorithms and highlight their connections and differences in Table 9.3.1.
Although we mainly discuss the batch version of those algorithms, all of the four algorithms can be easily
adapted to work in stochastic and/or parallel settings.

9.4 Experiments

9.4.1 Experimental Setting

We conduct experiments on 20 benchmark data sets from various domains to compare and evaluate the
convergence performance of the four algorithms: PGD, EG, SMA and CCCP (EM). We list here the
detailed statistics of the 20 data sets used in the experiments in Table 10.4.1. All the features in the 20 data
sets are binary features. All the SPNs that are used for comparisons of PGD, EG, SMA and CCCP are
trained using LearnSPN (Gens and Domingos, 2013). We discard the weights returned by LearnSPN and
use random weights as initial model parameters. The random weights are determined by the same random
seed in all four algorithms. The sizes of different SPNs produced by LearnSPN and ID-SPN are shown in
Table 9.4.2.

9.4.2 Parameter Learning

We implement all four algorithms in C++. For each algorithm, we set the maximum number of iterations
to 50. If the absolute difference in the training log-likelihood at two consecutive steps is less than 0.001,
the algorithms are stopped. For PGD, EG and SMA, we combine each of them with backtracking line
search and use a weight shrinking coefficient set at 0.8. The learning rates are initialized to 1.0 for all three
methods. For PGD, we set the projection margin ε to 0.01. There is no learning rate and no backtracking
line search in CCCP. We set the smoothing parameter to 0.001 in CCCP to avoid numerical issues.

We show in Fig. 9.4.1 the average log-likelihood scores on 20 training data sets to evaluate the
convergence speed and stability of PGD, EG, SMA and CCCP. Clearly, CCCP wins by a large margin
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Table 9.4.1: Statistics of data sets and models. N is the number of variables modeled by the network, |S|
is the size of the network and D is the number of parameters to be estimated in the network. N ×V/D
means the ratio of training instances times the number of variables to the number parameters.

Data set N |S| D Train Valid Test N ×V/D
NLTCS 16 13,733 1,716 16,181 2,157 3,236 150.871
MSNBC 17 54,839 24,452 291,326 38,843 58,265 202.541
KDD 2k 64 48,279 14,292 180,092 19,907 34,955 806.457
Plants 69 132,959 58,853 17,412 2,321 3,482 20.414
Audio 100 739,525 196,103 15,000 2,000 3,000 7.649
Jester 100 314,013 180,750 9,000 1,000 4,116 4.979
Netflix 100 161,655 51,601 15,000 2,000 3,000 29.069
Accidents 111 204,501 74,804 12,758 1,700 2,551 18.931
Retail 135 56,931 22,113 22,041 2,938 4,408 134.560
Pumsb-star 163 140,339 63,173 12,262 1,635 2,452 31.638
DNA 180 108,021 52,121 1,600 400 1,186 5.526
Kosarak 190 203,321 53,204 33,375 4,450 6,675 119.187
MSWeb 294 68,853 20,346 29,441 3,270 5,000 425.423
Book 500 190,625 41,122 8,700 1,159 1,739 105.783
EachMovie 500 522,753 188,387 4,524 1,002 591 12.007
WebKB 839 1,439,751 879,893 2,803 558 838 2.673
Reuters-52 889 2,210,325 1,453,390 6,532 1,028 1,540 3.995
20 Newsgrp 910 14,561,965 8,295,407 11,293 3,764 3,764 1.239
BBC 1058 1,879,921 1,222,536 1,670 225 330 1.445
Ad 1556 4,133,421 1,380,676 2,461 327 491 2.774

over PGD, EG and SMA, both in convergence speed and solution quality. Furthermore, among the four
algorithms, CCCP is the most stable one due to its guarantee that the log-likelihood (on training data) will
not decrease after each iteration. As shown in Fig. 9.4.1, the training curves of CCCP are more smooth than
the other three methods in almost all the cases. These 20 experiments also clearly show that CCCP often
converges in a few iterations. On the other hand, PGD, EG and SMA are on par with each other since they
are all first-order methods. SMA is more stable than PGD and EG and often achieves better solutions than
PGD and EG. On large data sets, SMA also converges faster than PGD and EG. Surprisingly, EG performs
worse than PGD in some cases and is quite unstable despite the fact that it admits multiplicative updates.
The “hook shape” curves of PGD in some data sets, e.g. Kosarak and KDD, are due to the projection
operations.

The computational complexity per update is O(|S|) in all four algorithms. CCCP often takes less time
than the other three algorithms because it takes fewer iterations to converge. We list detailed running time
statistics for all four algorithms on the 20 data sets

9.4.3 Fine Tuning

We combine CCCP as a “fine tuning” procedure with the structure learning algorithm LearnSPN and
compare it to the state-of-the-art structure learning algorithm ID-SPN (Rooshenas and Lowd, 2014). More
concretely, we keep the model parameters learned from LearnSPN and use them to initialize CCCP. We
then update the model parameters globally using CCCP as a fine tuning technique. This normally helps
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Table 9.4.2: Sizes of SPNs produced by LearnSPN and ID-SPN.

Data set LearnSPN ID-SPN
NLTCS 13,733 24,690
MSNBC 54,839 579,364
KDD 2k 48,279 1,286,657
Plants 132,959 2,063,708
Audio 739,525 2,643,948
Jester 314,013 4,225,471
Netflix 161,655 7,958,088
Accidents 204,501 2,273,186
Retail 56,931 60,961
Pumsb-star 140,339 1,751,092
DNA 108,021 3,228,616
Kosarak 203,321 1,272,981
MSWeb 68,853 1,886,777
Book 190,625 1,445,501
EachMovie 522,753 2,440,864
WebKB 1,439,751 2,605,141
Reuters-52 2,210,325 4,563,861
20 Newsgrp 14,561,965 3,485,029
BBC 1,879,921 2,426,602
Ad 4,133,421 2,087,253

to obtain a better generative model since the original parameters are learned greedily and locally during
the structure learning algorithm. We use the validation set log-likelihood score to avoid overfitting. The
algorithm returns the set of parameters that achieve the best validation set log-likelihood score as output.
Experimental results are reported in Table. 9.4.3. As shown in Table 9.4.3, the use of CCCP after LearnSPN
always helps to improve the model performance. By optimizing model parameters on these 20 data sets,
we boost LearnSPN to achieve better results than state-of-the-art ID-SPN on 7 data sets, where the original
LearnSPN only outperforms ID-SPN on 1 data set. Note that the sizes of the SPNs returned by LearnSPN
are much smaller than those produced by ID-SPN. Hence, it is remarkable that by fine tuning the parameters
with CCCP, we can achieve better performance despite the fact that the models are smaller. For a fair
comparison, we also list the size of the SPNs returned by ID-SPN in the supplementary material. As a
result, we suggest using CCCP after structure learning algorithms to fully exploit the expressiveness of the
constructed model.

9.5 Proofs

In this section we provide all the omitted proofs in Sec. 9.1.

9.5.1 Structural Properties of SPNs

Theorem 9.1.1. If T is an induced SPN from a complete and decomposable SPN S , then T is a tree that
is complete and decomposable.
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Table 9.4.3: Average log-likelihoods on test data. Highest log-likelihoods are highlighted in bold. ↑ shows
statistically better log-likelihoods than CCCP and ↓ shows statistically worse log-likelihoods than CCCP.
The significance is measured based on the Wilcoxon signed-rank test.

Data set CCCP LearnSPN ID-SPN Data set CCCP LearnSPN ID-SPN
NLTCS -6.029 ↓-6.099 ↓-6.050 DNA -84.921 ↓-85.237 ↑-84.693
MSNBC -6.045 ↓-6.113 -6.048 Kosarak -10.880 ↓-11.057 -10.605
KDD 2k -2.134 ↓-2.233 ↓-2.153 MSWeb -9.970 ↓-10.269 -9.800
Plants -12.872 ↓-12.955 ↑-12.554 Book -35.009 ↓-36.247 ↑-34.436
Audio -40.020 ↓-40.510 -39.824 EachMovie -52.557 ↓-52.816 ↑-51.550
Jester -52.880 ↓-53.454 ↓-52.912 WebKB -157.492 ↓-158.542 ↑-153.293
Netflix -56.782 ↓-57.385 ↑-56.554 Reuters-52 -84.628 ↓-85.979 ↑-84.389
Accidents -27.700 ↓-29.907 ↑-27.232 20 Newsgrp -153.205 ↓-156.605 ↑-151.666
Retail -10.919 ↓-11.138 -10.945 BBC -248.602 ↓-249.794 ↓-252.602
Pumsb-star -24.229 ↓-24.577 ↑-22.552 Ad -27.202 ↓-27.409 ↓-40.012

Proof. Argue by contradiction that T is not a tree, then there must exist a node v ∈ T such that v has
more than one parent in T . This means that there exist at least two paths R, p1, . . . , v and R, q1, . . . , v
that connect the root of S(T ), which we denote by R, and v. Let t be the last node in R, p1, . . . , v and
R, q1, . . . , v such that R, . . . , t are common prefix of these two paths. By construction we know that such t
must exist since these two paths start from the same root node R (R will be one candidate of such t). Also,
we claim that t 6= v otherwise these two paths overlap with each other, which contradicts the assumption
that v has multiple parents. This shows that these two paths can be represented as R, . . . , t, p, . . . , v and
R, . . . , t, q, . . . , v where R, . . . , t are the common prefix shared by these two paths and p 6= q since t is
the last common node. From the construction process defined in Def. 9.1.1, we know that both p and q
are children of t in S . Recall that for each sum node in S , Def. 9.1.1 takes at most one child, hence we
claim that t must be a product node, since both p and q are children of t. Then the paths that t→ p v
and t → q  v indicate that scope(v) ⊆ scope(p) ⊆ scope(t) and scope(v) ⊆ scope(q) ⊆ scope(t),
leading to ∅ 6= scope(v) ⊆ scope(p) ∩ scope(q), which is a contradiction of the decomposability of the
product node t. Hence as long as S is complete and decomposable, T must be a tree.

The completeness of T is trivially satisfied because each sum node has only one child in T . It is also
straightforward to verify that T satisfies the decomposability as T is an induced subgraph of S , which is
decomposable. �

Theorem 9.1.2. If T is an induced tree from S over X[n], then T (x) = ∏(vi ,vj)∈TE
wij ∏n

i=1 Ixi , where
wij is the edge weight of (vi, vj) if vi is a sum node and wij = 1 if vi is a product node.

Proof. First, the scope of T is the same as the scope of S because the root of S is also the root of T . This
shows that for each Xi there is at least one indicator Ixi in the leaves otherwise the scope of the root node
of T will be a strict subset of the scope of the root node of S . Furthermore, for each variable Xi there is at
most one indicator Ixi in the leaves. This is observed by the fact that there is at most one child collected
from a sum node into T and if Ixi and Ix̄i appear simultaneously in the leaves, then their least common
ancestor must be a product node. Note that the least common ancestor of Ixi and Ix̄i is guaranteed to exist
because of the tree structure of T . However, this leads to a contradiction of the fact that S is decomposable.
As a result, there is exactly one indicator Ixi for each variable Xi in T . Hence the multiplicative constant
of the monomial admits the form ∏n

i=1 Ixi , which is a product of univariate distributions. More specifically,
it is a product of indicator variables in the case of Boolean input variables.
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We have already shown that T is a tree and only product nodes in T can have multiple children.
It follows that the functional form of fT (x) must be a monomial, and only edge weights that are in T
contribute to the monomial. Combing all the above, we know that fT (x) = ∏(vi ,vi)∈TE

wij ∏N
n=1 Ixn . �

Theorem 9.1.3. τS = Vroot(1 | 1), where Vroot(1 | 1) is the value of the network polynomial of S with
input vector 1 and all edge weights set to be 1.
Theorem 9.1.4. S(x) = ∑τS

t=1 Tt(x), where Tt is the tth unique induced tree of S .

Proof. We prove by induction on the height of S . If the height of S is 2, then depending on the type of the
root node, we have two cases:

1. If the root is a sum node with K children, then there are C1
K = K different subgraphs that satisfy

Def. 9.1.1, which is exactly the value of the network by setting all the indicators and edge weights
from the root to be 1.

2. If the root is a product node then there is only 1 subgraph which is the graph itself. Again, this equals
to the value of S by setting all indicators to be 1.

Assume the theorem is true for SPNs with height ≤ h. Consider an SPN S with height h + 1. Again,
depending on the type of the root node, we need to discuss two cases:

1. If the root is a sum node with K children, where the kth sub-SPN has fSk(1|1) unique induced
trees, then by Def. 9.1.1 the total number of unique induced trees of S is ∑K

k=1 fSk(1|1) = ∑K
k=1 1 ·

fSk(1|1) = fS (1|1).
2. If the root is a product node with K children, then the total number of unique induced trees of S can

then be computed by ∏K
k=1 fSk(1|1) = fS (1|1).

The second part of the theorem follows by using distributive law between multiplication and addition to
combine unique trees that share the same prefix in bottom-up order. �

9.5.2 MLE as Signomial Programming
Proposition 9.2.1. The MLE problem for SPNs is a signomial program.

Proof. Using the definition of Pr(x|w) and Corollary 9.2.1, let τ = fS (1|1), the MLE problem can be
rewritten as

maximizew
fS (x|w)

fS (1|w)
=

∑τ
t=1 ∏N

n=1 I
(t)
xn ∏D

d=1 w
Iwd∈Tt
d

∑τ
t=1 ∏D

d=1 w
Iwd∈Tt
d

subject to w ∈ RD
++

(9.11)

which we claim is equivalent to:

minimizew,z − z

subject to
τ

∑
t=1

z
D

∏
d=1

w
Iwd∈Tt
d −

τ

∑
l=1

N

∏
n=1

I
(t)
xn

D

∏
d=1

w
Iwd∈Tt
d ≤ 0

w ∈ RD
++, z > 0

(9.12)

It is easy to check that both the objective function and constraint function in (9.12) are signomials. To
see the equivalence of (9.11) and (9.12), let p∗ be the optimal value of (9.11) achieved at w∗. Choose
z = p∗ and w = w∗ in (9.12), then −z is also the optimal solution of (9.12) otherwise we can find feasible
(z′, w′) in (9.12) which has −z′ < −z ⇔ z′ > z. Combined with the constraint function in (9.12), we
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have p∗ = z < z′ ≤ fS (x|w′)
fS (1|w′) , which contradicts the optimality of p∗. In the other direction, let z∗, w∗ be

the solution that achieves optimal value of (9.12), then we claim that z∗ is also the optimal value of (9.11),
otherwise there exists a feasible w in (9.11) such that z , fS (x|w)

fS (1|w)
> z∗. Since (w, z) is also feasible in

(9.12) with −z < −z∗, this contradicts the optimality of z∗. �

The transformation from (9.11) to (9.12) does not make the problem any easier to solve. Rather,
it destroys the structure of (9.11), i.e., the objective function of (9.11) is the ratio of two posynomials.
However, the equivalent transformation does reveal some insights about the intrinsic complexity of the
optimization problem, which indicates that it is hard to solve (9.11) efficiently with the guarantee of
achieving a globally optimal solution.

9.5.3 Convergence of CCCP for SPNs

We discussed before that the sequence of function values { f (y(k))} converges to a limiting point. However,
this fact alone does not necessarily indicate that { f (y(k))} converges to f (y∗) where y∗ is a stationary point
of f (·) nor does it imply that the sequence {y(k)} converges as k → ∞. Zangwill’s global convergence
theory (Zangwill, 1969) has been successfully applied to study the convergence properties of many
iterative algorithms frequently used in machine learning, including EM (Wu, 1983), generalized alternating
minimization (Gunawardana and Byrne, 2005) and also CCCP (Lanckriet and Sriperumbudur, 2009). Here
we also apply Zangwill’s theory and combine the analysis from Lanckriet and Sriperumbudur (2009) to
show the following theorem:
Theorem 9.3.1. Let {w(k)}∞

k=1 be any sequence generated using Eq. (9.10) from any positive initial
point, then all the limiting points of {w(k)}∞

k=1 are stationary points of the DCP in (9.2). In addition,
limk→∞ f (y(k)) = f (y∗), where y∗ is some stationary point of (9.2).

Proof. We will use Zangwill’s global convergence theory for iterative algorithms (Zangwill, 1969) to show
the convergence in our case. Before showing the proof, we need to first introduce the notion of “point-to-set
mapping”, where the output of the mapping is defined to be a set. More formally, a point-to-set map Φ
from a set X to Y is defined as Φ : X 7→ P(Y), where P(Y) is the power set of Y . Suppose X and
Y are equipped with the norm ‖ · ‖X and ‖ · ‖Y , respectively. A point-to-set map Φ is said to be closed
at x∗ ∈ X if xk ∈ X , {xk}∞

k=1 → x∗ and yk ∈ Y , {yk}∞
k=1 → y∗, yk ∈ Φ(xk) imply that y∗ ∈ Φ(x∗).

A point-to-set map Φ is said to be closed on S ⊆ X if Φ is closed at every point in S. The concept of
closedness in the point-to-set map setting reduces to continuity if we restrict that the output of Φ to be a set
of singleton for every possible input, i.e., when Φ is a point-to-point mapping.

Theorem 9.5.1 (Global Convergence Theorem (Zangwill, 1969)). Let the sequence {xk}∞
k=1 be generated

by xk+1 ∈ Φ(xk), where Φ(·) is a point-to-set map from X to X . Let a solution set Γ ⊆ X be given, and
suppose that:

1. all points xk are contained in a compact set S ⊆ X .
2. Φ is closed over the complement of Γ.
3. there is a continuous function α on X such that:

(a) if x 6∈ Γ, α(x′) > α(x) for ∀x′ ∈ Φ(x).
(b) if x ∈ Γ, α(x′) ≥ α(x) for ∀x′ ∈ Φ(x).

Then all the limit points of {xk}∞
k=1 are in the solution set Γ and α(xk) converges monotonically to α(x∗)

for some x∗ ∈ Γ.
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Let w ∈ RD
+. Let Φ(w(k−1)) = exp(arg maxy f̂ (y, y(k−1))) and let α(w) = f (log w) = f (y) =

log fS (x| exp(y))− log fS (1| exp(y)). Here we use w and y interchangeably as w = exp(y) or each
component is a one-to-one mapping. Note that since the arg maxy f̂ (y, y(k−1)) given y(k−1) is achievable,
Φ(·) is a well defined point-to-set map for w ∈ RD

+.
Specifically, in our case given w(k−1), at each iteration of Eq. 9.10 we have

w′ij =
wij fvj(1|w)

∑j wij fvj(1|w)
∝ w(k−1)

ij

fvj(x|w(k−1))

fS (x|w(k−1))

∂ fS (x|w(k−1))

∂ fvi(x|w(k−1))

i.e., the point-to-set mapping is given by

Φij(w(k−1)) =
w(k−1)

ij fvj(x|w(k−1)) ∂ fS (x|w(k−1))

∂ fvi (x|w(k−1))

∑j′ w
(k−1)
ij′ fvj′ (x|w(k−1)) ∂ fS (x|w(k−1))

∂ fvi (x|w(k−1))

Let S = [0, 1]D, the D dimensional hyper cube. Then the above update formula indicates that Φ(w(k−1)) ∈
S. Furthermore, if we assume w(1) ∈ S, which can be obtained by local normalization before any update,
we can guarantee that {wk}∞

k=1 ⊆ S, which is a compact set in RD
+.

The solution to maxy f̂ (y, y(k−1)) is not unique. In fact, there are infinitely many solutions to this
nonlinear equations. However, as we define above, Φ(w(k−1)) returns one solution to this convex program
in the D dimensional hyper cube. Hence in our case Φ(·) reduces to a point-to-point map, where the
definition of closedness of a point-to-set map reduces to the notion of continuity of a point-to-point map.
Define Γ = {w∗ | w∗ is a stationary point of α(·)}. Hence we only need to verify the continuity of Φ(w)

when w ∈ S. To show this, we first characterize the functional form of ∂ fS (x|w)
∂ fvi (x|w)

as it is used inside Φ(·).
We claim that for each node vi,

∂ fS (x|w)
∂ fvi (x|w)

is again, a posynomial function of w. A graphical illustration is
given in Fig. 9.5.1 to explain the process. This can also be derived from the sum rules and product rules
used during top-down differentiation. More specifically, if vi is a product node, let vj, j = 1, . . . , J be its
parents in the network, which are assumed to be sum nodes, the differentiation of fS with respect to fvi is

given by ∂ fS (x|w)
∂ fvi (x|w)

= ∑J
j=1

∂ fS (x|w)
∂ fvj (x|w)

∂ fvj (x|w)

∂ fvi (x|w)
. We reach

∂ fS (x|w)

∂ fvi(x|w)
=

J

∑
j=1

wij
∂ fS (x|w)

∂ fvj(x|w)
(9.13)

Similarly, if vi is a sum node and its parents vj, j = 1, . . . , J are assumed to be product nodes, we have

∂ fS (x|w)

∂ fvi (x|w)
=

J

∑
j=1

∂ fS (x|w)

∂ fvj(x|w)

fvj(x|w)

fvi (x|w)
(9.14)

Since vj is a product node and vj is a parent of vi, so the last term in Eq. 9.14 can be equivalently expressed
as

fvj(x|w)

fvi(x|w)
= ∏

h 6=i
fvh(x|w)

where the index is range from all the children of vj except vi. Combining the fact that the partial
differentiation of fS with respect to the root node is 1 and that each fv is a posynomial function, it follows
by induction in top-down order that ∂ fS (x|w)

∂ fvi (x|w)
is also a posynomial function of w.
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We have shown that both the numerator and the denominator of Φ(·) are posynomial functions of w.
Because posynomial functions are continuous functions, in order to show that Φ(·) is also continuous on
S\Γ, we need to guarantee that the denominator is not a degenerate posynomial function, i.e., the denomi-
nator of Φ(w) 6= 0 for all possible input vector x. Recall that Γ = {w∗ |w∗ is a stationary point of α(·)},
hence ∀w ∈ S\Γ, w 6∈ bd S, where bd S is the boundary of the D dimensional hyper cube S. Hence we
have ∀w ∈ S\Γ⇒ w ∈ int S⇒ w > 0 for each component. This immediately leads to fv(x|w) > 0, ∀v.
As a result, Φ(w) is continuous on S\Γ since it is the ratio of two strictly positive posynomial functions.

We now verify the third property in Zangwill’s global convergence theory. At each iteration of CCCP,
we have the following two cases to consider:

1. If w(k−1) 6∈ Γ, i.e., w(k−1) is not a stationary point of α(w), then y(k−1) 6∈ arg maxy f̂ (y, y(k−1)),

so we have α(w(k)) = f (y(k)) ≥ f̂ (y(k), y(k−1)) > f̂ (y(k−1), y(k−1)) = f (y(k−1)) = α(w(k−1)).
2. If w(k−1) ∈ Γ, i.e., w(k−1) is a stationary point of α(w), then y(k−1) ∈ arg maxy f̂ (y, y(k−1)), so

we have α(w(k)) = f (y(k)) ≥ f̂ (y(k), y(k−1)) = f̂ (y(k−1), y(k−1)) = f (y(k−1)) = α(w(k−1)).

By Zangwill’s global convergence theory, we now conclude that all the limit points of {wk}∞
k=1 are in

Γ and α(wk) converges monotonically to α(w∗) for some stationary point w∗ ∈ Γ. �

Remark Technically we need to choose w0 ∈ int S to ensure the continuity of Φ(·). This initial
condition combined with the fact that inside each iteration of CCCP the algorithm only applies positive
multiplicative update and renormalization, ensure that after any finite k steps, wk ∈ intS. Theoretically,
only in the limit it is possible that some components of w∞ may become 0. However in practice, due to the
numerical precision of float numbers on computers, it is possible that after some finite update steps some of
the components in wk become 0. So in practical implementation we recommend to use a small positive
number ε to smooth out such 0 components in wk during the iterations of CCCP. Such smoothing may hurt
the monotonic property of CCCP, but this can only happens when wk is close to w∗ and we can use early
stopping to obtain a solution in the interior of S.

Thm. 9.3.1 only implies that any limiting point of the sequence {wk}∞
k=1({yk}∞

k=1) must be a stationary
point of the log-likelihood function and { f (y)k}∞

k=1 must converge to some f (y∗) where y∗ is a stationary
point. Thm. 9.3.1 does not imply that the sequence {wk}∞

k=1({yk}∞
k=1) is guaranteed to converge. Lanckriet

and Sriperumbudur (2009) studies the convergence property of general CCCP procedure. Under more
strong conditions, i.e., the strict concavity of the surrogate function or that Φ() to be a contraction mapping,
it is possible to show that the sequence {wk}∞

k=1({yk}∞
k=1) also converges. However, none of such

conditions hold in our case. In fact, in general there are infinitely many fixed points of Φ(·), i.e., the
equation Φ(w) = w has infinitely many solutions in S. Also, for a fixed value t, if α(w) = t has at least
one solution, then there are infinitely many solutions. Such properties of SPNs make it generally very
hard to guarantee the convergence of the sequence {wk}∞

k=1({yk}∞
k=1). We give a very simple example

below to illustrate the hardness in SPNs in Fig. 9.5.2. Consider applying the CCCP procedure to learn the
parameters on the SPN given in Fig. 9.5.2 with three instances {(0, 1), (1, 0), (1, 1)}. Then if we choose
the initial parameter w0 such that the weights over the indicator variables are set as shown in Fig. 9.5.2, then
any assignment of (w1, w2, w3) in the probability simplex will be equally optimal in terms of likelihood
on inputs. In this example, there are uncountably infinite equal solutions, which invalidates the finite
solution set requirement given in (Lanckriet and Sriperumbudur, 2009) in order to show the convergence of
{wk}∞

k=1. However, we emphasize that the convergence of the sequence {wk}∞
k=1 is not as important as

the convergence of {α(w)k}∞
k=1 to desired locations on the log-likelihood surface as in practice any w∗

with equally good log-likelihood may suffice for the inference/prediction task.
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It is worth to point out that the above theorem does not imply the convergence of the sequence
{w(k)}∞

k=1. Thm. 9.3.1 only indicates that all the limiting points of {w(k)}∞
k=1, i.e., the limits of subse-

quences of {w(k)}∞
k=1, are stationary points of the DCP in (9.2). We also present a negative example in

Fig. 9.5.2 that invalidates the application of Zangwill’s global convergence theory on the analysis in this
case.

The convergence rate of general CCCP is still an open problem (Lanckriet and Sriperumbudur, 2009).
Salakhutdinov et al. (2002) studied the convergence rate of unconstrained bound optimization algorithms
with differentiable objective functions, of which our problem is a special case. The conclusion is that
depending on the curvature of f1 and f2 (which are functions of the training data), CCCP will exhibit either
a quasi-Newton behavior with superlinear convergence or first-order convergence. We show in experiments
that CCCP normally exhibits a fast, superlinear convergence rate compared with PGD, EG and SMA. Both
CCCP and EM are special cases of a more general framework known as Majorization-Maximization. We
show that in the case of SPNs these two algorithms coincide with each other, i.e., they lead to the same
update formulas despite the fact that they start from totally different perspectives.
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Figure 9.4.1: Negative log-likelihood values versus number of iterations for PGD, EG, SMA and CCCP.166
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Figure 9.5.1: Graphical illustration of ∂ fS (x|w)
∂ fvi (x|w)

. The partial derivative of fS with respect to fvi (in red) is a
posynomial that is a product of edge weights lying on the path from root to vi and network polynomials
from nodes that are children of product nodes on the path (highlighted in blue).
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Figure 9.5.2: A counterexample of SPN over two binary random variables where the weights w1, w2, w3
are symmetric and indistinguishable.
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Appendix

9.A Experiment Details

9.A.1 Methods

We will briefly review the current approach for training SPNs using projected gradient descent (PGD).
Another related approach is to use exponentiated gradient (EG) (Kivinen and Warmuth, 1997) to optimize
(9.11). PGD optimizes the log-likelihood by projecting the intermediate solution back to the positive
orthant after each gradient update. Since the constraint in (9.11) is an open set, we need to manually create
a closed set on which the projection operation can be well defined. One feasible choice is to project on
to RD

ε , {w ∈ RD
++ | wd ≥ ε, ∀d} where ε > 0 is assumed to be very small. To avoid the projection,

one direct solution is to use the exponentiated gradient (EG) method (Kivinen and Warmuth, 1997), which
was first applied in an online setting and latter successfully extended to batch settings when training with
convex models. EG admits a multiplicative update at each iteration and hence avoids the need for projection
in PGD. However, EG is mostly applied in convex setting and it is not clear whether the convergence
guarantee still holds or not in nonconvex setting.

9.A.2 Experimental Setup

Table 9.A.1 shows the detailed running time of PGD, EG, SMA and CCCP on 20 data sets, measured in
seconds.
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Table 9.A.1: Running time of 4 algorithms on 20 data sets, measured in seconds.

Data set PGD EG SMA CCCP
NLTCS 438.35 718.98 458.99 206.10
MSNBC 2720.73 2917.72 8078.41 2008.07
KDD 2k 46388.60 22154.10 27101.50 29541.20
Plants 12595.60 10752.10 7604.09 13049.80
Audio 19647.90 3430.69 12801.70 14307.30
Jester 6099.44 6272.80 4082.65 1931.41
Netflix 29573.10 27931.50 15080.50 8400.20
Accidents 14266.50 3431.82 5776.00 20345.90
Retail 28669.50 7729.89 9866.94 5200.20
Pumsb-star 3115.58 13872.80 4864.72 2377.54
DNA 599.93 199.63 727.56 1380.36
Kosarak 122204.00 112273.00 49120.50 42809.30
MSWeb 136524.00 13478.10 65221.20 45132.30
Book 190398.00 6487.84 69730.50 23076.40
EachMovie 30071.60 32793.60 17751.10 60184.00
WebKB 123088.00 50290.90 44004.50 168142.00
Reuters-52 13092.10 5438.35 20603.70 1194.31
20 Newsgrp 151243.00 96025.80 173921.00 11031.80
BBC 20920.60 18065.00 36952.20 3440.37
Ad 12246.40 2183.08 12346.70 731.48
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Chapter 10

Collapsed Variational Inference

Existing parameter learning approaches for SPNs are largely based on the maximum likelihood principle
and are subject to overfitting compared to more Bayesian approaches. Exact Bayesian posterior inference
for SPNs is computationally intractable. Even approximation techniques such as standard variational
inference and posterior sampling for SPNs are computationally infeasible even for networks of moderate
size due to the large number of local latent variables per instance. In this chapter, we propose a novel
deterministic collapsed variational inference algorithm for SPNs that is computationally efficient, easy to
implement and at the same time allows us to incorporate prior information into the optimization formulation.
Extensive experiments show a significant improvement in accuracy compared with a maximum likelihood
based approach.
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10.1 Introduction

Standard variational Bayes inference is an optimization-based approach to approximate the full posterior
distribution of a probabilistic model (Jordan et al., 1999). It works by constructing and maximizing an
evidence lower bound (ELBO) of the log marginal likelihood function log p(x). Equivalently, one can
minimize the Kullback-Leibler (KL) divergence between the true posterior distribution and the variational
posterior distribution. To review, let Θ = {H, W} represent the set of latent variables in a probabilistic
model (including both the local, H, and the global, W, latent variables) and let X represent the data.
For example, in mixture models such as LDA, H corresponds to the topic assignments of the words and
W corresponds to the topic-word distribution matrix. The joint probability distribution of Θ and X is
p(X, Θ | ααα) where ααα is the set of hyperparameters of the model. Standard VI approximates the true posterior
p(Θ | X, ααα) with a variational distribution q(Θ | βββ) with a set of variational parameters βββ. This reduces an
inference problem into an optimization problem in which the objective function is given by the ELBO:

log p(x | ααα) ≥ Eq[log p(x, Θ|ααα)] + H[q(Θ|βββ)] =: L̂(βββ).

The variational distribution q(Θ | βββ) is typically assumed to be fully factorized, with each variational
parameter βi governing one latent variable θi. The variational parameters are then optimized to maximize
the ELBO, and the optimal variational posterior will be used as a surrogate to the true posterior distribution
p(Θ | X, ααα). It is worth noting that in standard VI the number of variational parameters is linearly
proportional to the number of latent variables, including both the global and local latent variables.

10.1.1 Motivation

Standard VI methods are computationally infeasible for SPNs due to the large number of local latent
variables for each training instance, as shown in Fig. 10.1.1. Let W denote the set of global latent variables
(model parameters) and Hd denote the set of local latent variables, where d indexes over the training
instances. In standard VI we need to maintain a set of variational parameters for each of the latent variables,
i.e., W and {Hd}D

d=1. In the case of SPNs, the number of local latent variables is exactly the number
of internal sum nodes in the network, which can be linearly proportional to the size of the network,
|S|. Together with the global latent variables, this leads to a total number of O(D|S|+ |S|) variational
parameters to be maintained in standard VI. As we will see in the experiments, this is prohibitively
expensive for SPNs that range from tens of thousands to millions of nodes.

To deal with the expensive computation and storage in standard VI, we develop CVB-SPN, a collapsed
variational algorithm, which, instead of assuming independence among the local latent variables, models the
dependence among them in an exact fashion. More specifically, we marginalize all the local latent variables
out of the joint posterior distribution and maintain a marginal posterior distribution over the global latent
variables directly. This approach would not be an option for many graphical models, but as we will see later,
we can take advantage of fast exact inference in SPNs. On the other hand, we still variationally approximate
the posterior distribution of the global variables (model parameters) using a mean-field approach. Note this
basic assumption made in CVB-SPN is different from typical collapsed variational approaches developed
for LDA and HDP (Teh et al., 2006, 2007), where global latent variables are integrated out and local
latent variables are assumed to be mutually independent. As a result, CVB-SPN models the marginal
posterior distribution over global latent variables only and hence the number of variational parameters to be
optimized is O(|S|) compared with O(D|S|) in the standard case.

Intuitively, this is not an unreasonable assumption to make since compared with local latent variables,
the global latent variables in Fig. 10.1.1 are further away from the influence of observations of X and they
are mutually independent a priori. Besides the computational consideration, another motivation to collapse
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W1 W2 W3 · · · Wm

H1 H2 H3 · · · Hm

X1 X2 X3 · · · Xn

D

Figure 10.1.1: Graphical model representation of SPN S . The box is a plate that represents replication
over D training instances. m = O(|S|) corresponds to the number of sum nodes and n is the number of
observable variables in S . Typically, m� n. W, H, X correspond to global latent variables, local latent
variables and observable variables, respectively.

out the local latent variables is that no interpretation associated with the local latent variables in an SPN
has so far proven to be useful in practice. Unlike other mixture models such as LDA, where local latent
variables correspond to topic assignment of words, the sum nodes in SPNs do not share typical statistical
interpretations that may be useful in real-world applications.

CVB-SPN makes fewer assumptions about the independence among random variables and has fewer
variational variables to be optimized, but to achieve these benefits, we must overcome the following
difficulties: the cost of exact marginalization over local latent variables and the non-conjugacy between
the prior distribution and the likelihood function introduced by the marginalization. The first problem is
elegantly handled by the property of SPN that exact inference over X is always tractable. In what follows
we proceed to derive the CVB-SPN algorithm that efficiently solves the second problem.

10.2 Collapsed Variational Inference

Throughout the derivation we will assume that the weights wkj associated with a sum node k are locally
normalized, i.e., ∑j∈Ch(k) wkj = 1, ∀k. This can be achieved by a bottom-up pass of the network in time
O(|S|) without changing the joint probability distribution over X; see Peharz et al. (2015) and Zhao
et al. (2015b) for more details. For SPNs with locally normalized weights w, it can be verified that
Vroot(1 | w) = 1, hence the marginal likelihood function p(x | w) that marginalizes out local latent
variables h is given by Vroot(x | w).

Since the weights associated with each sum node k are locally normalized, we can interpret each sum
node as a multinomial random variable with one possible value for each child of the sum node. It follows
that we can specify a Dirichlet prior Dir(wk | αk) for each sum node k. Since all the global latent variables
are d-separated before we get the observation x, a prior distribution over all the weights can be factorized
as:

p(w | ααα) =
m

∏
k=1

p(wk | αk) =
m

∏
k=1

Dir(wk | αk). (10.1)
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The true posterior distribution after a sequence of observations {xd}D
d=1 is:

p(w | {xd}D
d=1, ααα) ∝ p(w | ααα)

D

∏
d=1

Vroot(xd | w) =
m

∏
k=1

Dir(wk | αk)
D

∏
d=1

τS

∑
t=1

∏
(k,j)∈TtE

wkj

n

∏
i=1

pt(xdi).

(10.2)
Intuitively, Eq. (10.2) indicates that the true posterior distribution of the model parameters is a mixture
model where the number of components scales as τD

S and each component is a product of m Dirichlets,
one for each sum node. Here τS corresponds to the number of induced trees in S (cf. Thm. 9.1.4). For
discrete SPNs the leaf univariate distributions are simply point mass distributions, i.e., indicator variables.
For continuous distributions such as Gaussians, we also need to specify the priors for the parameters of
those leaf distributions, but the analysis goes the same as the discrete case. Eq. (10.2) is intractable to
compute exactly, hence we resort to collapsed variational inference. To simplify notation, we will assume
that there is only one instance in the data set, i.e., D = 1. Extension of the following derivation to multiple
training instances is straightforward. Consider the log marginal probability over observable variables that
upper bounds the new ELBO L(βββ):

log p(x | ααα) ≥ Eq(w|βββ)[log p(x, w | ααα)] + H[q(w | βββ)] (10.3)

= Eq(w|βββ)[log ∑
h

p(x, h, w | ααα)] + H[q(w | βββ)]

=: L(βββ),

where q(w | βββ) = ∏m
k=1 Dir(wk | βk) is the factorized variational distribution over w to approximate the

true marginal posterior distribution p(w | x, ααα) = ∑h p(w, h | x, ααα). Note that here we are using q(w) as
opposed to q(w)q(h) in standard VI. We argue that L(βββ) gives us a better lower bound to optimize than
the one given by standard VI. To see this, let L̂(βββ) be the ELBO given by standard VI, i.e.,

L̂(βββ) = Eq(w)q(h)[log p(x, w, h|ααα)] + H[q(w)q(h)],

we have:

L(βββ) = Eq(w)[log p(x, w | ααα)] + H[q(w)]

= Eq(w)

[
Ep(h|w,x,ααα)[log

p(h, w, x | ααα)
p(h | w, x, ααα)

]

]
+ H[q(w)]

= max
q(h|w)

Eq(w)

[
Eq(h|w)[log

p(h, w, x | ααα)
q(h | w)

]

]
+ H[q(w)]

≥ max
q(h)

Eq(w)

[
Eq(h)[log

p(h, w, x | ααα)
q(h)

]

]
+ H[q(w)]

≥ Eq(w)q(h)[log p(x, w, h | ααα)] + H[q(w)q(h)]

= L̂(βββ).

The first equality holds by the definition of L(βββ) and the second equality holds since log p(x, w | ααα) =
log p(h,w,x|ααα)

p(h|w,x,ααα) is constant w.r.t. Ep(h|w,x,ααα)[·]. The third equality holds because the inner expectation is the
maximum that can be achieved by the negative KL divergence between the approximate posterior q(h|w)
and the true posterior p(h|w, x, ααα). The inequality in the fourth line is due to the fact that the maximization
over q(h | w) is free of constraint hence the optimal posterior is given by the true conditional posterior
q∗(h | w) = p(h | w, x, ααα), while the maximization over q(h) in the fourth line needs to satisfy the

174



independence assumption made in standard VI, i.e., q(h | w) = q(h). Combining the inequality above
with (10.3), we have

log p(x | ααα) ≥ L(βββ) ≥ L̂(βββ), (10.4)

which shows that the ELBO given by the collapsed variational inference is a better lower bound than the
one given by standard VI. This conclusion is also consistent with the one obtained in collapsed variational
inference for LDA and HDP (Teh et al., 2006, 2007) where the authors collapsed out the global latent
variables instead of the local latent variables. It is straightforward to verify that the difference between
log p(x | ααα) and L(βββ) is given by KL(q(w | βββ) ‖ p(w | x, ααα)), i.e., the KL-divergence between the
variational marginal posterior and the exact marginal posterior distribution. Substituting q(w | βββ) into the
KL-divergence objective and simplifying it, we reach the following optimization objective:

minimize
βββ

KL(q(w | βββ) ‖ p(w | ααα))−Eq(w|βββ)[log p(x | w)], (10.5)

where the first part can be interpreted as a regularization term that penalizes a variational posterior that is
too far away from the prior, and the second part is a data-fitting term that requires the variational posterior
to have a good fit to the training data set. The first part in ((10.5)) can be efficiently computed due to the
factorization assumption of both the prior and the variational posterior. However, the second part does not
admit an analytic form because after we marginalize out all the local latent variables, q(w | βββ) is no longer
conjugate to the likelihood function p(x|w) = Vroot(x | w). We address this problem in the next section.

10.3 Upper Bound by Logarithmic Transformation

The hardness of computing Eq(w|βββ)[log p(x | w)] makes the direct optimization of (10.5) infeasible in
practice. While nonconjugate inference with little analytic work is possible with recent innovations (Blei
et al., 2012; Kingma and Welling, 2013; Mnih and Gregor, 2014; Ranganath et al., 2014; Titsias and
Lázaro-Gredilla, 2014; Titsias, 2015), they fail to make use of a key analytic property of SPNs, i.e., easy
marginalization, that allows for the optimal variational distributions of local variables to be used. In this
section we show how to use a logarithmic transformation trick to develop an upper bound of the objective
in (10.5) which leads to the efficient CVB-SPN algorithm.

The key observation is that the likelihood of w is a posynomial function (Boyd et al., 2007). To see this,
as shown in Thm. 9.1.4, we have p(x | w) = ∑τS

t=1 ∏(k,j)∈TtE
wkj ∏n

i=1 pt(Xi = xi). The product term
with respect to x, ∏n

i=1 pt(Xi = xi), is guaranteed to be nonnegative and can be treated as a constant w.r.t.
w. Hence each component in p(x | w), in terms of w, is a monomial function with positive multiplicative
constant, and it follows that p(x | w) is a posynomial function of w. A natural implication of this
observation is that we can do a change of variables transformation to w such that log p(x | w) becomes a
convex function in terms of the transformed variables. More specifically, let w′ = log w, where log(·) is
taken elementwise. The log likelihood, now expressed in terms of w′, is

log p(x | w) = log

 τS

∑
t=1

∏
(k,j)∈TtE

wkj

n

∏
i=1

pt(Xi = xi)


= log

 τS

∑
t=1

exp

ct + ∑
(k,j)∈TtE

w′kj


=: log p(x | w′), (10.6)
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where ct is defined as ct = log ∏n
i=1 pt(Xi = xi). For each unique tree Tt, ct + ∑(k,j)∈TtE

w′kj is an affine
function of w′. Since the log-sum-exp function is convex in its argument, log p(x | w′) is convex in w′.
Such a change of variables trick is frequently applied in the geometric programming literature to transform
a non-convex posynomial optimization problem into a convex programming problem (Boyd et al., 2007;
Chiang, 2005).

The convexity of log p(x | w′) helps us to develop a lower bound of Eq(w|βββ)[log p(x | w)] that is
efficient to compute. Let q′(w′) be the corresponding variational distribution over w′ induced from q(w)
by the bijective transformation between w and w′. We have

Eq(w)[log p(x | w)] =
∫

q(w) log p(x | w) dw

=
∫

q′(w′) log p(x | w′) dw′

≥ log p(x | Eq′(w′)[w
′]),

where log p(x | Eq′(w′)[w′]) means the log-likelihood of x with the edge weights set to be exp(Eq′(w′)[w′])).

Since q(w) = ∏m
k=1 Dir(wk|βk) is a product of Dirichlets, we can compute the weight exp

(
Eq′(w′)[w′kj]

)
for each edge (k, j) as

Eq′(w′)[w
′
kj] =

∫
q′(w′)w′kj dw′ =

∫
q′(w′k)w

′
kj dw′k

=
∫

q(wk) log wkj dwk = ψ(βkj)− ψ(∑
j′

βkj′),

where ψ(·) is the digamma function. The equation above then implies the new edge weight can be computed
by

exp
(

Eq′(w′)[w
′
kj]
)
= exp

(
ψ(βkj)− ψ(∑

j′
βkj′)

)
≈ βkj − 1

2

∑j′ βkj′ − 1
2

, (10.7)

where the approximation is by exp(ψ(x)) ≈ x− 1
2 when x > 1. Note that the mean of the variational

posterior is given by w̄kj = Eq(w)[wkj] = βkj/ ∑j′ βkj′ , which is close to exp
(

Eq′(w′)[w′kj]
)

when

βkj > 1. Roughly speaking, this shows that the lower bound we obtained for Eq(w)[log p(x | w)] by
utilizing the logarithmic transformation is trying to optimize the variational parameters βββ such that the
variational posterior mean has a good fit to the training data. This is exactly what we hope for since at
the end we need to use the variational posterior mean as a Bayesian estimator of our model parameter.
Combining all the analysis above, we formulate the following objective function to be minimized that is an
upper bound of the objective function given in (10.5):

KL(q(w | βββ) ‖ p(w | ααα))− log p(x | Eq′(w′|βββ)[w
′]). (10.8)

Note that we will use the approximation given by Eq. (10.7) in the above optimization formulation and in
Alg. 3. This is a non-convex optimization problem due to the digamma function involved. Nevertheless we
can still achieve a local optimum with projected gradient descent in the experiments. We summarize our
algorithm, CVB-SPN, in Alg. 3. For each instance, the gradient of the objective function in (10.8) with
respect to βββ can be computed by a bottom-up and top-down pass of the network in time O(|S|). Please
refer to (Peharz et al., 2016; Zhao et al., 2016b) for more details.
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Algorithm 3 CVB-SPN

Input: Initial βββ, prior hyperparameter ααα, training instances {xd}D
d=1.

Output: Locally optimal βββ∗.
1: while not converged do
2: Update w = exp(Eq′(w′|βββ)[w′]) with Eq. (10.7).
3: Set ∇βββ = 0.
4: for d = 1 to D do
5: Bottom-up evaluation of log p(xd|w).
6: Top-down differentiation of ∂

∂w log p(xd|w).
7: Update ∇βββ based on xd.
8: end for
9: Update ∇βββ based on KL(q(w|βββ) ‖ p(w|ααα)).

10: Update βββ with projected GD.
11: end while

Parallel and Stochastic Variants Note that Alg. 3 is easily parallelizable by splitting training instances
in the loop (Line 4–Line 8) across threads. It can also be extended to the stochastic setting where at each
round we sample one instance or a mini-batch of instances {xik}s

k=1 (s is the size of the mini-batch) from
the training set. The stochastic formulation will be helpful when the size of the full training data set is too
large to be stored in the main memory as a whole, or when the training instances are streaming so that at
each time we only have access to one instance (Hoffman et al., 2013).

10.4 Experiments

10.4.1 Experimental Setting

We conduct experiments on a set of 20 benchmark data sets to compare the performance of the proposed
collapsed variational inference method with maximum likelihood estimation (Gens and Domingos, 2012).
The 20 real-world data sets used in the experiments have been widely used (Rooshenas and Lowd, 2014) to
assess the modeling performance of SPNs. All the features are binary. The 20 data sets also cover both
low dimensional and high dimensional statistical estimation, hence, they enable a thorough experimental
comparison. Detailed information about each data set as well as the SPN models is shown in Table 10.4.1.
All the SPNs are built using LearnSPN (Gens and Domingos, 2013).

We evaluate and compare the performance of CVB-SPN with other parameter learning algorithms in
both the batch and online learning settings. For a baseline, we compare to the state-of-the-art parameter
learning algorithm for SPNs where the algorithm optimizes the training set log-likelihood directly in order
to find a maximum likelihood estimator, which we will denote as MLE-SPN. We compare CVB-SPN and
MLE-SPN in both batch and online cases. To have a fair comparison, we apply the same optimization
method, i.e., projected gradient descent, to optimize the objective functions in CVB-SPN and MLE-SPN.
CVB-SPN optimizes over the variational parameters of the posterior distribution based on (3.5) while
MLE-SPN optimizes directly over the model parameters to maximize the log-likelihood of the training
set. Since the optimization variables are constrained to be positive in both CVB-SPN and MLE-SPN, we
need to project the parameters back onto the positive orthant after every iteration. We fix the projection
margin ε to 0.01, i.e., w = max{w, 0.01} to avoid numerical issues. We implement both methods with
backtracking line search to automatically adjust the learning rate at each iteration. In all experiments,
the maximum number of iterations is fixed to 50 for both methods. We discard the model parameters
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Table 10.4.1: Statistics of data sets and models. n is the number of observable random variables modeled
by the network, |S| is the size of the network and p is the number of parameters to be estimated. n× D/p
means the ratio of training instances times the number of variables to the number of parameters.

Data set n |S| p Train Valid Test n× D/p
NLTCS 16 13,733 1,716 16,181 2,157 3,236 150.871
MSNBC 17 54,839 24,452 291,326 38,843 58,265 202.541
KDD 2k 64 48,279 14,292 180,092 19,907 34,955 806.457
Plants 69 132,959 58,853 17,412 2,321 3,482 20.414
Audio 100 739,525 196,103 15,000 2,000 3,000 7.649
Jester 100 314,013 180,750 9,000 1,000 4,116 4.979
Netflix 100 161,655 51,601 15,000 2,000 3,000 29.069
Accidents 111 204,501 74,804 12,758 1,700 2,551 18.931
Retail 135 56,931 22,113 22,041 2,938 4,408 134.560
Pumsb-star 163 140,339 63,173 12,262 1,635 2,452 31.638
DNA 180 108,021 52,121 1,600 400 1,186 5.526
Kosarak 190 203,321 53,204 33,375 4,450 6,675 119.187
MSWeb 294 68,853 20,346 29,441 3,270 5,000 425.423
Book 500 190,625 41,122 8,700 1,159 1,739 105.783
EachMovie 500 522,753 188,387 4,524 1,002 591 12.007
WebKB 839 1,439,751 879,893 2,803 558 838 2.673
Reuters-52 889 2,210,325 1,453,390 6,532 1,028 1,540 3.995
20 Newsgrp 910 14,561,965 8,295,407 11,293 3,764 3,764 1.239
BBC 1058 1,879,921 1,222,536 1,670 225 330 1.445
Ad 1556 4,133,421 1,380,676 2,461 327 491 2.774

returned by LearnSPN and use random weights as initial model parameters. CVB-SPN is more flexible to
incorporate those model weights returned by LearnSPN as the hyperparameters for prior distributions. In
the experiments we multiply the weights returned by LearnSPN by a positive scalar and treat them as the
hyperparameters of the prior Dirichlet distributions. This is slightly better than using randomly initialized
priors, but the differences are negligible on most data sets. MLE-SPN can also incorporate the model
weights returned by LearnSPN by treating them as the hyperparameters of fixed prior Dirichlets. This
corresponds to an MAP formulation. However in practice we find the MAP formulation performs no better
than MLE-SPN, and on small data sets, MAP-SPN gives consistently worse results than MLE-SPN; so, we
report only results for MLE-SPN. For both MLE-SPN and CVB-SPN we use a held-out validation set to
pick the best solution during the optimization process. We report average log-likelihood on each data set
for each method.

Both CVB-SPN and MLE-SPN are easily extended to the online setting where training instances are
coming in a streaming fashion. In this case we also compare CVB-SPN and MLE-SPN to an online
Bayesian moment matching method (OBMM) (Rashwan et al., 2016a) that is designed for learning SPNs.
OBMM is a purely online algorithm in the sense that it can only process one instance in each update
in order to avoid the exponential blow-up in the number of mixture components. OBMM constructs an
approximate posterior distribution after seeing each instance by matching the first and second moments
of the approximate posterior to the exact posterior. In this experiment, we compare both CVB-SPN
(OCVB-SPN) and MLE-SPN (OMLE-SPN) to OBMM where only one pass over the training set is allowed
for learning and at each round only one instance is available to each of the algorithms.
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Table 10.4.2: Average log-likelihoods on test data. Highest average log-likelihoods are highlighted in bold.
↑ / ↓ are used to represent statistically better/worse results than (O)CVB-SPN respectively.

Data set MLE-SPN CVB-SPN OBMM OMLE-SPN OCVB-SPN
NLTCS ↓ -6.44 -6.08 ↑-6.07 ↓-7.78 -6.12
MSNBC ↓-7.02 -6.29 -6.35 ↓-6.94 -6.34
KDD 2k ↓-4.24 -2.14 -2.14 ↓-27.99 -2.16
Plants ↓-28.78 -12.86 ↑-15.14 ↓-30.23 -16.03
Audio ↓-46.42 -40.36 ↓-40.70 ↓-48.90 -40.58
Jester ↓-59.55 -54.26 -53.86 ↓-63.67 -53.84
Netflix ↓-64.88 -60.69 -57.99 ↓-65.72 -57.96
Accidents ↓-50.14 -29.55 ↓-42.66 ↓-58.63 -38.07
Retail ↓-15.53 -10.91 ↓-11.42 ↓-82.42 -11.31
Pumsb-star ↓-80.61 -25.93 ↓-45.27 ↓-80.19 -37.05
DNA ↓-102.62 -86.73 ↓-99.61 ↓-96.84 -91.52
Kosarak ↓-47.16 -10.70 -11.22 ↓-111.95 -11.12
MSWeb ↓-19.69 -9.89 ↓-11.33 ↓-140.86 -10.73
Book ↓-88.16 -34.44 ↓-35.55 ↓-299.02 -34.77
EachMovie ↓-97.15 -52.63 ↑-59.50 ↓-284.92 -64.75
WebKB ↓-199.15 -161.46 ↑-165.57 ↓-413.94 -169.31
Reuters-52 ↓-218.97 -85.45 -108.01 ↓-513.97 -108.04
20 Newsgrp ↓-260.69 -155.61 ↓-158.01 ↓-728.11 -156.63
BBC ↓-372.45 -251.23 ↓-275.43 ↓-517.36 -272.56
Ad ↓-311.87 -19.00 ↓-63.81 ↓-572.01 -57.56

10.4.2 Results

All experiments are run on a server with Intel Xeon CPU E5 2.00GHz. The running time ranges from 2
min to around 5 days depending on the size of the data set and the size of the network. All algorithms
have roughly the same running time on the same data set as they scale linearly in the size of the training
set and the size of the network. Table 10.4.2 shows the average joint log-likelihood scores of different
parameter learning algorithms on 20 data sets. For each configuration, we use bold numbers to highlight
the best score among the offline methods and among the online methods. We also use ↑ / ↓ to indicate
whether the competitor methods achieve statistically significant better/worse results than CVB-SPN on the
corresponding test data set under the Wilcoxon signed-rank test (Wilcoxon, 1950) with p-value ≤ 0.05.
In the batch learning experiment, CVB-SPN consistently dominates MLE-SPN on every data set with a
large margin. The same results can be observed in the online learning scenarios: both OCVB-SPN and
OBMM significantly outperform OMLE-SPN on all the 20 experiments. These experiments demonstrate
the effectiveness and robustness of Bayesian inference methods in parameter estimation on large graphical
models like SPNs. In the online learning scenario, OCVB-SPN beats OBMM on 14 out of the 20 data sets,
and achieves statistically better results on 10 out of the 14. On the other hand, OBMM obtains statistically
better results than OCVB-SPN on 4 of the data sets. This is partly due to the fact that OCVB-SPN explicitly
optimizes over an objective function that includes the evaluation of the variational posterior mean on the
likelihood function, while OBMM only tries to match the first and second moments of the distribution after
each update.
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10.5 Conclusion

We develop a collapsed variational inference method, CVB-SPN, to learn the parameters of SPNs. CVB-
SPN directly maintains a variational posterior distribution over the global latent variables by marginalizing
out all the local latent variables. As a result, CVB-SPN is more memory efficient than standard VI. We also
show that the collapsed ELBO in CVB-SPN is a better lower bound than the standard ELBO. We construct
a logarithmic transformation trick to avoid the intractable computation of a high-dimensional expectation.
We conduct experiments on 20 data sets to compare the proposed algorithm with state-of-the-art learning
algorithms in both batch and online settings. The results demonstrate the effectiveness of CVB-SPN in
both cases.
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Chapter 11

Linear Time Computation of Moments

Bayesian online algorithms for Sum-Product Networks (SPNs) need to update their posterior distribution
after seeing one single additional instance. To do so, they must compute moments of the model parameters
under this distribution. The best existing method for computing such moments scales quadratically in
the size of the SPN, although it scales linearly for trees. This unfortunate scaling makes Bayesian online
algorithms prohibitively expensive, except for small or tree-structured SPNs. In this chapter we propose an
optimal linear-time algorithm that works even when the SPN is a general directed acyclic graph (DAG),
which significantly broadens the applicability of Bayesian online algorithms for SPNs. There are three key
ingredients in the design and analysis of our algorithm:

1. For each edge in the graph, we construct a linear time reduction from the moment computation
problem to a joint inference problem in SPNs.

2. Using the property that each SPN computes a multilinear polynomial, we give an efficient proce-
dure for polynomial evaluation by differentiation without expanding the network that may contain
exponentially many monomials.

3. We propose a dynamic programming method to further reduce the computation of the moments of
all the edges in the graph from quadratic to linear.

We demonstrate the usefulness of our linear time algorithm by applying it to develop a linear time assume
density filter (ADF) for SPNs.
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11.1 Exact Posterior Has Exponentially Many Modes

Let m be the number of sum nodes in S . Suppose we are given a fully factorized prior distribution
p0(w | ααα) = ∏m

k=1 p0(wk | αk) over w. It is worth pointing out the fully factorized prior distribution
is well justified by the bipartite graph structure of the equivalent BN constructed from the SPN. We are
interested in computing the moments of the posterior distribution after we receive one observation from
the world. Essentially, this is the Bayesian online learning setting where we update the belief about the
distribution of model parameters as we observe data from the world sequentially. Note that wk corresponds
to the weight vector associated with sum node k, so wk is a vector that satisfies wk > 0 and 1Twk = 1. Let
us assume that the prior distribution for each wk is Dirichlet, i.e.,

p0(w | ααα) =
m

∏
k=1

Dir(wk | αk) =
m

∏
k=1

Γ(∑j αk,j)

∏j Γ(αk,j)
∏

j
w

αk,j−1
k,j

After observing one instance x, we have the exact posterior distribution to be: p(w | x) = p0(w; ααα)p(x |
w)/p(x). Let Zx , p(x) and realize that the network polynomial also computes the likelihood p(x | w).
Plugging the expression for the prior distribution as well as the network polynomial into the above Bayes
formula, we have:

p(w | x) =
1

Zx

τS

∑
t=1

m

∏
k=1

Dir(wk | αk) ∏
(k,j)∈TtE

wk,j

n

∏
i=1

pt(xi)

Since Dirichlet is a conjugate distribution to the multinomial, each term in the summation is an updated
Dirichlet with a multiplicative constant. So, the above equation suggests that the exact posterior distribution
becomes a mixture of τS Dirichlets after one observation. In a data set of D instances, the exact posterior
will become a mixture of τD

S components, which is intractable to maintain since τS = Ω(2H(S)).
The hardness of maintaining the exact posterior distribution appeals for an approximate scheme where

we can sequentially update our belief about the distribution while at the same time efficiently maintain
the approximation. Assumed density filtering (Sorenson and Stubberud, 1968) is such a framework: the
algorithm chooses an approximate distribution from a tractable family of distributions after observing each
instance. A typical choice is to match the moments of an approximation to the exact posterior.

11.2 The Hardness of Computing Moments

In order to find an approximate distribution to match the moments of the exact posterior, we need to be able
to compute those moments under the exact posterior. This is not a problem for traditional mixture models
including mixture of Gaussians, latent Dirichlet allocation, etc., since the number of mixture components in
those models are assumed to be small constants. However, this is not the case for SPNs, where the effective
number of mixture components is τS = Ω(2H(S)), which also depends on the input network S .

To simplify the notation, for each t ∈ [τS ], we define ct := ∏n
i=1 pt(xi)

1 and

ut :=
∫

w
p0(w) ∏

(k,j)∈TtE

wk,j dw.

That is, ct corresponds to the product of leaf distributions in the tth induced tree Tt, and ut is the moment
of ∏(k,j)∈TtE

wk,j, i.e., the product of tree edges, under the prior distribution p0(w). Realizing that the

1For ease of notation, we omit the explicit dependency of ct on the instance x .
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posterior distribution needs to satisfy the normalization constraint, we have:

τS

∑
t=1

ct

∫
w

p0(w) ∏
(k,j)∈TtE

wk,j dw =
τS

∑
t=1

ctut = Zx (11.1)

Note that the prior distribution for a sum node is a Dirichlet distribution. In this case we can compute a
closed form expression for ut as:

ut = ∏
(k,j)∈TtE

∫
wk

p0(wk)wk,j dwk = ∏
(k,j)∈TtE

Ep0(wk)[wk,j] = ∏
(k,j)∈TtE

αk,j

∑j′ αk,j′
(11.2)

More generally, let f (·) be a function applied to each edge weight in an SPN. We use the notation
Mp( f ) to mean the moment of function f evaluated under distribution p. We are interested in computing
Mp( f ) where p = p(w | x), which we call the one-step update posterior distribution. More specifically,
for each edge weight wk,j, we would like to compute the following quantity:

Mp( f (wk,j)) =
∫

w
f (wk,j)p(w | x) dw =

1
Zx

τS

∑
t=1

ct

∫
w

p0(w) f (wk,j) ∏
(k′,j′)∈TtE

wk′,j′ dw (11.3)

We note that (11.3) is not trivial to compute as it involves τS = Ω(2H(S)) terms. Furthermore, in order to
conduct moment matching, we need to compute the above moment for each edge (k, j) from a sum node. A
naive computation will lead to a total time complexity Ω(|S| · 2H(S)). A linear time algorithm to compute
these moments has been designed by Rashwan et al. (2016b) when the underlying structure of S is a tree.
This algorithm recursively computes the moments in a top-down fashion along the tree. However, this
algorithm breaks down when the graph is a DAG.

In what follows we will present a O(|S|) time and space algorithm that is able to compute all the
moments simultaneously for general SPNs with DAG structures. We will first show a linear time reduction
from the moment computation in (11.3) to a joint inference problem in S , and then proceed to use the
differential trick to efficiently compute (11.3) for each edge in the graph. The final component will be
a dynamic program to simultaneously compute (11.3) for all edges wk,j in the graph by trading constant
factors of space complexity to reduce time complexity.

11.3 Linear Time Reduction from Moment Computation to Joint Infer-
ence

Let us first compute (11.3) for a fixed edge (k, j). Our strategy is to partition all the induced trees based
on whether they contain the tree edge (k, j) or not. Define TF = {Tt | (k, j) 6∈ Tt, t ∈ [τS ]} and
TT = {Tt | (k, j) ∈ Tt, t ∈ [τS ]}. In other words, TF corresponds to the set of trees that do not contain
edge (k, j) and TT corresponds to the set of trees that contain edge (k, j). Then,

Mp( f (wk,j)) =
1

Zx
∑
Tt∈TT

ct

∫
w

p0(w) f (wk,j) ∏
(k′,j′)∈TtE

wk′,j′ dw

+
1

Zx
∑
Tt∈TF

ct

∫
w

p0(w) f (wk,j) ∏
(k′,j′)∈TtE

wk′,j′ dw (11.4)
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For the induced trees that contain edge (k, j), we have

1
Zx

∑
Tt∈TT

ct

∫
w

p0(w) f (wk,j) ∏
(k′,j′)∈TtE

wk′,j′ dw =
1

Zx
∑
Tt∈TT

ctut Mp′0,k
( f (wk,j)) (11.5)

where p′0,k is the one-step update posterior Dirichlet distribution for sum node k after absorbing the term
wk,j. Similarly, for the induced trees that do not contain the edge (k, j):

1
Zx

∑
Tt∈TF

ct

∫
w

p0(w) f (wk,j) ∏
(k′,j′)∈TtE

wk′,j′ dw =
1

Zx
∑
Tt∈TF

ctut Mp0,k( f (wk,j)) (11.6)

where p0,k is the prior Dirichlet distribution for sum node k. The above equation holds by changing the
order of integration and realize that since (k, j) is not in tree Tt, ∏(k′,j′)∈TtE

wk′,j′ does not contain the term
wk,j. Note that both Mp0,k( f (wk,j)) and Mp′0,k

( f (wk,j)) are independent of specific induced trees, so we
can combine the above two parts to express Mp( f (wk,j)) as:

Mp( f (wk,j)) =

(
1

Zx
∑
Tt∈TF

ctut

)
Mp0,k( f (wk,j)) +

(
1

Zx
∑
Tt∈TT

ctut

)
Mp′0,k

( f (wk,j)) (11.7)

From (11.1) we have

1
Zx

τS

∑
t=1

ctut = 1 and
τS

∑
t=1

ctut = ∑
Tt∈TT

ctut + ∑
Tt∈TF

ctut

This implies that Mp( f ) is in fact a convex combination of Mp0,k( f ) and Mp′0,k
( f ). In other words, since

both Mp0,k( f ) and Mp′0,k
( f ) can be computed in closed form for each edge (k, j), so in order to compute

(11.3), we only need to be able to compute the two coefficients efficiently. Recall that for each induced
tree Tt, we have the expression of ut as ut = ∏(k,j)∈TtE

αk,j/ ∑j′ αk,j′ . So the term ∑τS
t=1 ctut can thus be

expressed as:
τS

∑
t=1

ctut =
τS

∑
t=1

∏
(k,j)∈TtE

αk,j

∑j′ αk,j′

n

∏
i=1

pt(xi) (11.8)

The key observation that allows us to find the linear time reduction lies in the fact that (11.8) shares exactly
the same functional form as the network polynomial, with the only difference being the specification of
edge weights in the network. The following lemma formalizes our argument.
Lemma 11.3.1. ∑τS

t=1 ctut can be computed in O(|S|) time and space in a bottom-up evaluation of S .

Proof. Compare the form of (11.8) to the network polynomial:

p(x | w) = Vroot(x | w) =
τS

∑
t=1

∏
(k,j)∈TtE

wk,j

n

∏
i=1

pt(xi) (11.9)

Clearly (11.8) and (11.9) share the same functional form and the only difference lies in that the edge weight
used in (11.8) is given by αk,j/ ∑j′ αk,j′ while the edge weight used in (11.9) is given by wk,j, both of which
are constrained to be positive and locally normalized. This means that in order to compute the value of
(11.8), we can replace all the edge weights wk,j with αk,j/ ∑j′ αk,j′ , and a bottom-up pass evaluation of S
will give us the desired result at the root of the network. The linear time and space complexity then follows
from the linear time and space inference complexity of SPNs. �

In other words, we reduce the original moment computation problem for edge (k, j) to a joint inference
problem in S with a set of weights determined by ααα.
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11.4 Efficient Polynomial Evaluation by Differentiation

To evaluate (11.7), we also need to compute ∑Tt∈TT
ctut efficiently, where the sum is over a subset of

induced trees that contain edge (k, j). Again, due to the exponential lower bound on the number of unique
induced trees, a brute force computation is infeasible in the worst case. The key observation is that we can
use the differential trick to solve this problem by realizing the fact that Zx = ∑τS

t=1 ctut is a multilinear
function in αk,j/ ∑j′ αk,j′ , ∀k, j and it has a tractable circuit representation since it shares the same network
structure with S .
Lemma 11.4.1. ∑Tt∈TT

ctut = wk,j
(
∂ ∑τS

t=1 ctut/∂wk,j
)
, and it can be computed in O(|S|) time and

space in a top-down differentiation of S .

Proof. Define wk,j , αk,j/ ∑j′ αk,j′ , then

∑
Tt∈TT

ctut = ∑
Tt∈TT

∏
(k′,j′)∈TtE

wk′,j′
n

∏
i=1

pt(xi)

= wk,j ∑
Tt∈TT

∏
(k′,j′)∈TtE

(k′,j′) 6=(k,j)

wk′,j′
n

∏
i=1

pt(xi) + 0 · ∑
Tt∈TF

ctut

= wk,j

(
∂

∂wk,j
∑
Tt∈TT

ctut +
∂

∂wk,j
∑
Tt∈TF

ctut

)
= wk,j

(
∂

∂wk,j

τS

∑
t=1

ctut

)
where the second equality is by the observation that the network polynomial is a multilinear function of
wk,j and the third equality holds because TF is the set of trees that do not contain wk,j. The last equality
follows by simple algebraic transformations. In summary, the above lemma holds because of the fact that
differential operator applied to a multilinear function acts as a selector for all the monomials containing
a specific variable. Hence, ∑Tt∈TF

ctut = ∑τS
t=1 ctut − ∑Tt∈TT

ctut can also be computed. To show the
linear time and space complexity, recall that the differentiation w.r.t.wk,j can be efficiently computed by
back-propagation in a top-down pass of S once we have computed ∑τS

t=1 ctut in a bottom-up pass of S . �

Remark The fact that we can compute the differentiation w.r.t. wk,j using the original circuit without
expanding it underlies many recent advances in the algorithmic design of SPNs. Zhao et al. (2016a,b) used
the above differential trick to design linear time collapsed variational algorithm and the concave-convex
produce for parameter estimation in SPNs. A different but related approach, where the differential operator
is taken w.r.t. input indicators, not model parameters, is applied in computing the marginal probability
in Bayesian networks and junction trees (Darwiche, 2003; Park and Darwiche, 2004). We finish this
discussion by concluding that when the polynomial computed by the network is a multilinear function
in terms of model parameters or input indicators (such as in SPNs), then the differential operator w.r.t. a
variable can be used as an efficient way to compute the sum of the subset of monomials that contain the
specific variable.

11.5 Dynamic Programming: from Quadratic to Linear

Define Dk(x | w) = ∂Vroot(x | w)/∂Vk(x | w). Then the differentiation term ∂ ∑τS
t=1 ctut/∂wk,j in

Lemma 11.4.1 can be computed via back-propagation in a top-down pass of the network as follows:

∂ ∑τS
t=1 ctut

∂wk,j
=

∂Vroot(x | w)

∂Vk(x | w)

∂Vk(x | w)

∂wk,j
= Dk(x | w)Vj(x | w) (11.10)
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Let λk,j =
(
wk,jVj(x | w)Dk(x | w)

)
/Vroot(x | w) and fk,j = f (wk,j), then the final formula for

computing the moment of edge weight wk,j under the one-step update posterior p is given by

Mp( fk,j) =
(
1− λk,j

)
Mp0( fk,j) + λk,j Mp′0

( fk,j) (11.11)

Corollary 11.5.1. For each edges (k, j), (11.7) can be computed in O(|S|) time and space.
The corollary simply follows from Lemma 11.3.1 and Lemma 11.4.1 with the assumption that the

moments under the prior has closed form solution. By definition, we also have λk,j = ∑Tt∈TT
ctut/Zx,

hence 0 ≤ λk,j ≤ 1, ∀(k, j). This formula shows that λk,j computes the ratio of all the induced trees that
contain edge (k, j) to the network. Roughly speaking, this measures how important the contribution of a
specific edge is to the whole network polynomial. As a result, we can interpret (11.11) as follows: the more
important the edge is, the more portion of the moment comes from the new observation.

CCCP for SPNs was originally derived using a sequential convex relaxation technique, where in each
iteration a concave surrogate function is constructed and optimized. The key update in each iteration of
CCCP (Zhao et al. (2016b), (7)) is given as follows: w′k,j ∝ wk,jVj(x | w)Dk(x | w)/Vroot(x | w), where
the R.H.S. is exactly the same as λk,j defined above. From this perspective, CCCP can also be understood
as implicitly applying the differential trick to compute λk,j, i.e., the relative importance of edge (k, j), and
then take updates according to this importance measure.

In order to compute the moments of all the edge weights wk,j, a naive computation would scale
O(|S|2) because there are O(|S|) edges in the graph and from Cor. 11.5.1 each such computation takes
O(|S|) time. The key observation that allows us to further reduce the complexity to linear comes from
the structure of λk,j: λk,j only depends on three terms, i.e., the forward evaluation value Vj(x | w), the
backward differentiation value Dk(x | w) and the original weight of the edge wk,j. This implies that we
can use dynamic programming to cache both Vj(x | w) and Dk(x | w) in a bottom-up evaluation pass
and a top-down differentiation pass, respectively. At a high level, we trade off a constant factor in space
complexity (using two additional copies of the network) to reduce the quadratic time complexity to linear.
Theorem 11.5.1. For all edges (k, j), (11.7) can be computed in O(|S|) time and space.

Proof. During the bottom-up evaluation pass, in order to compute the value Vroot(x; w) at the root of S ,
we will also obtain all the values Vj(x; w) at each node j in the graph. So instead of discarding these
intermediate Vj(x; w), we cache them by allocating additional space at each node j. So after one bottom-up
evaluation pass of the network, we will also have all the Vj(x; w) for each node j, at the cost of one
additional copy of the network. Similarly, during the top-down differentiation pass of the network, because
of the chain rule, we will also obtain all the intermediate Dk(x; w) at each node k. Again, we cache them.
Once we have both Vj(x; w) and Dk(x; w) for each edge (k, j), from (11.11), we can get all the moments
for all the weighted edges in S simultaneously. Because the whole process only requires one bottom-up
evaluation pass and one top-down differentiation pass of S , the time complexity is 2|S|. Since we use two
additional copies of S , the space complexity is 3|S|. �

We summarize the linear time algorithm for moment computation in Alg. 4.

11.6 Applications in Online Moment Matching

In this section we use Alg. 4 as a sub-routine to develop a new Bayesian online learning algorithm for SPNs
based on assumed density filtering (Sorenson and Stubberud, 1968). To do so, we find an approximate
distribution by minimizing the KL divergence between the one-step update posterior and the approximate
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Algorithm 4 Linear Time Exact Moment Computation

Input: Prior p0(w | ααα), moment f , SPN S and input x.
Output: Mp( f (wk,j)), ∀(k, j).

1: wk,j ← αk,j/ ∑j′ αk,j′ , ∀(k, j).
2: Compute Mp0( f (wk,j)) and Mp′0

( f (wk,j)), ∀(k, j).
3: Bottom-up evaluation pass of S with input x. Record Vk(x; w) at each node k.
4: Top-down differentiation pass of S with input x. Record Dk(x; w) at each node k.
5: Compute the exact moment for each (k, j): Mp( fk,j) =

(
1− λk,j

)
Mp0( fk,j) + λk,j Mp′0

( fk,j).

distribution. Let P = {q | q = ∏m
k=1 Dir(wk; βk)}, i.e., P is the space of product of Dirichlet densities

that are decomposable over all the sum nodes in S . Note that since p0(w; ααα) is fully decomposable, we
have p0 ∈ P . One natural choice is to try to find an approximate distribution q ∈ P such that q minimizes
the KL-divergence between p(w|x) and q, i.e.,

p̂ = arg min
q∈P

DKL(p(w | x) ‖ q).

It is not hard to show that when q is an exponential family distribution, which is the case in our setting, the
minimization problem corresponds to solving the following moment matching equation:

Ep(w|x)[T(wk)] = Eq(w)[T(wk)] (11.12)

where T(wk) is the vector of sufficient statistics of q(wk). When q(·) is a Dirichlet, we have T(wk) =
log wk, where the log is understood to be taken elementwise. This principle of finding an approximate
distribution is also known as reverse information projection in the literature of information theory (?). As a
comparison, information projection corresponds to minimizing DKL(q ‖ p(w | x)) within the same family
of distributions q ∈ P . By utilizing our efficient linear time algorithm for exact moment computation, we
propose a Bayesian online learning algorithm for SPNs based on the above moment matching principle,
called assumed density filtering (ADF). The pseudocode is shown in Alg. 5.

In the ADF algorithm, for each edge wk,j the above moment matching equation amounts to solving the
following equation:

ψ(βk,j)− ψ(∑
j′

βk,j′) = Ep(w|x)[log wk,j]

where ψ(·) is the digamma function. This is a system of nonlinear equations about β where the R.H.S. of
the above equation can be computed using Alg. 4 in O(|S|) time for all the edges (k, j). To efficiently
solve it, we take exp(·) at both sides of the equation and approximate the L.H.S. using the fact that
exp(ψ(βk,j)) ≈ βk,j − 1

2 for βk,j > 1. Expanding the R.H.S. of the above equation using the identity from
(11.11), we have:

exp

(
ψ(βk,j)− ψ(∑

j′
βw,j′)

)
= exp

(
Ep(w|x)[log wk,j]

)

⇔ βk,j − 1
2

∑j′ βk,j′ − 1
2

=

(
αk,j − 1

2

∑j′ αk,j′ − 1
2

)(1−λk,j)

×
(

αk,j +
1
2

∑j′ αk,j′ +
1
2

)λk,j

(11.13)

Note that (αk,j − 0.5)/(∑j′ αk,j′ − 0.5) is approximately the mean of the prior Dirichlet under p0 and
(αk,j + 0.5)/(∑j′ αk,j′ + 0.5) is approximately the mean of p′0, where p′0 is the posterior by adding one
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Algorithm 5 Assumed Density Filtering for SPN

Input: Prior p0(w | ααα), SPN S and input {xi}∞
i=1.

1: p(w)← p0(w | ααα)
2: for i = 1, . . . , ∞ do
3: Apply Alg. 4 to compute Ep(w|xi)[log wk,j] for all edges (k, j).
4: Find p̂ = arg minq∈P DKL(p(w | xi) ‖ q) by solving the moment matching equation (11.12).
5: p(w)← p̂(w).
6: end for

pseudo-count to wk,j. So (11.13) is essentially finding a posterior with hyperparameter β such that the
posterior mean is approximately the weighted geometric mean of the means given by p0 and p′0, weighted
by λk,j.

Instead of matching the moments given by the sufficient statistics, also known as the natural moments,
BMM tries to find an approximate distribution q by matching the first order moments, i.e., the mean of
the prior and the one-step update posterior. Using the same notation, we want q to match the following
equation:

Eq(w)[wk] = Ep(w|x)[wk] ⇔ βk,j

∑j′ βk,j′
= (1− λk,j)

αk,j

∑j′ αk,j′
+ λk,j

αk,j + 1

∑j′ αk,j′ + 1
(11.14)

Again, we can interpret the above equation as to find the posterior hyperparameter β such that the posterior
mean is given by the weighted arithmetic mean of the means given by p0 and p′0, weighted by λk,j. Notice
that due to the normalization constraint, we cannot solve for β directly from the above equations, and in
order to solve for β we will need one more equation to be added into the system. However, from line 1 of
Alg. 4, what we need in the next iteration of the algorithm is not β, but only its normalized version. So we
can get rid of the additional equation and use (11.14) as the update formula directly in our algorithm.

Using Alg. 4 as a sub-routine, both ADF and BMM enjoy linear running time, sharing the same order
of time complexity as CCCP. However, since CCCP directly optimizes over the data log-likelihood, in
practice we observe that CCCP often outperforms ADF and BMM in log-likelihood scores.

11.7 Conclusion

In this chapter we propose an optimal linear time algorithm to efficiently compute the moments of model
parameters in SPNs under online settings. The key techniques used in the design of our algorithm include
the liner time reduction from moment computation to joint inference, the differential trick that is able
to efficiently evaluate a multilinear function, and the dynamic programming to further reduce redundant
computations. Using the proposed algorithm as a sub-routine, we are able to improve the time complexity of
BMM from quadratic to linear on general SPNs with DAG structures. We also use the proposed algorithm
as a sub-routine to design a new online algorithm, ADF. As a future direction, we hope to apply the
proposed moment computation algorithm in the design of efficient structure learning algorithms for SPNs.
We also expect that the analysis techniques we develop might find other uses for learning SPNs.
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Chapter 12

Conclusion and Future Work

My thesis research contributes to two main themes in artificial intelligence: invariant representation learning
and tractable probabilistic reasoning. Moving forward, I will continue working along these two themes
towards the long-term goal of building a unified framework that provides a common semantics for learning
and reasoning, and also branch out to explore applications related to algorithmic fairness and multilingual
natural language understanding.

12.1 Information Analysis of Invariant Representation Learning

Invariant representation learning has abundant applications in domain adaptation, algorithmic fairness and
privacy-preservation under attribute-inference attacks. Recently, the idea of learning language-invariant
representations has also been actively explored in neural machine translation in order to enable knowledge
transfer from high-resource language pairs to low-resource language pairs. Despite its broad applications,
many fundamental questions remain open. Our work (Zhao and Gordon, 2019; Zhao et al., 2019b,e) has
shown that utility has lower bound if exact invariance is attained. However, it is not clear what is the general
form of tradeoff between utility and invariance. In particular, under a budget for approximate invariance,
what is the maximum utility we can hope to achieve? This question calls for a characterization of the Pareto
frontier between utility and invariance. In my future research, I want to apply tools from information theory
to provide a precise answer to the above question, and to use the theory of invariant representation learning
to design Pareto-optimal algorithms in the above mentioned applications.

12.2 Efficient Structure Learning of Probabilistic Circuits

SPNs distinguish themselves from other probabilistic graphical models, including both Bayesian Networks
and Markov Networks, by the fact that reasoning can be performed exactly in linear time with respect to
the size of the network. Similar to traditional graphical models, there are two main problems when learning
SPNs: structure learning and parameter learning. In structure learning the goal is to infer the structure of
SPNs directly from the data. As a direction for future work, I am highly interested in developing principled
structure learning algorithms that can produce compact SPNs with directed acyclic structures. To date, most
structure learning algorithms can only produce SPNs with tree structures, and they are based on various
kinds of heuristics to generate SPNs from data without performance guarantees. In light of the existing
limitations, it is favorable to come up with an algorithm that is able to produce SPNs with directed acyclic
structures to fully exploit their representational power. I am also excited about extending the domain of
SPNs from discrete/continuous data to more structured ones, e.g., string, graph, etc., and apply them to

191



problems that require the capability of reasoning, including question answering, reading comprehension
and statistical relation learning over graphs.

12.3 Unified Framework for Learning and Reasoning

I believe the holy grail of artificial intelligence is to build intelligent agents that have the ability to learn
from the experience as well as to reason from what has been learned. In order to achieve this goal, we
need to have a robust and probabilistic framework to unify learning and reasoning. Such framework is
drastically different from the traditional one where symbolic representations are used to construct the
knowledge base and first-order logic is used to build the inference engine. Instead, as shown in Figure 1.1,
I propose to use invariant representation that maps real-world objects to their corresponding algebraic
representations to serve as the foundation of knowledge base, and to use tractable probabilistic inference
machine, e.g., Sum-Product networks, to act as the inference engine. Compared with the classic symbolic
and logic-based framework, such new framework is inherently probabilistic and hence can handle the
ubiquitous uncertainty. In particular, representations that are invariant to the change in the environment can
provide us the robustness against various noise and nuisance factors in real-world, and the tractability of
exact probabilistic inference machine can further allow us to efficiently deal with the uncertainty existing
in real-world logic deduction.

Of course, the goal is challenging. First, in order to learn invariant representations, one needs to
explicitly specify a set of nuisance factors that the representations should be invariant to. Due to the
complexity of the real-world, such supervision is not always available or well-defined. Furthermore, when
the invariant representations contain some internal structures, e.g., the hierarchical structure of sentence
representations, it is not clear how to combine such structured data with existing tractable probabilistic
inference machines. These problems are both fascinating and challenging, and I believe that being able
to solve them could take us a significant step towards the goal of a unified framework for learning and
reasoning.
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